
Abstract—In order to make a proper selection for the given 

matrix-matrix multiplication operation and to decide which is the 

best suitable algorithm that generates a high throughput with a 

minimum time, a comparison analysis and a performance 

evaluation for some algorithms is carried out using the identical 

performance parameters 
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Introduction. 

I. INTRODUCTION 

ost of the parallel algorithms for matrix multiplication 

use matrix decomposition that is based on the number 

of processors available. This includes the systolic algorithm 

[1], Cannon’s algorithm [2], Fox’s and Otto’s Algorithm [3], 

PUMMA (Parallel Universal Matrix Multiplication) [4], 

SUMMA (Scalable Universal Matrix Multiplication) [5] and 

DIMMA (Distribution Independent Matrix Multiplication) [6]. 

The standard method for multiplying nn ×  matrices requires 

)(
3

nO multiplications. Most existing parallel algorithms are 

parallelization of the standard method. All implementations of 

the standard method have a cost, i.e., time-processor product 

of at least )( 3
nO . Therefore, it is interesting to develop highly 

parallel and processor efficient algorithms that have less than 

)( 3
nO cost.  

II. WHY SYSTOLIC ARRAY? 

The MPI technique needs two kinds of time to complete the 

multiplication process, 
ct
 and

ft , where 
ct  represents the time 

it takes to communicate one data between processors and 
ft  is 

the time needed to multiply or add elements of two matrices. It 

is assumed that matrices are of type nn× . The other 

assumption is that the number of processors is p .  Each 

processor holds pn
2  elements and it was assumed that pn

2  is 

set to a new variable 2m .  

The number of arithmetic operations units will be denoted 

by f . The number of communication units will be denoted by 

c . The quotient cfq =  will represent the average number of 

flops per communication access. The speedup is ( )cf ttqS ⋅= .  

We assume that the number of processors is 4=p . The 

dimension of the matrix is 600=n . The last assumption is that

1.0=cf tt . Also we need to use the Efficiency formula

pSE = . In the table 1 we record the results that we obtain 

for all algorithms, under the assumptions that we made. [2, 3, 

4, 7, 8, 9, 10, 11].  

III. DEFINITION OF SOME PERFORMANCE MEASURES FOR 

SYSTOLIC ARRAYS 

Definition 1: The array size ( )Ω  is the number of PEs in 

the array. 

Definition 2: The computation time ( )T  is the sum of the 

time for the date input in the array-
inT , the time for the 

algorithm executing-
exeT  and the time necessary for dates 

leaving the array-
outT , i.e. 

                      
outexein TTTT ++=                                             (1) 

Definition 3: The execution time,
exeT , is defined as: 

                

ind
ind Pyxt

out
Pyxt

exe ttT
∈∈

−+=
),,(),,(

minmax1                     (2) 

Theorem 1: [12] The execution time is given by the 
relation: 

                  ( )�
=

⋅−+=
3

1

min11
j t

ijjexe tNT                             (3)  

Definition 4: The Pipelining period ( )α : The time interval 

between two successive computations in a PE. If λ  is a 

scheduling vector and u  is a projection direction, then the 

pipelining period is given by the relation: 

                      uTλα =                                                        (4) 
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Definition 5: The geometric area ( )ag of a two-dimensional 

systolic array is the area of the smallest convex polygon which 

bounds the PEs in the ( )yx, -plane. The geometric area is given 

by the formula: 

      ( )( ) ( )( )

( )( ) 1132

12311321

11

1111

TNN

TNNTNNga

−−+

−−+−−=                          (5) 

Definition 6:The Speedup )(S of a systolic array is the ratio 

of the processing time in the SA to the processing time in a 

single processor ( )1T , i.e. 

                          
T

T
S 1=                                                        (6) 

Definition 7: The Efficiency ( )E  is defined as the ratio of 

the speedup to the number of PEs in the array i.e. 

                         
Ω

=
Ω

=
Tx

TS
E 1                                             (7) 

Theorem 2: [12, 13]The number of processors on SHSA 
array is (the array where we have no using the linear 
transformation): 

                                 133 2 +−=Ω NN                          (8) 

     Theorem 3: [14] The number of processing elements in 2-
dimensional systolic array for the algorithm of matrix-matrix 
multiplication for which is used the projection direction

[ ]T
u 111= , could be reduced and given with 2

N=Ω . 

Theorem 4: [15] The number of PEs for the systolic array 
which is constructed by using the nonlinear transformation the 
number of PEs is given by the relation: 

                            
��

�
��

� −
⋅=Ω

2

13n
n                                        (9) 

Definition 8: The transformation matrix T  maps the index 

point ( ) indPkji ∈,,  into the point ( ) indPTyxt ⋅∈,, , where 
indP  is the 

set of index points and 

                                  [ ] kjikjiTTt
T

++== 1
                     (10) 

IV. THE ADVANTAGE OF USING THE LINEAR 

TRANSFORMATION IN DESIGNING THE SYSTOLIC ARRAY FOR 

MATRIX MULTIPLICATION 

From theorem 2, For N=4 then 37=Ω  (which can be seen 

from fig.2 too). Because of theorem 3,  the number of 

processors (which can be seen from fig. 1) is 1642 ==Ω . So, 

we can conclude how the number of processors on the array 
can be reduced using the linear  transformation. For N=4 is 16 

vis-à-vis 37 without using the transformation. On the table 3 
we give the comparison for number of PE for different values 
of N. This information is taken from [13]. 

TABLE 3: COMPARISON FOR NUMBER OF PE 

N Without 

using L 

By using L 

5 61 25 

10 271 100 

50 7351 2500 

100 29701 10000 

 
For the pipeline period, in the case of the array in fig. 2, 

using relation (4) we get 

                                3== u
Tλα                                     (11) 

If this formula is used for the systolic array which is 
constructed by using the linear transformation matrix (the array 
in fig.1), we get 1=α . This means that in the case of fig. 1 the 

PEs perform in every step. 

If k  is an index point, then of course, ( )321 ,,max NNNk =  

and )1,1,1(min =k . Using the relation (10) we have that: 

                3111min;max
),,(

321
),,(

=++=++=
∈∈ indind PyxtPyxt

tNNNtt       (12)         

From relations (2) and (12) the execution time may is: 

          231 321321 −++=−+++= NNNNNNTexe
           (13) 

If one uses the fact that if
321 NNN == , then 23 −= NTexe

. On 

the other hand 1−== NTT outin
, so the computation time is: 

                                        45 −= NT                                      (14) 

In the case of the array in fig.1 the execution time will be 
ordered by using the theorem 1: 

   ( ) ( ) ( ) 11111011 32321 −+=⋅−+⋅−+⋅−+= NNNNNTexe
        (15) 

If 
32 NN =  then 12 −= NTexe

. In this case 1−= NTin
 and 

0=outT , therefore the computational time is 

                                        23 −= NT                                      (16) 

In the case of the array which was constructed by using the 

nonlinear transformation, we have that 13 −= NTexe
, 1−= NTin

 

and 0=outT . Therefore the computation time is 

                                      24 −= NT                                      (17) 
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For the geometric area in the case of the array in fig.2,  if 

one takes NNNN === 321
  then 

                          )1(3363 2 −=+−= NNNga
                       (18) 

For the second case (the array in fig. 1) the geometric area 

If one takes NNNN === 321
  will be calculated as 

                                   2)1( −= Nga
                                     (19) 

In the case of the array with nonlinear transformation, one 
can calculate the geometric area in a similar way as above 

                                   2)1(2 −= Nga
                                   (20) 

Since the duration of matrix multiplication on a system 
with only one processor is 3

1 NT = , the speedup and efficiency 

in the case of the array in fig.2, using relations (6) and (7), will 
be respectively: 

                                 
45

3

−
=

N

N
S                                      (21) 
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�

�
	



�
==

+−−
=
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%7.6

15

1
lim

13345
2

3

E
NNN

N
E
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           (22) 

The same parameters in the case of using linear 
transformation matrix are: 

                                 
23

3

−
=

N

N
S                                      (23) 

                      
( )

�
�

�
	



�
==

−
=

∞→
%3.33

3

1
lim

23
E

N

N
E

N

                (24) 

And finally these parameters for the array where nonlinear 
transformation has been used are: 

                                 
24

3

−
=

N

N
S                                      (25) 
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�
�
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�
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�
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%7.16
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1
lim

2

13
24

2

E
n

N

N
E

N

           (26) 

Using the results obtained by the relations (14-26), as well 
as theorems 1, 2, and 3, one can construct the corresponding 
table, where all the results can be compared. In table 2 it is 
given a comparison of performance characteristics for some 
values of N . 

V. CONCLUSION 

In this paper are analyzed some performance measures for 

parallel matrix multiplication. We emphasized the systolic 

approach as most efficient.  We can conclude that using the 

identical performance parameters, for each parameter, the 

array which is constructed using linear transformation matrix 

has better performances. Especially for the efficiency when 

N  tends to the infinity we have that it is approximately five 

times better than the array without using the linear 

transformation. From the table 2 we can deduce the advantage 

of using the linear transformation. 
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Appendix 

TABLE 1: THEORETICAL RESULTS 

Algorithm f  c  q  S E 

Systolic algorithm 55080000 1440000 38.25 3.825 0.956 

Cannon’s algorithm 271800000 108720000 2.5 0.25 0.0625 

Fox’s algorithm with 

square decomposition 

162360000 270720000 0.599 0.0599 0.015 

Fox’s algorithm with 

scattered decomposition 

54360000 109440000 0.497 0.0497 0.0124 

PUMMA 54360000 1620000 33.55 3.355 0.839 

SUMMA 54360000 1800000 30.2 3.02 0.755 

DIMMA 54360000 1800000 30.2 3.02 0.755 

TABLE 2: COMPARISON OF PERFORMANCE CHARACTERISTICS 

 Without using L By using L By nonlinear transf. 

N=4 N=10 N=100 N=4 N=10 N=100 N=4 N=10 N=100 

Ω  37 271 29701 16 100 10000 20 140 14900 

T  16 46 496 10 28 298 14 38 398 

S  
4 21.7 2016 6.4 35.7 3355 4.5 26.3 2512.6 

E  10.8% 8% 6.8% 40% 35.7% 33.5% 23% 19% 16.9% 

ag  27 243 29403 9 81 9801 18 162 19602 
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Fig. 1. Systolic array using theorem 3           Fig. 2 The SHSA array for N=4               Fig. 3 the systolic with nonlinear mapping                                             
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