
Abstract—Although  deep  learning  methods  have  been  ap-

plied to the selection of features in the classification problem,

current methods of learning parameters to be used in the clas-

sification approach can vary in terms of accuracy at each time

interval,  resulting  in  potentially  inaccurate  classification.  To

address  this  challenge,  this  study  proposes  an  approach  to

learning  these  parameters  by  using  two  different  aspects  of

Kestrel bird behavior to adjust the learning rate until the opti-

mal value of the parameter is found:  random encircling from a

hovering  position  and  learning  through  imitation  from  the

well-adapted behaviour  of  other  Kestrels.  Additionally,  deep

learning method (that is, recurrent neural network with long

short term memory network) was applied to select features and

the accuracy of classification. A benchmark dataset (with con-

tinuous data attributes) was chosen to test the proposed search

algorithm. The results showed that KSA is comparable to BAT,

ACO and PSO as the test statistics (that is,  Wilcoxon signed

rank test) show no statistically significant differences between

the mean of classification accuracy at level  of significance of

0.05. However, KSA, when compared with WSA-MP, shows a

statistically significant difference between the mean of classifi-

cation accuracy.

Index Terms—kestrel-based search algorithm, deep learning,

random encircling, long short term memory network.

I. DESIRE MODELS

HE CONCEPT of big data may be characterized by vol-

ume, velocity, value, veracity and variety. The volume

relates to the amount of data that has to be processed within a

given time; velocity relates to how fast incoming data need to

be processed  and  how quickly  the receiver  of  information

needs  the results  from the  processing  system [1];  and  the

value is what a user will gain in terms of insight from the

data analysis; the variety is the different structures that data

may take such as text and images while the veracity is au-

thenticity of the data source. In order to manage effectively

these aspects of big data, an important step is to reduce the

volume of dataset by selecting relevant features for classifi-

cation. However,  this may not be achieved without tuning

different parameters  that fit  the data to select relevant fea-

tures and ensure accurate classification. This paper proposes

a search strategy for classification that is based on the behav-

iour of kestrel bird (to discover the optimal weight parame-

ter) and deep learning network (for classification of features).

T

The related work is presented in Section II. Section III

describes  the  behaviour  of  the  Kestrel  bird  with  its

mathematical modeling and algorithm. Section IV outlines

the  experimental  setup;  and  provides  experimental  results

with  comparative  meta-heuristic  algorithms.  Conclusions

and future work are given in Section V.

II. RELATED WORK 

Feature selection is the process of selecting relevant fea-

tures from large number of features in a dataset, while ignor-

ing the rest of features that have little value on the output

feature  set.  The feature  selection methods  are  categorized

into  the  filter  method  (that  is  classifier-independent)  [2],

wrapper method (that  is  classifier-dependent)  [2] and  em-

bedded method [3].  However, when big data is involved, it

results in high computational cost in training and selection

of features  [4].  This challenge led to the concept  of  deep

learning which historically originated from artificial neural

network [5]. 

A. Deep learning network

Deep learning is a sub-field of machine learning that is

based  on learning  several  levels  of  representations,  corre-

sponding to a hierarchy of features where higher-level fea-

tures are defined from lower-level ones, and the same lower

level features can help to define many higher-level features

[5, 6]. It has been indicated in [7] that deep learning is a sta-

tistical technique that help in classifying patterns based on

sampled data using neural networks with multiple layers. In

principle, deep learning uses multiple hidden layers of non-

linear processing that is hierarchical; and uses different pa-

rameters to learn from hidden layers using algorithms (such

as  back-propagation  algorithms)  with  large  amounts  of

available training data [8]. Deep learning methods for classi-

fication are deep discriminative models/supervised-learning

(e.g.,  deep  neural  networks  (DNN),  recurrent  neural  net-

works  (RNN),  etc.)  and  generative/unsupervised  models

(e.g.,  deep belief networks (DBN),  etc.).  Deep neural  net-

work (DNN) sometimes referred at as DBN is a multilayer

network with many hidden layers, whose weights are fully

connected and initialized (pre-trained) using stacked RBMs

or DBN [9]. Recurrent neural networks (RNN) is a discrimi-

native model  but  also has  been  used as  generative  model

where output results from a model represents the predicted

input data. When RNN is used as a discriminative model,

the output results from the model is a label sequence associ-

ated with input data sequence [9]. The learning of parame-
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ters in RNN are improved by information flow in bi-direc-

tional RNN and by a cell with LSTM (long short-term mem-

ory where cells are responsible for remembering parameters

within a time interval) [6] which are the building units for

layers of RNN. The RNN composed of LSTM units is often

referred to as LSTM network. However, the challenge with

the  RNN  is  that  when  training  neural  network  for  deep

learning classification problems, the back-propagated gradi-

ents approach that is often used either grows or shrinks at

each time step, so over many time steps it typically explodes

or vanishes [10]. Building a classification model from deep

learning  techniques  integrated  with  metaheuristic  search

methods (also referred to as random search strategy as ear-

lier  mentioned)  enhances  accuracy/quality  to  select  useful

and  relevant  features  [11]  in  a  dataset.  The  advantage  of

meta-heuristic  search method is the use of  random search

strategy  to  avoid  being  trapped  in local  optima when  the

search space grows exponentially. 

B. Meta-heuristic algorithms

Among the random search/meta-heuristic algorithms for

feature selection in classification problems are Genetic algo-

rithm (GA) [12], Ant Colony Optimization (ACO) [13], Par-

ticle Swarm Optimization (PSO) [14], BAT [15] and Wolf

Search Algorithm (WSA) [16].

Genetic  algorithms  is  an  evolutionary  approach  that  is

based on survival of the fittest. Genetic algorithm has the bi-

ological principle that species live in a competitive environ-

ment and their continuous survival depends on the mechan-

ics of “natural selection” (Darwin, 1868 as cited by [12]) in

which an element or chromosomes in the genetic structure is

represented  by  a binary  string.  A genetic  algorithm is  an

adaptive search procedure which involves the use of opera-

tors such as crossover,  mutation and selection methods to

find a global optimal results/solution by optimizing an ob-

jective function/fitness function. 

The  Ant  Colony  Optimization  (ACO)  [13]  is  a  meta-

heuristics search method that is inspired by the foraging be-

havior of real ants in their search for the shortest paths to

food sources. When a source of food is found, ants deposit

pheromone  to  mark  their  path  for  other  ants  to  traverse.

Pheromone is an odorous substance that is used as a medium

for  indirect  communication  among  ants.  The  quantity  of

pheromone depends on the distance, quantity and quality of

food source. However, pheromone substance tends to decay

or evaporate with time. While a lost ant that moves at ran-

dom detects a laid pheromone, it is likely that it will follow

the path to reinforce the pheromone trails by further deposit-

ing some amount of the trail substances while this path leads

to a desired outcome. If the path does not lead to a desired

outcome, it is no longer followed and the pheromone evapo-

rates in time until it is no longer detectable. Thus, ants make

probabilistic decisions on updating their pheromone trail and

local heuristic information in order to explore larger search

areas. The ACO has been applied to solve many optimiza-

tion related problems, including data mining, where it was

shown  to  be  efficient  in  finding  best  possible  solutions.

ACO, when applied to feature selection, improves on perfor-

mance of feature selection by finding the best possible path. 

The Wolf Search Algorithm (WSA) [16], is bio-inspired

heuristic  optimization  algorithm  which  is  based  on  wolf

preying  behavior.  The  behaviour  of  wolves  includes  the

ability to hunt independently by remembering their own trait

(meaning wolves have memory); ability to only merge with

its peer when the peer is in a better position (meaning there

is trust among wolves to never prey on each other); ability to

escape randomly upon appearance of a hunter; and the use

of  scent  marks  as  a  way  of  demarcating  its  territory  and

communicating with other wolves of the pack [17].

The Bat algorithm [15] is a bio-inspired method based on

the  behaviour  of  micro-bats  in  their  natural  environment.

The unique behaviour that characterize bats is their echolo-

cation  mechanism.  This  mechanism helps  bats  orient  and

find prey within their environment. The search strategy of

bat  is  controlled  by  the  pulse  rate  and  loudness  of  their

echolocation mechanism. Whilst  the pulse rate changes to

improve on better  position that  was previously found,  the

loudness indicates to each other bat that best position is ac-

cepted/found. The bat behaviour has been applied in several

optimization problems to find the best optimal solution. The

bat algorithm search process  starts with random initializa-

tion of the population, evaluation of the new population us-

ing a fitness function and finding the best population. Unlike

wolf algorithm that uses attractiveness of prey to govern its

search,  bat  algorithm uses  the  pulse  rate  and  loudness  to

control the search for the optimal solution.

The Particle swarm [14] is a bio-inspired method based

on the swarm behaviour such as fish and bird schooling in

nature. The swarm behaviour is expressed in terms of how

particles adapt, exchange information and make decision on

change of velocity and position within a space based on po-

sition  of  other  neighboring  particles.  The  advantage  of

swarm behaviour is that as individual particle makes a deci-

sion, it leads to an emergent behaviour. This emergent be-

haviour is as a result of local interaction among individual

particles in a population of particles.

The novelty of this paper is the integration of RNN with

LSTM, with the proposed bio-inspired/meta-heuristic search

method for feature selection. The section III  discusses  the

proposed  bio-inspired  search  method that  tune parameters

unto an RNN with LSTM so as to select features.

III. PROPOSED KESTREL-BASED SEARCH ALGORITHM

The bio-inspired algorithm is based on the behaviour of

Kestrel bird when hunting for a prey. The Kestrel is a kind

of bird that hunts by hovering (that is flight-hunt) or from a

perch. These birds are strongly territorial and hunt individu-

ally. Author of [18] has shown that during a hunt, Kestrels

are  imitative  rather  than  cooperative.  This  suggests  that

Kestrels  prefer  not  to  communicate  with  each  other  but

rather they imitate the behaviour of other Kestrels with bet-

ter hunting technique. Authors of [19] have shown that hunt-

ing behaviour can change based on type of prey, prevailing

weather conditions and energy requirements (for gliding or

dive). Aside these behaviour, during hunt, Kestrels use their

eyesight to watch small and agile prey within its circling ra-

dius or coverage area referred to as the visual circling ra-

dius. The minute air disturbance from flying preys, and trail
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of urine and faeces from ground preys give an indication of

the availability of prey. Once available prey is detected, the

Kestrel positions itself to hunt. Kestrels are able to hover in

changing airstream, maintain fixed forward looking position

with its eye on a prey, and uses random bobbing of head to

find the least distance between its position and the position

of a prey. Also, the Kestrel possess an excellent ultraviolet

sensitive eyesight characteristic to visually locate trails be-

cause these trails of urine and faeces of prey reflect ultra-vi-

olet light. 

In hovering, Kestrel  perform a wider search (global ex-

ploration)  across  territories  within their  visual  circling  ra-

dius, maintain a motionless position with its forward looking

eye fixed on prey, detect minute air disturbance from flying

prey (particularly flying insects) to best position themselves

to  hunt  prey,  and  mostly  move  with  precision  through

changing airstream. Kestrels are able to flap their wings and

adjust their long tails to stay in a place that is referred to as a

still position in changing airstream. While in perch, mostly

from high fixed structures, Kestrel changes its perch every

few minutes, performs a thorough search (a local exploita-

tion using its individual hunt behaviour) of its local territory

with  less  energy  requirements  than  a  hovering  hunt,  and

uses its ultraviolet sensitive capabilities to detect mammals

such as voles closer to a perched area. The characteristics of

Kestrels are summarized as follows:

1)  Soaring:  gives  a  larger  search  space  (global  explo-

ration) within visual coverage area.

a. Still  (motionless)  position  with  forward  looking  eye-

sight fixed on prey.

b. Encircles prey beneath with keen eyesight.

2) Perching: Each Kestrel does thorough search (local ex-

ploitation) within visual coverage area.

a. Frequent bobbing of head.

b. Attracted to prey using detected visible trail then glides

to capture.

3) Imitates the behaviour of a well-adapted Kestrel.

The following assumptions are made on the characteris-

tics of the Kestrel: the still position gives a near perfect cir-

cle, thus frequent change in a circle direction depends on po-

sition of a prey in shifting the center of its circling direction;

Frequent bobbing of  head gives a degree of  magnified or

binocular  vision that  helps  in measuring the distance to a

prey that then enables the Kestrel to move with a speed to

strike; Attractiveness is proportional to light reflection; thus,

the higher or longer a distance from Kestrel to the trail, the

less bright a trail. This distance rule applies to both hovering

height  and  distance  away  from the  perch;  New trails  are

more attractive and worth pursuing than an old trail. Thus,

the trail decay or trail evaporation depends on the half-life

of trail; and a Kestrel, which is not well adapted to an envi-

ronment, imitates the behaviour of well-adapted kestrels.

A. Mathematical formulation on Kestrel behaviour

The proposed computational model for Kestrel’s is based

on the description of Kestrel’s behaviour and characteristics.

The following mathematical expressions depict characteris-

tics of the Kestrel:

1) Random Encircling

Encircling is when Kestrel randomly shifts (or changes)

the center of circling direction in order to recognize the cur-

rent position of prey. As the prey changes its current posi-

tion, Kestrel uses the encircling behaviour to randomly en-

circle its prey. This movement of prey determines the best

possible position assumed by Kestrel. The encircling D⃗ [20]

is expressed as:

D⃗=|⃗C∗x⃗p ( t )− x⃗ ( t )| (1)

Thus: C⃗=2∗r⃗1 (2)

Where  C⃗  is the coefficient vector,  x⃗ p(t ) is the position

vector of the prey, and x⃗ (t ) indicates the position vector of

a Kestrel, r1 and r2 are random numbers generated between

0 and 1.

2) Current position

The current best position of Kestrel is expressed as:  

x⃗ (t+1)= x⃗ p(t )− A⃗∗D⃗ (3)

Thus: A⃗=2∗z⃗∗r⃗ 2− z⃗ (4)

Where A⃗ is coefficient vector,  D⃗ is the encircling value

obtained, x⃗ p(t ) is the position vector of the prey,  x⃗ ( t+1 )
represents the current best position of Kestrels. z⃗ represents

a parameter to control the active mode with  z⃗hi as the pa-

rameter  for  flight  mode  and  z⃗ low as  the  parameter  for

perched mode, which linearly decreases from 2 (high active

mode value) to 0 (low active mode value) respectively dur-

ing the iteration process. This is expressed as:

z⃗= z⃗hi−( z⃗hi− z⃗ low)
itr

Max itr

(5)

Where  itr is  the  current  iteration,  Max_itr is  the  total

number of iterations which are performed during the search.

Other Kestrels that are involved in the search update their

position according to the best position of the leading Kestrel.

Also, the change in position of  a Kestrel  in airstream de-

pends  on  frequency  of  bobbing,  attractiveness  and  trail

evaporation. This is expressed as the following:

a) Frequency of bobbing

The frequency of bobbing f is used for sight distance mea-

surement  in the search space.  This frequency is expressed

as:

f t+1
k = f min+ (f max−f min )∗α (6)

Where, α∈ [0,1] is a random number to control the fre-

quency of bobbing within a visual range.  fmax represents the

maximum frequency and fmin is the minimum frequency both

between 1 and 0 respectively.

b) Attractiveness

Attractiveness β indicates the light reflected from a trail,

which is defined by:

β (r)=βo e
−γ r

2

(7)

Where βorepresents the attractiveness, γ represents varia-

tion of light intensity between [0, 1].  r represents the sight

distance  s(x i , xc ) measurement which is expressed using

Minkowski distance  formulation as:
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(8)

Thus, V ≤ s (xi , xc) (9)

Where  xi is the current sight measurement,  xc are all po-

tential neighboring sight measurement near  xi,  n is the total

number of neighboring sights, λ is the order of position be-

ing considered (that is, 2), and V is the visual range.

c) Trail evaporation

A definition of a trail is the formation and maintenance of

a line [13].  In  natural  environment,  ants  use  trail  both  to

trace the path to a food source and to prevent themselves

from getting stuck in a single food source. Thus, ants, using

these trails, can search many food sources in a search space.

As ants continue to search, trails are drawn and pheromones

are deposited on a trail. This pheromone help ants to com-

municate with each other about the location of food sources.

Therefore, other ants continuously follow this path and also

deposit  substances for  the trail to remain fresh. Similar to

ants, Kestrels use trails in search of food sources. However,

these trails are rather deposited by preys which provides an

indication to Kestrels  on availability of food sources.  The

assumption is that the substances deposited by a prey is sim-

ilar to pheromone deposited on ants’ pheromone trail. Addi-

tionally,  when  the  source  of  food  depletes,  Kestrels  no

longer follow this path that leads to the location of a prey.

Consequently, the trail pheromone begins to diminish with

time at an exponential rate causing trails to become old and

not worth pursuing. This diminishment denotes the unstable

nature  of  the  trail  substances  which  can  be  theoretically

stated as: if there are N unstable substances in a trail with an

exponential decay rate γ, then an equation can be formulated

to describe how  N substance decreases in time  t  [21]. This

equation is expressed as follows:

dN

dt
=−γN (10)

Since the substances are unstable, it introduces a degree

of randomness in the decay process.  Thus, decay rate (γ)

with time (t) is re-expressed as:

γ t=γo e
−φtt

(11)

Where γo is a random initial value of substance that is de-

creased at each iteration and where t is the number of itera-

tions or time steps.  t ∈ [0,  Max_itr] where  Max_itr is the

maximum number of iterations. The decay rate γ tat time t to

indicate a new trail or old trail is expressed as:

(12)

Thus, a γ t value greater than 1 indicates that a trail is new

and trail is not decayed therefore KSA explores the search

area, while a γ tvalue of 0 indicates that trail is old, unattrac-

tive and trail has decayed therefore KSA would not explore

the search area. Again, the decay constant φt is expressed by:

φt=
ϕmax−ϕmin

t
1/ 2

(13)

Where  φt is  the  decay  constant,  ϕmaxis  the  maximum

number substances in trail,  ϕmin is the minimum number of

substances in trail and 
t
1

2
 is the half-life period of a trail. Fi-

nally, position of Kestrel is expressed by:

x i+1
k =xi

k+βoe
−γ r

2

(x j−x i
k )+ f ik (14)

Where xi+1
k

 is the current best position of the Kestrel that

represents candidate solution and  xi
k
is the previous position

of Kestrel. Where βo e
−γ r

2

represents the attractiveness as ex-

pressed in equation (7) where γ is equal to γ t.  x j represents

a Kestrel with a better position whilst f i
k
 is the frequency of

bobbing as expressed in equation (6).

d) Velocity

The velocity of Kestrel is updated using the expression:

v t+1
k =vt

k+x t
k

(15)

Where  v t+1
k

 is the current best velocity,  v t

k
 represents the

initial velocity, whilst xt
k
 represents the current best position

of Kestrel.

3) Imitative behaviour

Kestrel  birds  are  territorial  and  hunt  individually rather

than hunt collectively. As a consequence, a model by [22]

that depicts the collective behaviour of birds for feature sim-

ilarity selection could not be applied. Since Kestrels are imi-

tative, it implies that a well-adapted Kestrel would perform

action appropriate to its environment,  while other Kestrels

that are not well-adapted imitate and remember the success-

ful  actions.  The imitation  behaviour  reduces  learning  and

improves upon the skills of less adapted Kestrels. The imita-

tion behaviour is mathematically expressed and applied to

select  similar  features  into  a  subset.  A  similarity  value

Simvalue (O ,T ) that helps with the selection of similar features is

expressed by: 

Simvalue (O ,T )=e
(−∑ |Oi−Ei|

2

n ) (16)

Where  n is the total number of features,  |(Oi−E i )|repre-

sents the deviation between two features where O is the ob-

served,  Ei is estimate that is the velocity of kestrel in (15).

Since the deviation is calculated for each feature dimension

and the possibility of  large volume of  features  in dataset,

each time a deviation is calculated only the minimum is se-

lected (the rest of the dimension is discarded), thus, to allow

the handling  of  different  problem to different  scale of  di-

mension of data [23]. Moreover, in cases where features that

were imitated are not similar (that  is dissimilarity),  this is

calculated by:

dis_simvalue (O ,T )=1−Simvalue(O ,T) (17)

The fitness function, which is similar to fitness function

formulation used by [24],  to evaluate each solution is ex-

pressed in terms of classification error of the RNN and the

similar value obtained from each solution. The fitness func-

tion is formulated as:
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fitness=ρ∗Simvalue(O, T)+dis_simvalue (O,T )∗ρ (18)

Where  ρ∈(0,1) is a parameter that controls the chances

of imitating features that are dissimilar, C error  is the classifi-

cation error of a RNN classifier and Simvalue (O ,T ) refers to the

feature similarity value obtained in feature imitation. 

Our method to select features uses the RNN with LSTM

network (as discussed in section II) and to also make deci-

sion on classification accuracy. Authors of [24] has shown

that, the  less  the  number  of  features  in  a  subset  and  the

higher  the  classification  accuracy,  the  better  the  solution.

The proposed  algorithm to  implement  feature  selection  is

expressed in Table 1 as follows:

TABLE 1: PROPOSED ALGORITHMIC STRUCTURE

Set parameters

Initialize population of n Kestrels using equation.

Start iteration (loop until termination criterion is met)

       Generate new population using random encircling

       Compute the velocity of each kestrel using equation 

(15)

       Evaluate fitness of each solution (18)

       Update encircling position for each Kestrel for all 

i=1 to n

       Find the optimal features using RNN with LSTM

End loop

Output results

In  Kestrel  Search  Algorithm,  each  kestrel  referred  as

search agent checks the brightness of trail substances using

the half-life period; random encircling of each position of a

prey before moving with a velocity; imitates the velocity of

another Kestrel so that each Kestrel will swarm to the best

skilled search agent.

IV. EXPERIMENTAL RESULTS

A. Experimental setup

The proposed algorithmic structure was implemented in

MATLAB 2018A. In each run, we performed 100 iterations

to select the best/optimal parameter. The best parameter was

fed into the LSTM network in which 100 epochs were per-

formed as suggested by [25] that it guarantees optimum re-

sults on classification accuracy. To avoid the network insta-

bility, all neurons in the input to output layers on a network

learned at the same rate (that is with smaller learning rate)

[25].  The  initial  parameters  for  each  meta-heuristic  algo-

rithm is  defined  as  follows:  KSA (Frequency  of  bobbing

(fb=0.97);  perched  parameter  (zmin=0.2);  flight  parameter

(zmax=0.8); half-life parameter (half-life=0.5); dissimilarity

=  0.2;  similarity  =0.8);  PSO  [14]  (w=1;c1=2.5;c2=2.0);

ACO [13] (α=1;ρ=0.05); BAT [15] (β=1; A=1; r=1); WSA-

MP [16] v=1;pa = 0.25; α = 0.2, which were suggested by

authors of the algorithms as the best parameter that guaran-

tee an optimal solution.  To test the robustness of our pro-

posed algorithm, six benchmark datasets shown in Table 2

(from Arizona State University) were used as it represent a

standard benchmark dataset with continuous data.

B. Experimental results

In order to select the best optimal solution, the study ap-

plied the concept that the higher the classification accuracy,

the better the solution and hence, the less the number of fea-

tures in a subset [24]. With this concept in mind, the study

first  applied  KSA and comparative  algorithms to find  the

best learning parameter presented in Table 3. There are ten

separate runs performed on each algorithm and the best was

recorded as shown in Table 3

It is observed from Table 3 that out of the six datasets,

KSA has the best learning parameter (highlighted in bold) in

three datasets. The learning parameter of each meta-heuristic

algorithm are fed into LSTM and the classification accuracy

are recorded in Table 4: 

It is observed from Table 4 that the algorithm with the

best parameter is not the best choice on some datasets. For

instance, BAT produced the best parameter of 0.0002043 on

Tox_171 dataset but produced a classification accuracy of

0.6925. It could be observed that KSA provided the highest

classification  accuracy  on  four  out  of  six  datasets.  This

shows that our proposed approach can explore and exploit

search space efficiently and find the best results that guaran-

tees higher classification accuracy. The results from this ex-

periment also indicate that no single algorithm can perform

better than any other.  Moreover,  the average classification

accuracy  for  each  algorithm  when  computed  shows  that

KSA  has  the  higher  average  classification  accuracy  of

0.7267 while PSO has least of 0.4793. In order to select fea-

tures, [24] indicated that the higher the classification accu-

racy, the better the solution and hence, the less the number

of features in a subset. Table 5 shows the number of feature

selected by each algorithm.

It is observed from Table 5 that KSA selected less num-

ber  of  features  in  four datasets  namely  Carcinom,

SMK_CAN_187,  Tox_171 and  CLL_SUB_111;  PSO se-

lected  less  feature  in  two datasets  namely  Glioma and

Lung. Additionally, on average KSA selected 2422 (see ta-

ble 5) features, with average accuracy of 0.7267 (see table

TABLE 3: LEARNING PARAMETERS OF META-HEURISTIC ALGORITHMS

Learning

paramet

er
KSA BAT WSA-MP ACO PSO

Carcinom
1.3557e-

07

1.0401e-

07

3.0819e-

05

8.7926e-

04
0.5123

Glioma
2.3177e-

06

3.0567e-

05

1.9852e-

05

9.9204e-

04
0.3797

Lung
5.1417e-

06

4.4197e-

05

3.0857e-

05

6.231e-

04
0.3373

SMK_C

AN_187
0.015064 1.338e-05

4.7188e-

05

2.7294e-

05
2.5311

Tox_171 0.16712
0.000204

3
0.086214

0.002315

2 2.2443

CLL_SU

B_111
0.82116 0.075597 0.76001 0.011556

9.6956

Average 1.67E-01 1.26E-02 1.41E-01 2.73E-03 2.62E+00

TABLE 2: DATASET FOR EXPERIMENT

Dataset #of Instances #of

classes

#of features in

original dataset

Carcinom 174 11 9182

Glioma 50 4 4434

Lung 203 5 3312

SMK_CAN_187 187 2 19,993

Tox_171 171 4 5748

CLL_SUB_111 111 3 11340
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4) and average parameter of 1.67E-01 (see table 3); while on

average PSO selected 5618 (see table 5) features, with aver-

age accuracy of 0.4793 (see table 4) and average parameter

of 2.62E+00 (see table 3).

The study conducted statistical test on classification accu-

racy to identity the best algorithm. In order not to prejudice

which algorithm outperformed each other,  the mean of all

the algorithms were  considered  as equal  for  the statistical

analysis.  The  Wilcoxon  signed  rank  test  which  is  a  non-

parametric statistical procedure was used because it does not

make underlying  assumption  about  the distribution  of  pa-

rameters and underlining dataset for the evolutionary algo-

rithm. The advantage of Wilcoxon test is that it helps to per-

form pairwise  comparison  while not  making any  assump-

tions  about  the  population  used  since  Wilcoxon  test  can

guarantee to about 95% (that is, 0.05 level of significance)

of efficiency if the population is normally distributed. The

results on the test statistic is shown in Table 6

TABLE 6: ALGORITHM AND P-VALUE

Algorithm Asymp. Sig. (2-tailed) (that is, p-value)

BAT – KSA 0.225

WSAMP - KSA 0.043

ACO – KSA 0.080

PSO – KSA 0.173

Based on the results on test statistics (p<0.05), the follow-

ing analysis can be drawn. In respect of KSA comparison

with BAT, ACO and PSO, there is no statistically significant

differences between the mean of classification accuracy at

level of significance of 0.05. Thus, KSA is comparable to

BAT, ACO and PSO algorithms. In contrast, the comparison

between KSA and WSA-MP shows a statistically significant

difference  between  the  mean  of  classification  accuracy,

where p< 0.05 (that is, 0.043<0.05). Thus, comparing algo-

rithms (KSA and WSA-MP) using the Wilcoxon text show

the classification accuracy of these algorithms are different. 

V. CONCLUSION AND FUTURE WORK

Compared with meta-heuristic algorithms, the classifica-

tion  accuracy  results  on  KSA is  different  from WSA-MP

while the classification accuracy of KSA is comparable to

ACO, BAT and PSO. The advantage of KSA is the ability to

adapt to different datasets and guarantees good solutions that

is  comparable  to  other  meta-heuristic  search  methods  for

feature selection.
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TABLE 4: CLASSIFICATION ACCURACY OF META-HEURISTIC ALGORITHMS

Classification

Accuracy
KSA BAT

WSA

-MP ACO PSO

Carcinom 0.7847 0.7806 0.6908 0.7721 0.7282

Glioma 0.7416 0.7548 0.5063 0.7484 0.7941

Lung 0.5754 0.5754 0.5754 0.5754 0.7318

SMK_CAN_187 0.6828 0.6759 0.6585 0.6111 0.2090

Tox_171 0.7945 0.6925 0.7880 0.5889 0.2127

CLL_SUB_111 0.7811 0.4553 0.7664 0.4259 0.2000

Average 0.7267 0.6558 0.6642 0.6203 0.4793

TABLE 5: FEATURE SELECTED BY EACH ALGORITHM.

Feature

selected KSA BAT

WSA

-MP ACO PSO

Carcinom 1977 2015 2839 2093 2496

Glioma 1146 1087 2189 1116 913

Lung 1406 1406 1406 1406 888

SMK_CAN_187 6342 6480 6828 7775 15814

Tox_171 1181 1768 1219 2363 4525

CLL_SUB_111 2482 6177 2649 6510 9072

Average 2422 3156 2855 3544 5618
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