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DEAR Reader, it is our pleasure to present to you Pro-

ceedings of the 2018 Federated Conference on Com-

puter Science and Information Systems (FedCSIS), which

took place in Poznan, Poland, on September 9-12, 2018.

FedCSIS 2018 was Chaired by prof. Krzysztof Jassem,
while dr. Pawel Skorzewski acted as the Chair of the Orga-
nizing Committee. This year, FedCSIS was organized by the
Polish Information Processing Society (Mazovia Chapter),
IEEE Poland Section Computer Society Chapter, Systems
Research Institute Polish Academy of Sciences, Warsaw
University of Technology, Wroctaw University of Econom-
ics, and Adam Mickiewicz University.

FedCSIS 2018 was technically co-sponsored by: IEEE
Region 8, IEEE Poland Section, IEEE Computer Society
Technical Committee on Intelligent Informatics, IEEE
Czechoslovakia Section Computer Society Chapter, IEEE
Poland Section Gdansk Computer Society Chapter, SMC
Technical Committee on Computational Collective Intelli-
gence, IEEE Poland Section Systems, Man, and Cybernetics
Society Chapter, IEEE Poland Section Control System Soci-
ety Chapter, IEEE Poland Section Computational Intelli-
gence Society Chapter, ACM Special Interest Group on Ap-
plied Computing, International Federation for Information
Processing, Committee of Computer Science of the Polish
Academy of Sciences, Polish Operational and Systems Re-
search Society, Mazovia Cluster ICT Poland and Eastern
Cluster ICT Poland. FedCSIS 2018 was sponsored by Intel,
Gambit, Samsung, Silver Bullet Labs, eSensei and Data
Center PPNT.

During FedCSIS 2018, keynote lectures have been deliv-
ered by:

» Aksit, Mehmet, University of Twente, “The Role of
Computer Science and Software Technology in Organiz-
ing Universities for Industry 4.0 and Beyond”

» Bosch, Jan, Chalmers University Technology, “Towards
a Digital Business Operating System”

» Duch, Wtodzistaw, Nicolaus Copernicus University,
“Neurocognitive informatics for understanding brain
functions”

* O'Connor, Rory, V., Dublin City University, “Demystify-
ing the World of ICT Standardisation: An Insiders View-
point”

FedCSIS 2018 consisted of the following events (confer-
ences, symposia, workshops, special sessions). These events
were grouped into FedCSIS conference areas, of various de-
gree of integration. Specifically, those listed without indica-
tion of the year 2018 signify "abstract areas" with no direct
paper submissions to them (but with submissions to their en-
closed events).

e AAIA'18 — 13" International Symposium Advances in

Artificial Intelligence and Applications

o AIMaViG'18 — 3™ International Workshop on Artificial
Intelligence in Machine Vision and Graphics

o AIMA'18 — 8™ International Workshop on Artificial
Intelligence in Medical Applications

o AIRIM'18 — 3" International Workshop on Al aspects
of Reasoning, Information, and Memory

o ASIR'18 — 8" International Workshop on Advances in
Semantic Information Retrieval

o DMGATE'18 — 1* International Workshop on Al
Methods in Data Mining Challenges
o SEN-MAS'18 — 6" International Workshop on Smart
Energy Networks & Multi-Agent Systems
o WCQ'18 — 11™ International Workshop on
Computational Optimization
* (CSS — Computer Science & Systems
o BEDA'18 — 1% International Workshop on Biomedical
& Health Engineering and Data Analysis
o CANA'I8 — 11™ Workshop on Computer Aspects of
Numerical Algorithms
o C&SS'18 — 5" International Conference on
Cryptography and Security Systems
o CPORA'18 — 3™ Workshop on Constraint
Programming and Operation Research Applications
o LTA'18 — 3™ International Workshop on Language
Technologies and Applications
o MMAP'18 — 11" International Symposium on
Multimedia Applications and Processing
* iNetSApp — International Conference on Innovative
Network Systems and Applications
o INSERT'18 — 2™ International Conference on Security,
Privacy, and Trust
o ToT-ECAW'18 — 2™ Workshop on Internet of Things -
Enablers, Challenges and Applications
» [T4MBS — Information Technology for Management,
Business & Society
o AITM'18 — 15™ Conference on Advanced Information
Technologies for Management
o ISM'18 — 13" Conference on Information Systems
Management
o KAM'I8 — 24" onference on Knowledge Acquisition
and Management
* SSD&A — Sofiware Systems Development & Applications
o MDASD'18 — 5" Workshop on Model Driven
Approaches in System Development
o MIDI'18— 6™ Conference on Multimedia, Interaction,
Design and Innovation
o LASD'18 — 2™ International Conference on Lean and
Agile Software Development
o SEW-38 & IWCPS-5 — Joint 38" IEEE Software
Engineering Workshop (SEW-38) and 5" International
Workshop on Cyber-Physical Systems (IWCPS-5)
* DS-RAIT'18 — 5" Doctoral Symposium on Recent
Advances in Information Technology

The 2018 edition of an AAIA’18 Data Mining Challenge
is a continuation of the topic from the previous year — data
analytics related to video games. In particular, it was focused
on a popular collectible card video game Hearthstone: He-
roes of Warcrafi. Awards for the winners of the contest were
sponsored by: Silver Bullet Solutions, eSensei and the Ma-
zovia Chapter of the Polish Information Processing Society.
Papers resulting from the competition constitute a separate
section of these Proceedings.

Each paper, found in this volume, was refereed by at least
two referees and the acceptance rate of regular full papers
was ~21,2% (74 papers out of 349 general submissions).

The program of FedCSIS required a dedicated effort of
many people. Each event constituting FedCSIS had its own
Organizing and Program Committee. We would like to ex-
press our warmest gratitude to all Committee members for



their hard work in attracting and later refereeing 349 submis-
sions (regular and data mining).

We thank the authors of papers for their great contribution
to research and practice in computing and information sys-
tems. We thank the invited speakers for sharing their knowl-
edge and wisdom with the participants. Finally, we thank all
those responsible for staging the conference in Poznan. Or-
ganizing a conference of this scope and level could only be
achieved by the collaborative effort of a highly capable team
taking charge of such matters as conference registration sys-
tem, finances, the venue, social events, catering, handling all
sorts of individual requests from the authors, preparing the
conference rooms, etc.

We hope you had an inspiring conference and an unforget-
table stay in the beautiful city of Poznan. We also hope to
meet you again for FedCSIS 2019 in Leipzig, Germany.

Co-Chairs of the FedCSIS Conference Series

Maria Ganzha, Warsaw University of Technology, Poland
and Systems Research Institute Polish Academy of Sciences,
Warsaw, Poland

Leszek Maciaszek, Wroclaw University of Economics,
Wroctaw, Poland and Macquarie University, Sydney,
Australia

Marcin Paprzycki, Systems Research Institute Polish
Academy of Sciences, Warsaw Poland and Management
Academy, Warsaw, Poland
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Abstract—The role of software in society and in industry
in particular continues to grow exponentially. Most companies
either have or are in the process of adoption continuous deploy-
ment of their software at products in the field and collect data
concerning the performance of their systems. The continuous,
fast feedback loops that companies now have available allow
for a fundamentally different way of organizing. In fact, based
on our work with dozens of companies, we have come to the
conclusion that companies are moving towards a new, digital
operating system. In this paper, we first present the key elements
of the digital operating system and then discuss some of the
challenges companies experience during the transformation.

1. INTRODUCTION

S A POPULAR QUOTE says, in the future, all compa-

nies will be software companies. It is safe to say that
this is no longer the future, but reality today. Ranging from
telecommunications to automotive and from banks to retail
companies, the key differentiator for virtually any company
these days is it’s ability to create, deploy and evolve software
better than its competitors. In fact, every company these days
is a software-intensive business (SIB).

One of the main focus areas for SIBs is the adoption of con-
tinuous deployment, meaning that new software is deployed in
systems on a frequent basis (at least every agile sprint). As part
of continuous deployment, the company often also deploys
instrumentation to ensure that the systems continue to function
as desired. This instrumentation generates data that not only
provides information about any quality issues, but also about
the value that the software is generating for customers and for
the company itself. This causes the adoption of data-driven
practices.

Generalizing from these observations, and based on research
that we have conducted with dozens of companies over the last
decade, we have concluded that industry is moving towards an
new, digital business operating system. This operating system
consists of four dimensions:

o Speed: The history of SIBs is defined by constantly
increasing speed. From yearly to quarterly to continuous
releases, software is deployed more frequently. The pri-
mary driver for this speed is the shortening of feedback
loops. The goal is to shorten the time from making
a decision to observing or measuring the effect of the
decision to the shortest possible.

This work was supported by Software Center (www.software-center.se).
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o Data: When a company has a mechanism to deploy new
software to its servers or products in the field, this implies
that it also is possible to get data back. Although the
notion of “Big Data” is prevalent and especially online
companies can be very advanced in their use of data,
such as through the application of A/B/n experimentation,
our research shows that many companies still make quite
limited use of the available data as a resource.

o Ecosystems: The third dimension is concerned with the
ecosystems surrounding a SIB. Although traditional com-
panies tend to aim at performing as much of the required
activities internally, modern companies focus their own
resources on the activities where the company is uniquely
differentiating and partner with others for everything else.

+« Empowerment: Finally, when a SIB has a solid under-
standing of what it seeks to do in-house and the data
to track the creation and delivery of value, the need
for the traditional hierarchical organization disappears or
at least is diminished radically. Instead, individuals and
teams can be empowered to deliver on defined output
metrics without having to be managed in conventional
ways. Teams that deliver continue to thrive and teams that
fail to deliver on expectations receive help and support
to improve or, failing that, are disbanded.

The remainder of this paper is organized as follows. In the
next section, we present each of the dimensions of the digital
business operating system framework in more detail. Subse-
quently, we highlight some of the challenges that companies
experience when adopting aspects of the framework. Finally,
we conclude the paper in section IV.

II. DIGITAL BUSINESS OPERATING SYSTEM

As we discussed in the introduction, software intensive
businesses tend to adopt aspects of a new digital business
operating system framework. This framework consists of four
dimensions, i.e. speed, data, ecosystems and empowerment. In
the subsequent sections, we present each dimension in a more
detail.

A. Speed

Companies evolve through a number of typical steps when
increasing the speed of their operations. As shown in figure 1,
in our research, we have identified five key steps. These steps
are traditional development, agile development, continuous
integration, continuous deployment and, finally, R&D as an
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experiment system. All except the last term are well known.
The final step is where the company starts to use its installed
base and data capability to experiment with alternative ways
of realizing functions and features.

For more information on the speed dimension, we refer
to [5] and [4].

B. Data

The data dimension also presents the typical steps that a
company evolves through when adopting data-driven practices.
As shown in figure 2, companies move from working with
data in an ad-hoc fashion to automating the collection to data.
The next step is where the company introduces dashboards
and other techniques to automatically collect, analyze and
present data. The data innovation step is where the company
continuously looks for novel insights in the available data
in order to continuously update and improve dashboards and
other outputs. The final stage is where all processes in the
company are driven by data, including hiring, performance
reviews and management.

For more information on the data dimension, we refer to [6],
[7] and [8].

C. Ecosystems

The third dimension is concerned with the way the company
works with the ecosystems surrounding it. No company is
an island and by necessity interacts with suppliers, cus-
tomers, complementers, competitors, regulators, governments
and other stakeholders. However, many companies have a
tendency to focus their energy internally and try to conduct as
much as possible inside the walls of the company. Companies
that have adopted the digital business operating system are
much more concerned about focusing their own resources
where they have the most differentiation and, consequently,
can add the most value. For everything else, these companies
engage their ecosystem partners.
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In figure 3, the typical evolution path for a company is
shown. Starting from an internal focus, the company initially
engages with ecosystem partners in an ad-hoc fashion, then
proceeds to a more tactical approach and over time becomes
increasingly strategic about its engagements with the ecosys-
tem.

For more information on the ecosystems dimension, we
refer to [3], [10] and [2].

D. Empowerment

The final dimension of the digital business operating system
addresses the organizational question. Traditionally, compa-
nies have been organized hierarchically, largely mirroring the
military organizations that were one of the few examples of
organizing large groups of individuals that existed at the be-
ginning of the industrial revolution. Hierarchical organizations
are effective for organizing repetitive and often manual work in
low-complexity contexts, but fail in high complexity situations
where creativity and non-standard solutions are required. As
virtually all repetitive work these days is automated, the
only work left for individuals is that which can not easily
be standardized. Consequently, we need alternative ways of
organizing and the common denominator is empowerment.

In figure 4, the typical evolution path for a company moving
from traditional hierarchies to empowerment is shown. Starting
from a hierarchical approach to organizing, agile software
development provides a first step on the transition to empower-
ment as agile teams have significantly more freedom to operate
than their counterparts working in a hierarchical waterfall
approach. From there, we see companies adopt increasing
cross-functional empowerment, fully self management and
finally the fully empowered state.

For more information on the empowerment dimension, we
refer to [9] and [1].
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III. CHALLENGES

Adopting the digital business operating system for a com-
pany that has worked traditionally is quite challenging as it
affects all functions in the company. In addition, everything
from business models to system architecture, from process to
organization and from formal structures to company culture is
affected. Consequently, the challenges that companies experi-
ence are significant and it is sometimes difficult to separate
root causes from symptoms that are the consequence of root
causes.

In order to provide a high-level overview of the key
challenges that companies experience, we use the BAPO
model [1]. The BAPO model considers business, architecture,
process and organization. In the sections below, we briefly
discuss the key challenges that companies experience when
adopting the digital business operating system.

A. Business

Most product companies have traditionally maintained a
transactional business model, meaning that customers engage
with the company every couple of years or even decades. For
instance, most people will buy a new car every five years and
have little connection with the car company in the meantime.
One of the consequences of digitalization is that it typically
assumes a continuous deployment model for software. This
has several consequences for the business.

The first consequence is that the business model changes
from a product-centric to a service-centric model. In many
industries, customers subscribe to a service in order to get
access to the product, rather than buying it outright. That
changes the customer relationship from a transactional to a
continuous one. A second consequence is that it requires a
different financial model because the company needs to finance
the product for the customer and then earn back the cost
through service.

B. Architecture

There are two primary changes required to the architecture
when adopting a digital business operating system. First,
because we’re looking to support continuous deployment, it
is typically required to deploy individual components inde-
pendently in order to avoid significant downtime on systems
in the field. This requires a significantly improved level of
modularization.

Second, as we’re looking to use the data from systems in
the field for managing quality and for determining whether
we’re delivering value for customers, the architecture needs to
be prepared for easy instrumentation of arbitrary parts of the
system. Our research shows that companies often seek to add
points of data collection and instrumentation continuously.

C. Process

Continuous deployment, as we saw in the speed dimension
of the digital business operating system, requires continuous
integration and test. Although many companies pride them-
selves on the high quality of their systems, experience shows

that many companies require significant investment in build
and test infrastructure before the quality of software reaches
a point where it can be deployed continuously.

Second, although agile practices are widely adopted at the
team level, true business agility where all functions in the
company operate in short cycles and can rapidly respond
to changes in the market is an elusive concept for many
organizations. Product management, marketing, sales, systems
engineering and general management often have a tendency
to operate in yearly and quarterly cycles and convincing these
functions to adopt a continuous, agile approach is a significant
challenge.

D. Organization

As indicated in the discussion around the empowerment
dimension, to successfully operate in this new approach, the
traditional hierarchical and functionally structured company
needs to be reorganized into smaller cross-functional teams.
The amount of coordination overhead and delay in traditional
organizations is simply too costly and slow.

An interesting observation from our research is that com-
pany culture often has significant number of implicit assump-
tions that are based on a waterfall style of doing business,
meaning that the change towards digitalization requires a
fundamental change of the company culture itself. As culture
eats strategy for breakfast, as the saying goes, it requires
significant effort and role modeling from leaders to instill the
cultural changes required to successfully operate in this new
model.

IV. CONCLUSION

Virtually all companies these days are software-intensive
businesses. Across domains, such as telecommunications, au-
tomotive, finance, defense and retail, the ability to create,
deploy and evolve better software faster than competitors is
the key differentiator.

Our research that we have conducted with dozens of com-
panies over the last decade has led us to the conclusion that
industry is moving towards an new, digital business operating
system. This operating system consists of four dimensions:

o Speed: The history of SIBs is defined by constantly
increasing speed. From yearly to quarterly to continuous
releases, software is deployed more frequently. The pri-
mary driver for this speed is the shortening of feedback
loops. The goal is to shorten the time from making
a decision to observing or measuring the effect of the
decision to the shortest possible.

o Data: When a company has a mechanism to deploy new
software to its servers or products in the field, this implies
that it also is possible to get data back. Although the
notion of “Big Data” is prevalent and especially online
companies can be very advanced in their use of data,
such as through the application of A/B/n experimentation,
our research shows that many companies still make quite
limited use of the available data as a resource.



o Ecosystems: The third dimension is concerned with the
ecosystems surrounding a SIB. Although traditional com-
panies tend to aim to performing as much of the required
activities internally, modern companies focus their own
resources on the activities where the company is uniquely
differentiating and partner with others for everything else.

+« Empowerment: Finally, when a SIB has a solid under-
standing of what it seeks to do in-house and the data to
track the creation and delivery of value, the need for the
traditional hierarchical organization disappears or at least
is diminished radically. Instead individuals and teams
can be empowered to deliver on defined output metrics
without having to managed in a conventional way. Teams
that deliver continue to thrive and teams that fail to deliver
on expectations receive help and support to improve or,
failing that, are disbanded.

The transition from a traditional mode of operating to this
new operating system is far from trivial and in section III
we discussed some of the key isseus that SIBs experience.
These challenges range from business and business model to
architecture, process, organization as well as the norms, beliefs
and culture of the company.

In the context of Software Center, we continue to study the
challenge of Digitalization with the partner companies and
help accelerate the adoption of the digital business operating
system at these and other companies.
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Abstract—Based on intensive cooperation with four large
companies, a comparative analysis of the recent developments
in industry, university organizations, computer science and
software technology is presented. Within this context, also the
Industry 4.0 phenomena is discussed. This paper further identi-
fies the necessary organizational structures of universities to
assist companies in their transition processes, defines the rele-
vant sub-disciplines in computer science and finally describes
the software engineering and technology challenges in design-
ing and implementing economical and robust industrial sys-
tems.

I. INTRODUCTION

INDUSTRY 4.0 aims at increasing the efficiency and ef-
fectiveness of manufacturing processes with the help of
large-scale computerization. It is stated that Industry 4.0 is
the 4™ industrial revolution in the history of manufacturing.
Publications on Industry 4.0 generally try to set-up a con-
ceptual framework to explain what the Industrial 4.0 phe-
nomena is. There are also some ongoing efforts on structur-
ing universities and knowledge institutes so that their re-
search and education activities can seamlessly support this
upcoming transition towards Industry 4.0. We consider In-
dustry 4.0 as a natural development in continuous transition
from traditional to modern manufacturing processes. Since
transitions occur with the help of technology, organizational
structure of universities are crucial in accomplishing the In-
dustry 4.0 objectives. The role of computer science and soft-
ware technology is undisputable, since the success of Indus-
try 4.0 largely depends on effectiveness and efficiency of
computing systems. Based on our experience with four large
high-technology companies, this paper introduces the at-
tributes of the phenomena Industry 4.0 and beyond, depicts
the required organizational structures of universities to assist
companies in their transition processes, identifies the rele-
vant sub-disciplines in computer science and finally de-
scribes the software engineering and technology challenges
in designing and implementing economical and robust high-
quality Industry 4.0 systems.

II.INDUSTRY 4.0 AND BEYOND

The term Industry 4.0 refers to computerization of manu-
facturing processes. There are four principle scenarios in In-
dustry 4.0 [1]:

IEEE Catalog Number: CFP1885N-ART (©2018, PTI 5

= Interoperability meaning that sensors, devices, ma-
chines, and people can connect and exchange infor-
mation with each other.

= Information transparency meaning that a rich set of
data can be gathered from various sources.

=  Technical assistance meaning that machines, sys-
tems, processes, human beings, etc. can be intelli-
gently and effectively assisted to monitor, control and
optimize the overall manufacturing process.

=  Decentralized decisions meaning that subsystems
can autonomously take decisions where possible.

It is claimed that Industry 4.0 is the 4" industrial revolu-
tion in the history of manufacturing [2]. With Industry 4.0, it
is expected that machines and systems will become more
self-aware and self-learning so that their effectiveness and
maintenance can be improved. In addition, due to networked
data gathering and intelligent and autonomous process con-
trol, the manufacturing processes will be much more effi-
cient and effective than traditional manufacturing processes.

One criticism to these claims is that industrial innovation
is continuous and as such one cannot talk about a revolution
[3]. Moreover, although there are some attempts to define
the technical implications of Industry 4.0, it seems that In-
dustry 4.0 touches to a large set of disciplines from sensors,
industrial manufacturing to computer science and software
technology (CS-ST). In particular, almost all disciplines of
CS-ST are relevant for Industry 4.0.

We think that the concepts relevant to Industry 4.0 must
be defined and understood in the process of on-going transi-
tion from traditional to modern manufacturing processes. It
is important to stress that such transitions are not abrupt in
nature but gradual, depending on the characteristics of man-
ufacturing, technological and societal progresses. In the fol-
lowing we will make an attempt to compare traditional and
modern manufacturing processes with each other.

Traditionally, the term industrial manufacturing referred
to labor-intensive factories with specialized product portfo-
lio. Production processes and products to be manufactured
had to be predefined precisely. Process and product control
and optimization activities were carried out in each phase of
production separately. Due to advent of new technologies
and changes in social structures, however, there have been



continuous changes to the ways how industrial manufactur-
ing is realized. For example, during the last two to three
decades, the following transitions have been observed in
highly industrialized countries:

1. Knowledge intensive manufacturing instead of labor/
resource-intensive manufacturing. There is a greater
dependence on intellectual capabilities than on physi-
cal inputs or natural resources [4].

2. Focus on owning and managing knowledge and skills
and intellectual property rights instead of focusing
on labor/resource intensive manufacturing processes
[5]. When planned carefully and in certain circum-
stances, it may be much more profitable to outsource
some activities and manufacturing processes [6].

3. Dynamically managed and optimized, multi-asset
portfolio instead of fixed/ad-hoc, single-asset portfo-
lio. The advantages are risks reduction, controlled
risk taking, capital preservation and enhanced returns
[71[8].

4. Mass customization instead of mass production.
Mass customization is the automated manufacturing
of tailored products. It has the combined advantages
of the low unit costs of mass production with the
flexibility of building products for more customer
satisfaction [9].

5. Proactive self-organizing companies instead of in-
flexible hierarchically-organized companies. Such
new organizational structures aim at effectively re-
sponding to changing markets and business contexts
[10].

6. End-to-end alignment and optimization of (manufac-
turing) processes instead of focusing only on the im-
provement of individual phases. This improves com-
panies due to enhancement of the whole supply-chain
[11].

7. Multi-disciplinary usage of teamed personnel instead
of working with solely operating individuals. Team-
ing helps organizations in continuous improvement,
understanding complex systems, and in successful in-
novation [12].

8. Organizing businesses/enterprises globally through
networks instead of isolated and/or localized organi-
zations. This is an increasing necessity for any en-
trepreneurship and value creation [13]-[15].

9. Improved time-to-market instead of long sequences
of research, design, manufacturing and marketing
phases [16].

10. Intensive use of state-of-art CS-ST as the “main en-
abler” of modern businesses instead of considering
CS-ST just like any other technical skill. CS-ST is es-
sential in fulfilling the requirements of modern busi-
nesses, such as described in [9][11][13]-[16].

11. Strong cooperation with universities for the purpose
of innovation instead of considering universities
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mainly as theoretical institutions that educate people
[17]-[19].

From a rather narrow perspective, the term Industry 4.0
refers to autonomous cyber physical systems. Transitions
that we observe in industry and formulated in 11 items in
this section give a more comprehensive picture of this phe-
nomena. They also refer to changes in business, manufac-
turing, marketing, organizational and industry-university co-
operation processes. The related technical challenges will be
discussed in the following sections of this paper. It is clear
from these items that Industry 4.0 refers to (or a new name
of) a part of a natural transition in manufacturing processes
which has been taking place since several decades. We
therefore term this list as “a list of attributes of manufactur-
ing processes for Industry 4.0 and beyond”.

III. ORGANIZING UNIVERSITIES FOR INDUSTRY 4.0 AND
BEYOND

Traditional universities have contributed to industries by
educating engineers, applied mathematicians, administrative
personnel, managers, etc. Within this context, two main cat-
egories of activities have been considered essential:

= Research, where academic personnel of the univer-
sity are expected to be expert in certain fields. The
selection of the topic of a field is not necessarily de-
rived from industrial and societal needs; it can be ad
hoc. The expertise is quite specific and theoretical.
The excellence is measured according to number of
publications in certain pre-classified journals.

=  Education, where academic personnel of the univer-
sity are expected to give lectures in their fields of ex-
pertise and examine the students by appropriate tests.
In addition, students are expected to be supervised in
writing their theses.

We believe that traditional universities with these charac-
teristics cannot fulfil the requirements as demanded by mod-
ern industrial manufacturing processes and businesses as
formulated in the previous section. Moreover, classical edu-
cation methods, like long lectures followed by classical ex-
aminations cannot give the necessary education baggage to
the students as desired. As such, we think that the following
strategical and tactical changes are required:

1. Excellence in knowledge and in-depth specialization
for academic personnel are still required. However,
the specializations must be derived from the needs
of the targeted society and industry instead of ad-
hoc selection of topics; along this line, the topics
must be synthesized through the scope of industrial
and societal mid-term and long-term objectives. Oth-
erwise, universities cannot be equipped with the nec-
essary expertise in supporting companies in their in-
novative processes.



The academic personnel must learn to work to-
gether in multi-disciplinary teams. For example,
theory-oriented persons must be able to work with
practically-oriented-persons, and vice versa, different
experts in the same discipline or among different dis-
ciplines, must cooperate together in university-indus-
try joint projects. Otherwise, the complex problems
of industry and society cannot be addressed effec-
tively.

The academic personnel must be proactive in
forming networks to cooperate with national and in-
ternational institutions and colleagues not only from
his/her own discipline but also from other disciplines.
This is necessary to share expertise, to jointly define
the desired research agenda, and to find solutions to
complex industrial and societal problems.

The academic personnel must be flexible enough
to adapt themselves in changing demands from in-
dustry and society. Otherwise, in due time, the exper-
tise of academic personnel can be outdated or be-
come less relevant.

The education process must be tailored to answer
the mid-term and long-term needs of industry and so-
ciety:

= It must focus on the core concepts instead of hy-
pes.

= ]t must focus on gaining analytical skills, critical
thinking and reasoning instead of memorizing
what are in the books.

= ]t must aim at teaching problem solving/synthe-
sis instead of gaining knowledge which cannot
be utilized for solving actual problems.

= It must emphasize working in multi-disciplinary
projects instead of only focusing on mono-disci-
plinary exercises.

= [t must enhance communication skills, such as
oral and written presentation and argumentation
skills instead of educating students with non-
communicative and introvert attitude.

= ]t must aim at increasing consciousness of stu-
dents in ethical concerns instead of educating
students with irresponsible and/or indifferent at-
titude.

The university must create suitable organizational
structures to enable the academic personnel effi-
ciently and effectively fulfil the objectives listed
above. These include:

= Proactive and self-adaptive organization to
support the objectives of the university in dy-
namically changing contexts.

=  Organization to set-up and carry-out multi-disci-
plinary projects for industry and society.
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=  Organization with an award system to motivate
the academic personnel and students along the
objectives of the university.

=  Organization which emphasizes CS-ST since it
is the “main enabler” of all disciplines at the uni-
versity.

To derive the required specializations within universities
the following activities can be carried out:

1.
2.

w

Understanding the context of the university.
Defining the strategic needs of companies and soci-
ety.

Analyzing the current structure of the university.
Identifying the strong and weak points of the uni-
versity.

Based on the observations of the future trends as
stated in the paper, formulate a transition plan.

These steps look quite obvious but due to involvement of
many stakeholders, they are harder to implement than one

may expect.

While realizing the transition, the following

quality attributes can be considered:

Relevancy: The university must be highly relevant in
addressing technical and social needs. To this aim,
research, education and organization activities must
be defined in close cooperation with the relevant
companies and societal organizations.

Alignment with the current state-of-the-art re-
search: The research and education activities to be
carried out must advance the state-of-the-art so that
the companies and businesses can be matured to be
the leaders in their context.

Cross-fertilization: Different university research and
education activities can benefit from each other. To
maximize the benefit, it is important to strongly coor-
dinate the related activities with each other.
Industry-as-laboratory: To identify the relevant
problems and to test the proposed solutions, it is im-
portant that the principle investigators and the affili-
ated (Ph.D. and/or M.Sc., etc.) students visit the com-
panies regularly and carry out experiments within in-
dustrial and societal context. To this aim, companies
must provide personal assistance and industrial case
studies.

Academic research steering committee: To coordi-
nate the activities effectively and efficiently, it is im-
portant to mentor the students and monitor the
progress of research and education activities and
evaluate them with respect to the desired objectives.
To this aim, academic research steering committees
can be established where all the relevant stakeholders
participate.



There have been also some attempts to classify universi-
ties according to their contributions to industry and society.
To this aim, the concept of University 4.0 has been intro-
duced. In [20], University 4.0 is defined as “an university
which is outward looking, deeply connected to industry and
the communities around it, and committed to serving the
needs of its students”. The definition of University 4.0 is
largely consistent with our observations about the necessary
changes of university organizations as presented in this pa-
per. However, we consider evolution of industries and as
well as universities as continuous processes which influence
each other. Although correlated, it looks like that the devel-
opments around Industry 4.0 and University 4.0 currently
are not structurally related. That is, both developments can
actually be viewed and realized independent of each other.
Our focus in this paper is more from technological perspec-
tive, which needs to be supported by dedicated methods. We
consider discussions around University 4.0 is useful, but the
conceptualization of this terminology is still in a premature
state.

IV. THE DEVELOPMENTS IN COMPUTER SCIENCE AND
SOFTWARE TECHNOLOGY

CS-ST is the main force in almost all industries; it creates
added value for products and businesses. There is almost no
product in the market which does not contain software or is
not produced by a process controlled by software. To ac-
complish the objectives of Industry 4.0 and beyond, ad-
vanced CS-ST is needed.

There are all kinds of hypes over CS-ST in the popular
media. Nevertheless, the recent developments in CS-ST are
more or less shaped around the following topics:

1. Large infrastructures, service-oriented architectures,
cloud computing, systems-of-systems, ecosystems
[21]-[23].

2. Sensors, Internet of Things (IOT), and pervasive

computing [24]-[26].

Big data and big data analytics [27]-[29].

Security and cybersecurity [30][31].

Cyber-physical systems [32].

Artificial intelligence and related topics including

computational intelligence, machine learning and

multi-agent systems [33]-[36].

7. Graphical processing, visualization and human-ma-
chine interaction including virtual reality [37][38].

8. High performance, and/or multi-core/parallel archi-
tectures including parallel programming [39].

9. Theoretical and practical work on algorithms and/or
constraint-based “solvers” [40][41] to address a large
category of mathematical problems. In general algo-
rithms/solvers are applied to every category of com-
puter science specializations listed in this section.

10. Software (engineering) methods and techniques [42]
to fulfil the functional and qualitative requirements of
software systems. The concepts of software engi-

AN
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neering can be applied to every computer science
specialization listed in this section.

V. THE ROLE OF SOFTWARE ENGINEERING METHODS AND
TECHNIQUES

Economical, sustainable and robust software systems
which fulfil functional and qualitative requirements are es-
sential for all software systems. To accomplish the require-
ments of Industry 4.0 and beyond, software engineering
methods and techniques are crucial. No matter how intelli-
gent a software solution is, if it cannot be realized with
the desired quality attributes, one cannot expect an eco-
nomical value out of it. As such software engineering
methods and techniques can be defined as crosscutting
(meta-level) concerns that relate to all developments within
CS-ST. In addition, many recent developments in computer
science are more and more utilized within software engi-
neering methods and techniques. The trends in software en-
gineering methods and techniques therefore cannot be con-
sidered separately from the recent developments in com-
puter science. For example, big data analytics and machine
learning techniques are increasingly used to tune and opti-
mize software engineering models and methods, cloud ar-
chitectures and ecosystems are becoming part of software
development environments, visualization techniques are
used to detect anomalies in software architecture, etc.

After 4 years of intensive cooperation with high-tech in-
dustry, for example, we have identified the following
trends [19]:

1. Product-line instead of product design. Most prod-
ucts are developed and manufactured by specialized
companies, which market families of products. It is
not economical to develop each product from scratch
[43][44].

2. Systems of systems instead of systems perspective.
Software systems for Industry 4.0 are generally
adopted in large distributed settings. Scale-ability and
interoperability of systems are essential. Systems of
systems architectures, are therefore the natural candi-
dates of the platforms of Industry 4.0 architectures
[23].

3. Ecosystem design instead of platform design. Soft-
ware ecosystems are an effective and economical
way to construct large software systems for Industry
4.0 on top of a software platform by adding up soft-
ware modules developed by different actors. In
ecosystem design software engineering is spread
outside the traditional borders of software companies
to a group of companies and private persons [45].

4. Auto-adaptive control architectures instead of archi-
tectures without any control mechanisms. To realize
the monitoring and controlling activities in Industry
4.0 and to cope with the changing requirements and
context, software systems are expected to be more re-



active and self-adaptive. This generally requires
built-in feedback control mechanisms in software.
Self-adaptation can be realized at system level, sub-
system level and/or at component-level. In addition,
different styles can be adopted, such as single, mas-
ter-slave, hierarchical and/or peer-to-peer control ar-
chitectures [46][47].

Distributed problem solving including distributed al-
gorithms, coordinating systems and multi-agent ar-
chitectures instead of centralized problem solving
with monolithic and/or localized architectures. Since
computer systems for Industry 4.0 are distributed, to
reduce complexity and enhance reliability, algorithms
and intelligence in systems must be distributed as
well. Accordingly, programming languages and tech-
niques must adequately support distributed program-
ming efforts by offering expressive and flexible ab-
stractions [48]-[52].

Model-based development instead of straight-for-
ward programming. Since more and more companies
are specialized in certain product categories and in
manufacturing processes, deriving software architec-
ture from relevant domain models can help in reduc-
ing complexity, enhancing reuse and testability/veri-
fiability of software systems. Model-based develop-
ment has been adopted in various approaches such as
product-line engineering (SPLE), model-driven engi-
neering (MDE), domain specific architectures (DSA)
and domain-specific programming languages (DSL),
model-based verification (MBV), etc. [S3]-[56].
Multi-objective optimization instead of ad-hoc hand-
crafted and/or single objective optimization. Along
the line of model-based development, various algo-
rithmic techniques and search-based methods have
been introduced to compute the “optimal” architec-
tural decomposition with respect to certain quality at-
tributes. In addition, various run-time optimization
techniques can be adopted in computing optimal con-
trol strategies and scheduling processes [57]-[59].
Modularization of semantic concerns instead of tra-
ditional abstraction mechanisms based on implemen-
tation concerns such as data or function. As a conse-
quence of model-based development, software ab-
stractions more and more correspond to the concerns
of models. The concerns of a model are naturally
based on the semantics of the model, and these can-
not always be effectively represented as a data or
function. Moreover, concerns in Industry 4.0 systems
can be emerging meaning that they may appear or
disappear dynamically. As such, programming lan-
guages and techniques must adequately support pro-
gramming efforts by offering expressive and flexible
abstractions for emergent semantic concerns [60]
[61].

A rich set of composition mechanisms instead of a
fixed set of language constructs for hierarchical orga-

MEHMET AKSIT: THE ROLE OF COMPUTER SCIENCE AND SOFTWARE TECHNOLOGY IN ORGANIZING UNIVERSITIES

nization of programs (such as class-inheritance). To
support flexibility in control strategies and to cope
with various evolution schemes, languages must offer
generic and/or domain specific composition mecha-
nisms to express, for example, object, aspect and
event compositions and transformational techniques
in a uniform manner. The languages must maintain
their closure property in compositions so that
scaleability of systems can be provided [62]-[67].

10. Uniform integration of verification techniques in-
stead of independent tool- and technique-specific
verification approaches. There are various model-
based verification and testing approaches available.
Examples are model-checking, static and dynamic
analysis, run-time verification, model-based testing,
adopting model-specific verification (simultaneously)
based on continuous and/or discrete models, etc.
Most of these techniques are complementary and as
such combined usage of these may help in finding
faults with less false-positive and false-negative cases
[62][67]-[69].

VI. CONCLUSIONS

Industrial manufacturing today differs considerably from the
past and there is a strong evidence that this trend will also
continue in the future. The Industry 4.0 phenomena should
be considered in this context. The main force behind this
chance is the continuous evolution in CS-ST. Naturally,
universities are indispensable elements of this progress. It is
therefore important to carefully monitor and comparatively
understand the recent developments in industry, and
accordingly understand the impact of the trends in university
organizations, computer science and software technologies.
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Abstract—Although deep learning methods have been ap-
plied to the selection of features in the classification problem,
current methods of learning parameters to be used in the clas-
sification approach can vary in terms of accuracy at each time
interval, resulting in potentially inaccurate classification. To
address this challenge, this study proposes an approach to
learning these parameters by using two different aspects of
Kestrel bird behavior to adjust the learning rate until the opti-
mal value of the parameter is found: random encircling from a
hovering position and learning through imitation from the
well-adapted behaviour of other Kestrels. Additionally, deep
learning method (that is, recurrent neural network with long
short term memory network) was applied to select features and
the accuracy of classification. A benchmark dataset (with con-
tinuous data attributes) was chosen to test the proposed search
algorithm. The results showed that KSA is comparable to BAT,
ACO and PSO as the test statistics (that is, Wilcoxon signed
rank test) show no statistically significant differences between
the mean of classification accuracy at level of significance of
0.05. However, KSA, when compared with WSA-MP, shows a
statistically significant difference between the mean of classifi-
cation accuracy.

Index Terms—Kestrel-based search algorithm, deep learning,
random encircling, long short term memory network.

1. DEsIRE MODELS

THE CONCEPT of big data may be characterized by vol-
ume, velocity, value, veracity and variety. The volume
relates to the amount of data that has to be processed within a
given time; velocity relates to how fast incoming data need to
be processed and how quickly the receiver of information
needs the results from the processing system [1]; and the
value is what a user will gain in terms of insight from the
data analysis; the variety is the different structures that data
may take such as text and images while the veracity is au-
thenticity of the data source. In order to manage effectively
these aspects of big data, an important step is to reduce the
volume of dataset by selecting relevant features for classifi-
cation. However, this may not be achieved without tuning
different parameters that fit the data to select relevant fea-
tures and ensure accurate classification. This paper proposes
a search strategy for classification that is based on the behav-
iour of kestrel bird (to discover the optimal weight parame-
ter) and deep learning network (for classification of features).

The related work is presented in Section II. Section III
describes the behaviour of the Kestrel bird with its
mathematical modeling and algorithm. Section IV outlines
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the experimental setup; and provides experimental results
with comparative meta-heuristic algorithms. Conclusions
and future work are given in Section V.

II. ReLatep Work

Feature selection is the process of selecting relevant fea-
tures from large number of features in a dataset, while ignor-
ing the rest of features that have little value on the output
feature set. The feature selection methods are categorized
into the filter method (that is classifier-independent) [2],
wrapper method (that is classifier-dependent) [2] and em-
bedded method [3]. However, when big data is involved, it
results in high computational cost in training and selection
of features [4]. This challenge led to the concept of deep
learning which historically originated from artificial neural
network [5].

A. Deep learning network

Deep learning is a sub-field of machine learning that is
based on learning several levels of representations, corre-
sponding to a hierarchy of features where higher-level fea-
tures are defined from lower-level ones, and the same lower
level features can help to define many higher-level features
[5, 6]. It has been indicated in [7] that deep learning is a sta-
tistical technique that help in classifying patterns based on
sampled data using neural networks with multiple layers. In
principle, deep learning uses multiple hidden layers of non-
linear processing that is hierarchical; and uses different pa-
rameters to learn from hidden layers using algorithms (such
as back-propagation algorithms) with large amounts of
available training data [8]. Deep learning methods for classi-
fication are deep discriminative models/supervised-learning
(e.g., deep neural networks (DNN), recurrent neural net-
works (RNN), etc.) and generative/unsupervised models
(e.g., deep belief networks (DBN), etc.). Deep neural net-
work (DNN) sometimes referred at as DBN is a multilayer
network with many hidden layers, whose weights are fully
connected and initialized (pre-trained) using stacked RBMs
or DBN [9]. Recurrent neural networks (RNN) is a discrimi-
native model but also has been used as generative model
where output results from a model represents the predicted
input data. When RNN is used as a discriminative model,
the output results from the model is a label sequence associ-
ated with input data sequence [9]. The learning of parame-
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ters in RNN are improved by information flow in bi-direc-
tional RNN and by a cell with LSTM (long short-term mem-
ory where cells are responsible for remembering parameters
within a time interval) [6] which are the building units for
layers of RNN. The RNN composed of LSTM units is often
referred to as LSTM network. However, the challenge with
the RNN is that when training neural network for deep
learning classification problems, the back-propagated gradi-
ents approach that is often used either grows or shrinks at
each time step, so over many time steps it typically explodes
or vanishes [10]. Building a classification model from deep
learning techniques integrated with metaheuristic search
methods (also referred to as random search strategy as ear-
lier mentioned) enhances accuracy/quality to select useful
and relevant features [11] in a dataset. The advantage of
meta-heuristic search method is the use of random search
strategy to avoid being trapped in local optima when the
search space grows exponentially.

B. Meta-heuristic algorithms

Among the random search/meta-heuristic algorithms for
feature selection in classification problems are Genetic algo-
rithm (GA) [12], Ant Colony Optimization (ACO) [13], Par-
ticle Swarm Optimization (PSO) [14], BAT [15] and Wolf
Search Algorithm (WSA) [16].

Genetic algorithms is an evolutionary approach that is
based on survival of the fittest. Genetic algorithm has the bi-
ological principle that species live in a competitive environ-
ment and their continuous survival depends on the mechan-
ics of “natural selection” (Darwin, 1868 as cited by [12]) in
which an element or chromosomes in the genetic structure is
represented by a binary string. A genetic algorithm is an
adaptive search procedure which involves the use of opera-
tors such as crossover, mutation and selection methods to
find a global optimal results/solution by optimizing an ob-
jective function/fitness function.

The Ant Colony Optimization (ACO) [13] is a meta-
heuristics search method that is inspired by the foraging be-
havior of real ants in their search for the shortest paths to
food sources. When a source of food is found, ants deposit
pheromone to mark their path for other ants to traverse.
Pheromone is an odorous substance that is used as a medium
for indirect communication among ants. The quantity of
pheromone depends on the distance, quantity and quality of
food source. However, pheromone substance tends to decay
or evaporate with time. While a lost ant that moves at ran-
dom detects a laid pheromone, it is likely that it will follow
the path to reinforce the pheromone trails by further deposit-
ing some amount of the trail substances while this path leads
to a desired outcome. If the path does not lead to a desired
outcome, it is no longer followed and the pheromone evapo-
rates in time until it is no longer detectable. Thus, ants make
probabilistic decisions on updating their pheromone trail and
local heuristic information in order to explore larger search
areas. The ACO has been applied to solve many optimiza-
tion related problems, including data mining, where it was
shown to be efficient in finding best possible solutions.
ACO, when applied to feature selection, improves on perfor-
mance of feature selection by finding the best possible path.
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The Wolf Search Algorithm (WSA) [16], is bio-inspired
heuristic optimization algorithm which is based on wolf
preying behavior. The behaviour of wolves includes the
ability to hunt independently by remembering their own trait
(meaning wolves have memory); ability to only merge with
its peer when the peer is in a better position (meaning there
is trust among wolves to never prey on each other); ability to
escape randomly upon appearance of a hunter; and the use
of scent marks as a way of demarcating its territory and
communicating with other wolves of the pack [17].

The Bat algorithm [15] is a bio-inspired method based on
the behaviour of micro-bats in their natural environment.
The unique behaviour that characterize bats is their echolo-
cation mechanism. This mechanism helps bats orient and
find prey within their environment. The search strategy of
bat is controlled by the pulse rate and loudness of their
echolocation mechanism. Whilst the pulse rate changes to
improve on better position that was previously found, the
loudness indicates to each other bat that best position is ac-
cepted/found. The bat behaviour has been applied in several
optimization problems to find the best optimal solution. The
bat algorithm search process starts with random initializa-
tion of the population, evaluation of the new population us-
ing a fitness function and finding the best population. Unlike
wolf algorithm that uses attractiveness of prey to govern its
search, bat algorithm uses the pulse rate and loudness to
control the search for the optimal solution.

The Particle swarm [14] is a bio-inspired method based
on the swarm behaviour such as fish and bird schooling in
nature. The swarm behaviour is expressed in terms of how
particles adapt, exchange information and make decision on
change of velocity and position within a space based on po-
sition of other neighboring particles. The advantage of
swarm behaviour is that as individual particle makes a deci-
sion, it leads to an emergent behaviour. This emergent be-
haviour is as a result of local interaction among individual
particles in a population of particles.

The novelty of this paper is the integration of RNN with
LSTM, with the proposed bio-inspired/meta-heuristic search
method for feature selection. The section III discusses the
proposed bio-inspired search method that tune parameters
unto an RNN with LSTM so as to select features.

III. Prorosep KESTREL-BASED SEARCH ALGORITHM

The bio-inspired algorithm is based on the behaviour of
Kestrel bird when hunting for a prey. The Kestrel is a kind
of bird that hunts by hovering (that is flight-hunt) or from a
perch. These birds are strongly territorial and hunt individu-
ally. Author of [18] has shown that during a hunt, Kestrels
are imitative rather than cooperative. This suggests that
Kestrels prefer not to communicate with each other but
rather they imitate the behaviour of other Kestrels with bet-
ter hunting technique. Authors of [19] have shown that hunt-
ing behaviour can change based on type of prey, prevailing
weather conditions and energy requirements (for gliding or
dive). Aside these behaviour, during hunt, Kestrels use their
eyesight to watch small and agile prey within its circling ra-
dius or coverage area referred to as the visual circling ra-
dius. The minute air disturbance from flying preys, and trail
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of urine and faeces from ground preys give an indication of
the availability of prey. Once available prey is detected, the
Kestrel positions itself to hunt. Kestrels are able to hover in
changing airstream, maintain fixed forward looking position
with its eye on a prey, and uses random bobbing of head to
find the least distance between its position and the position
of a prey. Also, the Kestrel possess an excellent ultraviolet
sensitive eyesight characteristic to visually locate trails be-
cause these trails of urine and faeces of prey reflect ultra-vi-
olet light.

In hovering, Kestrel perform a wider search (global ex-
ploration) across territories within their visual circling ra-
dius, maintain a motionless position with its forward looking
eye fixed on prey, detect minute air disturbance from flying
prey (particularly flying insects) to best position themselves
to hunt prey, and mostly move with precision through
changing airstream. Kestrels are able to flap their wings and
adjust their long tails to stay in a place that is referred to as a
still position in changing airstream. While in perch, mostly
from high fixed structures, Kestrel changes its perch every
few minutes, performs a thorough search (a local exploita-
tion using its individual hunt behaviour) of its local territory
with less energy requirements than a hovering hunt, and
uses its ultraviolet sensitive capabilities to detect mammals
such as voles closer to a perched area. The characteristics of
Kestrels are summarized as follows:

1) Soaring: gives a larger search space (global explo-
ration) within visual coverage area.

a. Still (motionless) position with forward looking eye-
sight fixed on prey.

b. Encircles prey beneath with keen eyesight.

2) Perching: Each Kestrel does thorough search (local ex-
ploitation) within visual coverage area.

a. Frequent bobbing of head.

b. Attracted to prey using detected visible trail then glides
to capture.

3) Imitates the behaviour of a well-adapted Kestrel.

The following assumptions are made on the characteris-
tics of the Kestrel: the still position gives a near perfect cir-
cle, thus frequent change in a circle direction depends on po-
sition of a prey in shifting the center of its circling direction;
Frequent bobbing of head gives a degree of magnified or
binocular vision that helps in measuring the distance to a
prey that then enables the Kestrel to move with a speed to
strike; Attractiveness is proportional to light reflection; thus,
the higher or longer a distance from Kestrel to the trail, the
less bright a trail. This distance rule applies to both hovering
height and distance away from the perch; New trails are
more attractive and worth pursuing than an old trail. Thus,
the trail decay or trail evaporation depends on the half-life
of trail; and a Kestrel, which is not well adapted to an envi-
ronment, imitates the behaviour of well-adapted kestrels.

A. Mathematical formulation on Kestrel behaviour

The proposed computational model for Kestrel’s is based
on the description of Kestrel’s behaviour and characteristics.
The following mathematical expressions depict characteris-
tics of the Kestrel:

1) Random Encircling
Encircling is when Kestrel randomly shifts (or changes)
the center of circling direction in order to recognize the cur-
rent position of prey. As the prey changes its current posi-
tion, Kestrel uses the encircling behaviour to randomly en-
circle its prey. This movement of prey determines the best
possible position assumed by Kestrel. The encircling D [20]
is expressed as:
D=|C*X, [t|—Xl¢] (1)
Thus: C=2%rl ()
Where a is the coefficient vector, )Tp(t ) is the position

vector of the prey, and X (t) indicates the position vector of
a Kestrel, r/ and r2 are random numbers generated between
Oand 1.
2) Current position
The current best position of Kestrel is expressed as:
x(til):xp(t_):A*D 3)

Thus: A=2%Z%r2—2 “)

Where A is coefficient vector, B is the encircling value
obtained, >_<>p(t) is the position vector of the prey, 5<'(t + 1]
represents the current best position of Kestrels. Z represents
a parameter to control the active mode with Z i as the pa-

rameter for flight mode and Z low as the parameter for
perched mode, which linearly decreases from 2 (high active
mode value) to 0 (low active mode value) respectively dur-
ing the iteration process. This is expressed as:
low Max )
Where itr is the current iteration, Max itr is the total
number of iterations which are performed during the search.
Other Kestrels that are involved in the search update their
position according to the best position of the leading Kestrel.
Also, the change in position of a Kestrel in airstream de-
pends on frequency of bobbing, attractiveness and trail
evaporation. This is expressed as the following:

i=2,— (2,17

itr

a) Frequency of bobbing
The frequency of bobbing f'is used for sight distance mea-
surement in the search space. This frequency is expressed

as:
ff+1:fmin+ fmax_fmin (6)
Where, @ €[ 0,1] is a random number to control the fre-
quency of bobbing within a visual range. f.. represents the
maximum frequency and f,.;, is the minimum frequency both
between 1 and 0 respectively.

*a

b) Attractiveness
Attractiveness P indicates the light reflected from a trail,
which is defined by:
Br)=B.e” ™

Where 8 Jrepresents the attractiveness, y represents varia-
tion of light intensity between [0, 1]. r represents the sight
distance S(xi, XC) measurement which is expressed using
Minkowski distance formulation as:
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1
i RV L))
s(xpx.) = (27&1 |5 — X ol J

Thus, V<s(x,x,) ©9)

Where x; is the current sight measurement, x. are all po-
tential neighboring sight measurement near x;, » is the total
number of neighboring sights, A is the order of position be-
ing considered (that is, 2), and V is the visual range.

c) Trail evaporation

A definition of a trail is the formation and maintenance of
a line [13]. In natural environment, ants use trail both to
trace the path to a food source and to prevent themselves
from getting stuck in a single food source. Thus, ants, using
these trails, can search many food sources in a search space.
As ants continue to search, trails are drawn and pheromones
are deposited on a trail. This pheromone help ants to com-
municate with each other about the location of food sources.
Therefore, other ants continuously follow this path and also
deposit substances for the trail to remain fresh. Similar to
ants, Kestrels use trails in search of food sources. However,
these trails are rather deposited by preys which provides an
indication to Kestrels on availability of food sources. The
assumption is that the substances deposited by a prey is sim-
ilar to pheromone deposited on ants’ pheromone trail. Addi-
tionally, when the source of food depletes, Kestrels no
longer follow this path that leads to the location of a prey.
Consequently, the trail pheromone begins to diminish with
time at an exponential rate causing trails to become old and
not worth pursuing. This diminishment denotes the unstable
nature of the trail substances which can be theoretically
stated as: if there are NV unstable substances in a trail with an
exponential decay rate vy, then an equation can be formulated
to describe how N substance decreases in time ¢ [21]. This
equation is expressed as follows:
aN__ 10
=Y (10)
Since the substances are unstable, it introduces a degree
of randomness in the decay process. Thus, decay rate (y)
with time (t) is re-expressed as:
v=y.e " (11)
Where v, is a random initial value of substance that is de-
creased at each iteration and where ¢ is the number of itera-
tions or time steps. ¢ € [0, Max_itr] where Max_itr is the
maximum number of iterations. The decay rate Y,at time ¢ to
indicate a new trail or old trail is expressed as:

Y, > 1, trail is new
if Ye = (12)
0, otherwise

Thus, a Y, value greater than 1 indicates that a trail is new
and trail is not decayed therefore KSA explores the search
area, while a y,value of 0 indicates that trail is old, unattrac-
tive and trail has decayed therefore KSA would not explore
the search area. Again, the decay constant ¢ is expressed by:

PROCEEDINGS OF THE FEDCSIS. POZNAN, 2018

¢max ¢min

o= 13)
Ly

Where ¢ is the decay constant, ¢, . is the maximum

max

number substances in trail, @, is the minimum number of

substances in trail and tlz is the half-life period of a trail. Fi-

nally, position of Kestrel is expressed by:
Xi'(+1:X?"'Boe_yrz(xj_xi'()"'f:‘( (14)
Where xf-‘,,l is the current best position of the Kestrel that
represents candidate solution and xis the previous position
of Kestrel. Where 8, efyrzrepresents the attractiveness as ex-

pressed in equation (7) where y is equal to ¥,. X; represents
a Kestrel with a better position whilst | is the frequency of
bobbing as expressed in equation (6).

d) Velocity

The velocity of Kestrel is updated using the expression:

Kk _ .k k
v S VIEX, (15)

Where vf,,l is the current best velocity, vf represents the
initial velocity, whilst X; represents the current best position
of Kestrel.

3) Imitative behaviour

Kestrel birds are territorial and hunt individually rather
than hunt collectively. As a consequence, a model by [22]
that depicts the collective behaviour of birds for feature sim-
ilarity selection could not be applied. Since Kestrels are imi-
tative, it implies that a well-adapted Kestrel would perform
action appropriate to its environment, while other Kestrels
that are not well-adapted imitate and remember the success-
ful actions. The imitation behaviour reduces learning and
improves upon the skills of less adapted Kestrels. The imita-
tion behaviour is mathematically expressed and applied to
select similar features into a subset. A similarity value
Sim, g0 (0 7) that helps with the selection of similar features is

expressed by:
( -2 lo-Ef

n

(16)

Where # is the total number of features, |(O;—E;| repre-
sents the deviation between two features where O is the ob-

Simvalue(O,T): e

served, E, is estimate that is the velocity of kestrel in (15).
Since the deviation is calculated for each feature dimension
and the possibility of large volume of features in dataset,
each time a deviation is calculated only the minimum is se-
lected (the rest of the dimension is discarded), thus, to allow
the handling of different problem to different scale of di-
mension of data [23]. Moreover, in cases where features that
were imitated are not similar (that is dissimilarity), this is
calculated by:
diS—Simvalue(O,T) =1- Simvalue(O ,T) (17)

The fitness function, which is similar to fitness function
formulation used by [24], to evaluate each solution is ex-
pressed in terms of classification error of the RNN and the
similar value obtained from each solution. The fitness func-
tion is formulated as:



ISRAEL AGBEHADII ET AL.: KESTREL-BASED SEARCH ALGORITHM (KSA) AND LONG SHORT TERM MEMORY (LSTM) NETWORK

ﬁtness = p * Simvalue(O, T) + diS—Simvalue (O,T)>l< p (1 8)

Where p € (0,1) is a parameter that controls the chances
of imitating features that are dissimilar, C,,,, is the classifi-
cation error of a RNN classifier and Sim,,, (o 1) refers to the
feature similarity value obtained in feature imitation.

Our method to select features uses the RNN with LSTM
network (as discussed in section II) and to also make deci-
sion on classification accuracy. Authors of [24] has shown
that, the less the number of features in a subset and the
higher the classification accuracy, the better the solution.
The proposed algorithm to implement feature selection is
expressed in Table 1 as follows:

TaBLE 1: PROPOSED ALGORITHMIC STRUCTURE

Set parameters
Initialize population of n Kestrels using equation.
Start iteration (loop until termination criterion is met)
Generate new population using random encircling
Compute the velocity of each kestrel using equation
(15)
Evaluate fitness of each solution (18)
Update encircling position for each Kestrel for all
i=l ton
Find the optimal features using RNN with LSTM
End loop
Output results

In Kestrel Search Algorithm, each kestrel referred as
search agent checks the brightness of trail substances using
the half-life period; random encircling of each position of a
prey before moving with a velocity; imitates the velocity of
another Kestrel so that each Kestrel will swarm to the best
skilled search agent.

IV. ExpERIMENTAL RESULTS

A. Experimental setup

The proposed algorithmic structure was implemented in
MATLAB 2018A. In each run, we performed 100 iterations
to select the best/optimal parameter. The best parameter was
fed into the LSTM network in which 100 epochs were per-
formed as suggested by [25] that it guarantees optimum re-
sults on classification accuracy. To avoid the network insta-
bility, all neurons in the input to output layers on a network
learned at the same rate (that is with smaller learning rate)
[25]. The initial parameters for each meta-heuristic algo-
rithm is defined as follows: KSA (Frequency of bobbing
(fb=0.97); perched parameter (zmin=0.2); flight parameter
(zmax=0.8); half-life parameter (half-life=0.5); dissimilarity

ACO [13] (0=1;p=0.05); BAT [15] (B=1; A=1; r=1); WSA-
MP [16] v=1;pa = 0.25; a = 0.2, which were suggested by
authors of the algorithms as the best parameter that guaran-
tee an optimal solution. To test the robustness of our pro-
posed algorithm, six benchmark datasets shown in Table 2
(from Arizona State University) were used as it represent a
standard benchmark dataset with continuous data.

B. Experimental results

In order to select the best optimal solution, the study ap-
plied the concept that the higher the classification accuracy,
the better the solution and hence, the less the number of fea-
tures in a subset [24]. With this concept in mind, the study
first applied KSA and comparative algorithms to find the
best learning parameter presented in Table 3. There are ten
separate runs performed on each algorithm and the best was
recorded as shown in Table 3

It is observed from Table 3 that out of the six datasets,
KSA has the best learning parameter (highlighted in bold) in
three datasets. The learning parameter of each meta-heuristic
algorithm are fed into LSTM and the classification accuracy
are recorded in Table 4:

It is observed from Table 4 that the algorithm with the
best parameter is not the best choice on some datasets. For
instance, BAT produced the best parameter of 0.0002043 on
Tox_ 171 dataset but produced a classification accuracy of
0.6925. It could be observed that KSA provided the highest
classification accuracy on four out of six datasets. This
shows that our proposed approach can explore and exploit
search space efficiently and find the best results that guaran-
tees higher classification accuracy. The results from this ex-
periment also indicate that no single algorithm can perform
better than any other. Moreover, the average classification
accuracy for each algorithm when computed shows that
KSA has the higher average classification accuracy of
0.7267 while PSO has least of 0.4793. In order to select fea-
tures, [24] indicated that the higher the classification accu-
racy, the better the solution and hence, the less the number
of features in a subset. Table 5 shows the number of feature
selected by each algorithm.

It is observed from Table 5 that KSA selected less num-
ber of features in four datasets namely Carcinom,
SMK_CAN_187, Tox_171 and CLL_SUB_111; PSO se-
lected less feature in two datasets namely Glioma and
Lung. Additionally, on average KSA selected 2422 (see ta-
ble 5) features, with average accuracy of 0.7267 (see table

TABLE 3: LEARNING PARAMETERS OF META-HEURISTIC ALGORITHMS

= 0.2; similarity =0.8); PSO [14] (w=1;c1=2.5;c2=2.0); Learning
paramet
TABLE 2: DATASET FOR EXPERIMENT er
KSA BAT WSA-MP ACO PSO

Dataset #of Instances #of #of features in Carcinom | 13557 1.0401e- 3.0819¢- 8.7926¢- 05123

classes original dataset 07 07 05 04 :
, . 2.3177e- 3.0567e- 1.9852¢- 9.9204¢-
Carcinom 174 11 9182 Glioma 06 05 05 04 0.3797
Glioma 50 4 4434 5.1417e- 4.4197e- 3.0857e- 6.231e-
Lung 06 05 05 o1 0.3373

Lun 203 5 3312 . .

& | 0015064 | 1338e05 | o718 | 27 s

SMK_CAN_187 187 2 19,993 = 000204 0003315

Tox_171 171 4 5748 Tox_I71 ] 016712 | 5 0.086214 | 2.2443
CLL_SU

CLL SUB 111 111 3 11340 B 111 0.82116 0.075597 0.76001 0.011556 9.6956
Average 1.67E-01 1.26E-02 1.41E-01 2.73E-03 2.62E+00
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TaBLE 4: CLASSIFICATION ACCURACY OF META-HEURISTIC ALGORITHMS
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where p< 0.05 (that is, 0.043<0.05). Thus, comparing algo-
rithms (KSA and WSA-MP) using the Wilcoxon text show
the classification accuracy of these algorithms are different.

V. ConcrusioN AND FUTurRe WoRk

Compared with meta-heuristic algorithms, the classifica-
tion accuracy results on KSA is different from WSA-MP
while the classification accuracy of KSA is comparable to
ACO, BAT and PSO. The advantage of KSA is the ability to
adapt to different datasets and guarantees good solutions that
is comparable to other meta-heuristic search methods for
feature selection.

glasmﬁcatlon WSA
ccuracy
KSA | BAT |-MP | ACO | PSO
Carcinom 0.7847 | 0.7806 0.6908 | 0.7721 0.7282
Glioma 0.7416 | 0.7548 0.5063 | 0.7484 | 0.7941
SMK_CAN 187 | 0.6828 | 0.6759 0.6585 | 0.6111 0.2090
Tox_171 0.7945 | 0.6925 0.7880 | 0.5889 | (2127
CLL SUB 111 0.7811 | 0.4553 0.7664 | 0.4259 | 0.2000
Average 0.7267 | 0.6558 0.6642 | 0.6203 | 0.4793
TABLE 5: FEATURE SELECTED BY EACH ALGORITHM.

Feature WSA

selected KSA BAT -MP ACO PSO
Carcinom 1977 2015 2839 | 2093 2496
Glioma 1146 1087 2189 | 1116 913
Lung 1406 1406 1406 1406 888
SMK_CAN 187 | 6342 6480 6828 7775 15814
Tox_171 1181 1768 1219 | 2363 4525
CLL_SUB 111 2482 6177 2649 6510 9072

Average 2422 3156 2855 3544 5618

4) and average parameter of 1.67E-01 (see table 3); while on
average PSO selected 5618 (see table 5) features, with aver-
age accuracy of 0.4793 (see table 4) and average parameter
of 2.62E+00 (see table 3).

The study conducted statistical test on classification accu-
racy to identity the best algorithm. In order not to prejudice
which algorithm outperformed each other, the mean of all
the algorithms were considered as equal for the statistical
analysis. The Wilcoxon signed rank test which is a non-
parametric statistical procedure was used because it does not
make underlying assumption about the distribution of pa-
rameters and underlining dataset for the evolutionary algo-
rithm. The advantage of Wilcoxon test is that it helps to per-
form pairwise comparison while not making any assump-
tions about the population used since Wilcoxon test can
guarantee to about 95% (that is, 0.05 level of significance)
of efficiency if the population is normally distributed. The
results on the test statistic is shown in Table 6

TABLE 6: ALGORITHM AND P-VALUE

Algorithm Asymp. Sig. (2-tailed) (that is, p-value)
BAT - KSA 0.225
WSAMP - KSA 0.043
ACO -KSA 0.080
PSO - KSA 0.173

Based on the results on test statistics (p<0.05), the follow -
ing analysis can be drawn. In respect of KSA comparison
with BAT, ACO and PSO, there is no statistically significant
differences between the mean of classification accuracy at
level of significance of 0.05. Thus, KSA is comparable to
BAT, ACO and PSO algorithms. In contrast, the comparison
between KSA and WSA-MP shows a statistically significant
difference between the mean of classification accuracy,
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Abstract—Digital media have enormous impact on the public
opinion. In the ideal world the news in public media should be
presented in a fair and impartial way. In practice the information
presented in digital media is often biased and may distort the
opinion on a given entity/event or concept. It is important to
work on tools that could support the detection and analysis of
the information bias. One of the first steps is to study the methods
of automatic detection of the articles reporting on the same topic,
event or entity to further use them in comparative analysis or
building a test or training set.

In this paper we report on the experimental results concerning
the problem of automatic detection of articles reporting on the
same events or entities. We also report some experiments on
detecting the source of information based on the content.

I. INTRODUCTION

In the ideal world the news in the public media should be
presented in a fair and impartial way so that the reader is
provided with honest and high-quality unbiased information
and can make his own opinion about the political, economical,
social or historical events, entities or concepts, etc.

Impartiality of the media that present news to the citizens
is a crucial property of democratic system and is what one
would expect.

For several reasons the information presented in the media is
usually far from being impartial. One of the reasons for this is
that various people may see the world events differently what
may influence the way they present them. More importantly,
in some cases the authors of news articles can intentionally
introduce some bias into their publications, e.g. for political
reasons, etc.

The problem is even more important in cases when some
media (web portals, magazines, etc.) systematically introduce
consequent intentional bias into the published content in order
to intentionally misinform the reader about the state of the
world.

This problem is important especially for the digital media,
since they have significant influence on public opinion. The
way they work changes over the time but they still remain
one of the main source of information about daily events. The
problem of text bias is common. It happens in newspapers,
blogs, social networks etc. Each source of media may represent
different point of view. Even such media as news portals, that
should present impartial information, can describe events or
people framing it differently.

IEEE Catalog Number: CFP1885N-ART (©2018, PTI

Marcin Sydow
Institute of Computer Science, Polish Academy of Sciences
and Polish-Japanese Academy of Information Technology
Warsaw, Poland
Email: msyd@ipipan.waw.pl

It would be very valuable to work on tools that could support
the detection and analysis of such systematic or intentional
information bias in digital media in order to contribute to
improve the quality and fairness of the information provided
to the citizens.

Such tools are very complex and involve interdisciplinary
approach including the elements of artificial intelligence, text
mining, statistical data analysis, psychology, sociology, etc.
One of a basic modules in any bias-analysis tool is a module
that makes it possible to automatically or semi-automatically
detect pairs of news articles (or, more generally: text docu-
ments), that report on the same event, topic or entity. Such
pairs of articles, where each article comes from a different
source (e.g. web portal, particular author, etc.) can be further
used to make comparison-based analysis towards detecting
information bias. The pairs are also necessary to build a
training, test or reference set in the case of machine-learning
approach to the described research problem.

In this paper we present a method and experimental results
of detecting pairs of news articles on the same (similar) topic
or reporting the same (similar) event, etc. We focus here on
the news articles in news portals.

II. RELATED WORK

There exist multiple approaches to identifying text bias. For
most of them the first inevitable phase of bias identification is
to find the pairs (or clusters) of similar articles, paragraphs or
sentences.

A. News articles similarity

The approach of finding similar texts by using Siamese
networks is described in [8]. Siamese networks describe how
similar a pair of text documents are. This networks use the
same architecture of network and feed two text documents as
an input. Then, given such an input pair, an output in the form
of the value representing the distance, for example Manhattan
distance, between the two text documents from the output is
calculated as a measure of (dis)similarity.

In the paper [3] the author describes document text represen-
tations and variety of similarity measures for text clustering.
They include the measures like: cosine similarty, Euclidean
distance, Jaccard coefficient, Pearson Correlation Coefficient
and Averaged Kullback-Leibler Divergence. Then, based on
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the results of a clustering algorithm, there is made a com-
parison of the results on datasets including variety of news
articles, academic papers and web pages.

Authors of the article [12] describe a similarity measure
for news recommender systems. In this work there is made a
comparison-based analysis of human judgement of similarity
and some other measures such as: Lin and WASP measures.

Another work [7] presents research concerning articles on
events. In particular it concerns tracking similar articles and
clustering them to summarise the events under interest.

B. Media bias

In work [11] the authors identify the news framing which
is the way of presentation of news. They compare it to
google trends and demonstrate how news framing influences
the public attention. They used the concept of mean similarity
of a corpus. The mean similarity is calculated on pairs of n
articles by average cosine distance of DocVec representation
of articles. They discovered that the public opinion change
with the mean similarity.

In paper [10] the authors describe some linguistic features
that reveal the bias in a text. They refer to the form of verbs,
part of speech tags and subjective words. Instead of news
articles they used data from Wikipedia, however their results
may be used also for other types of texts.

A related work concerning the usability of linguistic features
in the task of detecting special form of bias related to the
phenomenon of Web Spam is presented in [9].

An interesting approach is presented in the very recent paper
[2], where the authors identify three roles of entities framing
people in news articles. These roles are hero, villain and
victim. The results are presented in a visual form to compare
how entities are described in different articles.

Article [4] presents an approach of identifying bias through
analysis of mentions and quotations of politicians among
different parties and in different periods of time.

Bias and its propagation is also investigated in social
networks [6]. This work used twitter data to identify bias in
short texts and to analyse its propagation among the users.

III. PROBLEM SPECIFICATION

In this paper we consider two research problems:

« news similarity detection problem
« information source recognition problem

A. News similarity detection

We proposed two approaches to news similarity detection:
find all similar articles to the given one and given two articles
decide if they are similar or not. The first approach to the
problem is as follows. In a given collection of news articles
from a given time window (e.g. particular day, etc.) detect
the groups of articles that report on the same topic/event,
etc. A manually labelled training set that is a collection of
manually grouped news articles is prepared. We apply text
mining techniques to identify the similar events. The models
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are evaluated using the metrics presented in the next section:
averaged precision, averaged recall and averaged F-measure.

The second approach is to identify if 2 articles are similar.
We apply the machine-learning approach to this problem. For
each article there are computed several attributes based on
the textual contents, keywords, etc. Then, the set is used
to train some ML models. Finally, the models are used to
automatically detect similar articles. The models are evaluated
using the prepared group labels and some standard measures
such as precision, recall or f-measure.

B. Towards news bias detection

The second research problem studied in this paper is the
following. Given an article and the set of information sources
(e.g. web news portals) is it possible to automatically recognise
which source does this article comes from based only on the
contents? This kind of experiment can be viewed as a one
of simple tests of imparity of information sources. Le. if it
is possible to correctly predict the source of the news article
based on its content then it is more likely that this information
source has some information bias.

Of course some other reasons may make it possible to pre-
dict the source of the news article including the writing style,
etc. However this simple test may serve as one of the multiple
tools that could in ensemble help to detect information bias.
More advanced bias-detection tools are envisaged in our on-
going research.

IV. EXPERIMENTAL SETUP
A. Data Collection

We collect the data from two Polish news portals:
"dorzeczy.pl’ and ’gazeta.pl’. These two are chosen from
among the most popular Polish news portals. In addition,
they are considered by many readers as examples of media
having completely different views on the reality in Poland
especially in the domain of social issues or politics and
hence making it possible to build an interesting dataset with
a potential of containing pairs (or clusters) of articles on
the same/similar topic/event/entity but with potentially various
forms of information bias. Articles are categorised by a
predefined set of topic categories on each of the portals. The
decision was made to focus on events connected to the politics
in Poland or world. In this case we were looking for articles
from category ’Information’ ("Wiadomosci’) in *gazeta.pl’ and
in portal ’dorzeczy.pl’ for categories 'Country’ and *World’
(’Kraj’ and ’Swiat’).

In this work we decided to focus only on Polish media but
it is possible to extend our research to other languages.

We have collected the articles from 01.01.2018 to
07.04.2018. Table I presents the number of articles.

1) Database: We store the data in MongoDB - a document
database. We create article collection of news articles and their
comments. The comments made by the users to the articles
are not used in the experiments reported in this article but are
kept for future, extended analyses. Each item in the collection
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Table I
DATASET
news portal | number of articles
gazeta.pl 2623
dorzeczy.pl | 4197
Table II

DISTRIBUTION OF ARTICLES AMONG GROUPS

group quantity | number of groups
1 145

2 36

3 17

4 or more 16

represents an article and contains the following fields: _id’, ’ar:
ticle_id’, title’, ’date’, ’lead_text’, ’text’, ’keywords’, ’source’,
’url” and ’comments’. Field comments contains ’author’, date’,

’comment_id’, 'text’.

B. Data Annotation

For news similarity detection we needed to manually create
an annotated data set. The common approach for text similarity
recognition is to create a set of article pairs and annotate if
they are similar or not. We realised that for news articles this
approach may not be the best one. We want to find all articles
that are similar and sometimes one news portal describes an
event in one article and other news portal writes about this in
a series of four articles, for example. Thus we define the task
of annotating similar articles as follows.

For a given time window (e.g. a particular date) we collect
all articles from the specified web news portals. Each article
is assigned to a group with articles about similar event using
some particular method. If there is no group with articles
describing the event create there is created a new one. The
group contains all articles about the same event.

We have annotated 385 articles from 6 randomly chosen
days. Articles formed 213 groups. There are groups of con-
sisting of one article or groups containing many articles. The
distribution of articles among groups quantity is presented in
table II Each record of annotated data contains (among others)
the following attributes: ’date’, ’article_id’, *group_id’.

C. Data Preprocessing

In the preprocessing phase we apply several operations
including: removing stop-words, normalising- convert words
to the base form using Morfeusz library [1].

D. Evaluation Measures

In order to evaluate experimental results we calculate the
average precision, recall and f measure in each experiment.

The average precision is the average of precision of each
group. That is given by the following expression:

tpn
szn_Nztanrfp M

Where N is the number of evaluated groups. Accordingly
average of recall is given as:

Table 11T
EVALUATION OF ARTICLE’S SIMILARITY DETECTION
Algorithm ap ar afl
Keywords similar. 0.60 | 0.57 | 0.42
Doc2Vec + cos sim 0.72 | 0.57 | 0.50
Doc2Vec+bigram+cos simililar. | 0.93 | 0.60 | 0.64
Doc2Vec+trigram+cos similar. 092 | 0.63 | 0.66
TF-IDF +cos similar. 0.50 | 0.69 | 0.53
Zrn - Z Lo @
N tpr + fnn
Finally, average F-measure is defined as follows:
2 % Dy kT
aft = Z 3)
N n=1 pn + r’ll

V. EXPERIMENTAL RESULTS ON ARTICLES SIMILARITY
DETECTION

A. Group approach

In a group approach of finding similar articles we experi-
mented with three methods for the news similarity detection
problem:

o keyword set similarity - this is our simple baseline solu-
tion. We compared the number of similar keywords and
find the most similar articles using predefined threshold
based on the number of keywords.

o tf-idf with cosine similarity- after preprocessing of a
textual data, we calculated tf-idf and cosine similarity
between articles from a given data frame. Again we
choose the most similar articles based on the predefined
threshold.

o doc2vec[5] with cosine similarity in three variants: uni-
grams, bigram phrases, trigram phrases. For Each of these
we choose doc2vec based on bag of words model. Similar
preprocessing was done as for tf-idf.

The results of evaluation are presented in a table III. The
best averaged results for a given measures were highlighted in
bold. The best average precision is observed for two doc2vec
models. That means for these models there are the least false
positives. However the best f-measure and recall is observed
for tf-idf algorithm. This algorithm is better choice if we want
to find as many similar articles as possible without caring
about dissimilar articles among them.

B. Pair approach

In this task we wished to identify if a pair of articles is
similar or not. The data was split into test and train datasets
as presented in IV. Similar articles was labelled as "1’ and not
similar articles as *0’. We have created the following features:
cosine similarity on tf-idf vectors, number of similar keywords,
normalized number of similar entities that is number of similar
entities/sum of entities in both articles. In table V we present
an evaluation of proposed algorithms.
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Table IV
NUMBER OF ARTICLE PAIRS FOR SIMILARITY DETECTION

news portal training set | test set
similar (1) 320 151
not similar (0) | 7837 2624

Table V
EVALUATION OF ONE TO ONE ARTICLES PAIRS

Algorithm Class Precision | Recall | Fl-score | Support
Siamese 0.0 0.95 0.86 0.90 2624
LSTM 1.0 0.07 0.19 0.10 151
avg / total | 0.90 0.82 0.86 2775
SVM 0.0 0.98 0.91 0.94 2624
polynomial | 1.0 0.29 0.63 0.40 151
kernel avg / total | 0.94 0.90 0.91 2775
SVM 0.0 0.98 0.85 0.91 2624
linear 1.0 0.20 0.68 0.31 151
kernel avg / total | 0.94 0.84 0.88 2775
Logistic 0.0 0.98 0.89 0.93 2624
regression 1.0 0.24 0.63 0.35 151
avg / total | 0.94 0.87 0.90 2775
Gradient 0.0 0.96 0.95 0.96 2624
boosting 1.0 0.27 0.28 0.27 151
classifier avg / total | 0.92 0.92 0.92 2775

Except of Siamese LSTM all algorithms have quite good
results. Support vector machines occur to be the best one.
Siamese neural networks has high results in total but very low
scores for similar pairs where the reason may be that it was
not able to detect dependencies in long text.

VI. EXPERIMENTAL RESULTS ON NEWS ARTICLE SOURCE
DETECTION

We experimented with three machine learning algorithms
in the problem stated as prediction of the news article source
based on its content. In all the experiments concerning this
problem, the articles’ attributes explicitly mentioning the ac-
tual source (e.g. the “source” attribute) were ignored in the
prediction phase. Dataset for this task is presented in table VI.
We have used the following algorithms: naive bayes, logistic
regression, support vector machines.

The evaluation of proposed methods is presented in table
VII. Support vector machines has the best score slightly out-
performing logistic regression. These results show that based
on simple approach, analysing the basics of used language we
are able recognise the source.

VII. SUMMARY AND FUTURE WORK

Our ongoing research concerns the helper problem of rec-
ognizing news articles on (nearly) the same topic/event in
order to find media bias.We have proposed 2 approaches and
presented their advantages and disadvantages.

Table VI
NUMBER OF ARTICLES FOR MEDIA OUTLET DETECTION
news portal | training set | test set
gazeta.pl 2436 395
dorzeczy.pl | 3591 606
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Table VII
EVALUATION OF ARTICLE’S MEDIA OUTLETS DETECTION
algorithm news portal | precision | recall | fl-score | support
Naive dorzeczy.pl | 0.69 0.98 0.81 606
Bayes gazeta.pl 0.89 0.32 0.47 395
avg / total 0.77 0.72 0.67 1001
Logistic dorzeczy.pl | 0.90 0.83 0.86 606
Regression | gazeta.pl 0.76 0.86 0.81 395
avg / total 0.85 0.84 0.84 1001
SVM dorzeczy.pl | 0.88 0.86 0.87 606
gazeta.pl 0.79 0.83 0.81 395
avg / total 0.85 0.85 0.85 1001

We also presented preliminary results on predicting the
source of news article based on the contents that seems to
illustrate that bias might be present as one of the aspects
making such prediction possible, however this needs deeper
analysis.

Since some news articles often report multiple events, to
improve our results, we plan to increase the granularity of
recognition i.e. add recognising fragments of articles instead
of the whole documents about similar events. That means that
it is planned to detect fragments of text concerning similar
events and detect bias in them. Also, we aim to extend research
to other languages (e.g. Polish, English).
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Abstract—An important issue in predictive modeling is model
selection. This process is time consuming and can be simpli-
fied with meta-learning. However, meta-learning systems need
appropriate data descriptors for proper functioning. One of
them are data compression measures which can be extracted
out of the instance selection methods. When we only need to
estimate the classification accuracy of the model, the compression
obtained from instance selection is a good approximator, but
when we need to estimate other performance measures such as
the precision and sensitivity then the quality of the estimated
performance drops. To overcome this issue we propose a new
type of compression measure: the balanced compression which is
sensitive to the class label distribution and shows high correlation
with precision and sensitivity of the final classifiers. We also
show that the application of the balanced compression as a
meta-learning descriptor allows for precise assessment of the
model performance, as proved by the presented experimental
evaluation.

I. INTRODUCTION

OWADAYS, meta-learning [1], [2] is gaining more and

more popularity. It is aimed at speeding up the prediction
model construction which consists of model selection and
model parameters optimization. The model selection process
can be done without actually training the given model, by
using other meta-model which assesses the quality of the data
and estimates the performance of the desired classier or returns
a ranking.

As shown in [3], [4], a good indicator that characterizes the
dataset quality is the compression of the dataset obtained with
instance selection algorithms [7]. It is defined as: Cmp =1 —
% where T = [{x1,y1}, {X2,92}, ... {Xn, yn}] is a training
dataset that consists of n training instances {x, y}, where x €
R™ and y is a label which takes one of I symbols, and the
dataset P is a subset of the instances from T selected by the
instance selection algorithm, so that P C T.

The main idea of using compression as a meta-learning de-
scriptor (also called meta-attribute) is based on the observation
that a dataset in which there is a lot of regularity can be
compressed well, and thus high prediction accuracy should
be achievable, while a dataset containing a lot of irregularities
and a lot of noise will have a low compression ratio. Moreover,
the instance selection methods are often used at the stage of
data preprocessing, which means that the value of compression
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is obtained without additional computational cost. Some algo-
rithms, including CNN and ENN, have been identified as the
most useful for predicting the final model performance [4].
For example, the correlation between the compression ratio
and the accuracy of the kNN, Gaussian SVM and Random
Forest, obtained for CNN and ENN instance selection methods
is above 0.9. However, the research carried out so far has
focused only on the classical definition of the measure of
prediction accuracy expressed as the ratio of the correctly
classified examples to all evaluated examples.

It turns out that although correlation between compression
and classification accuracy is very high, the correlation be-
tween compression and other measures of classifier perfor-
mance is much weaker. We refer to such measures as the
average precision (also known as the balanced accuracy), or
the average sensitivity also called recall, which are especially
important in the context of unbalanced classification problems.

This work addresses this problem by introducing a new type
of compression, so-called balanced compression, which takes
into account the number of rejected instances which belong
to particular classes. The balanced compression linearizes the
relationship between compression and precision and between
compression and sensitivity. Implementing these measures
allows to enhance the meta-learning system performance.

II. INSTANCE SELECTION ALGORITHMS

As it was mentioned, the compression achieved by instance
selection can be used as a measure of the dataset quality.
We presented also an intuitive dependence, which indicates
that stronger compression is connected with greater regularity
of the decision boundaries in the dataset, and at the same
time it is easier for the classifier to reconstruct the desired
decision boundary. In practice, however, this depends on the
particular instance selection algorithm. These algorithms can
be divided into three basic groups: condensing methods, noise
filters and hybrid methods. Condensing methods are a set of
algorithms used to reduce the dataset size, where the only
criterion is maximization of compression while maintaining
comparable prediction accuracy. A typical example is the
CNN algorithm [8]. CNN was developed for use with the
kNN classifier to reduce the computational complexity. The
acceleration is accomplished by eliminating (compressing)
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unnecessary instances in the dataset. However, this does not
help increasing the prediction quality of this classifier. There
are algorithms that allow for stronger compression at the same
accuracy level, e.g. evolutionary based instance selection [6].
However, as the evolutionary approach belongs to the hybrid
group, the correlation we observed although is still significant,
is weaker then that obtained with CNN.

Noise filters, on the other hand, are a set of algorithms
created with the purpose of finding and removing training
instances that constitute noise in a dataset. An example and
historically the first noise filter is the ENN algorithm designed
to improve prediction accuracy of 1-NN [9]. ENN was also
developed to work with the ANN algorithm. Its operation is
based on the analysis of the closest neighborhood of a given
instance and checking if the nearest neighbors will vote for the
examined instance in accordance with its label. If not, then the
instance is removed.

Also generalizations of these algorithms were proposed,
where different classifiers, not only kNN can be embedded
into the instance selection process [10]. However, in the
experiments presented in this paper only instance selection
based on 1-NN will be considered.

The third group of instance selection algorithms are hybrid
methods. They combine the properties of the first two groups.
They start by filtering out the noisy samples from the data and
then condense the remaining dataset.

As it was shown in [4], each group of instance selection
methods behaves differently with regard to the prediction accu-
racy. For the condensing methods, an increase in compression
corresponds to an increase in prediction accuracy. In the case
of noise filter methods, this relation is reversed, because the
noise filters regularize and clean the datasets from noise. Thus
more removed instances indicate here more noisy dataset,
which means that with the increase of compression of the
noise filters, the reduction of prediction accuracy is observed.
The last group - hybrid methods combine both elements.
This causes that the relationship between compression and
prediction accuracy gets much weaker or totally disappear,
because the properties of condensation methods are canceled
out by the properties of noise filters. This causes that only the
instance selection methods, which obtain different compres-
sion depending on noise in data find application in estimating
the prediction accuracy.

IIT. BALANCED COMPRESSION MEASURE

As mentioned in the introduction, for unbalanced classi-
fication problems usually classical accuracy measure is not
used and rather other performance measures are evaluated
like average precision or average sensitivity. The purpose
of these measures is to reflect the quality of the prediction
model in the context of the number of instances in individual
classes. A similar situation occurs in the case of compression
measures. The commonly used compression measure ignores
the number of rejected instanced within individual classes. It
simply represents the ratio of the number of rejected samples
to the size of the training set T, thus, this measure is similar to
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the classical accuracy used in prediction systems. The natural
conclusion from this is that we should adapt the measure of
compression to data with unbalanced class distribution, so that
the measure not only indicates the number of rejected samples
but also the number of rejected samples within individual
classes. It can bring tangible benefits in the form of additional
information about the nature of the classification problem, in
particular in the context of meta-learning systems.

An important difference between accuracy and compression
is the fact, that in contrast to the evaluation of the accuracy
of the classifier, in the case of compression we do not have
the confusion matrix and the values resulting from it like
False Positives or False Negatives. It is because instance
selection methods do not perform prediction, instead we only
have information which instances were selected and which
rejected, so we do not know what type of error occurred.
Therefore, the only factor possible to determine is the level of

class ¢; compression defined as ”yT:T;T'l;lgP”: =cill | where
lyr == c;|| denotes the number of samples in the training
set T which belong to class ¢; and ||yp == ¢;|| denotes the

number of instances in the dataset P (after instance selection)
which belong to class c;.

Based on this class compressions we define balanced com-
pression as an average over all classes

1
1 lyr == cill — llyp == cil|
c ==
Bl = ; lyr = il

ey

where [ denotes the number of classes. This measure can be
also generalized by introducing class weights denoted as w;
which describes importance of particular class, so the balanced
compression takes the form:

l
1 lyr == cil| = llyp ==
Ompsa = S~ 2w lyr == c;
o ,

@

In the conducted experiments we assumed equal values of
the weights VvV w; = 1.
i=1...1

3
IV. EXPERIMENTS AND RESULTS

In order to verify the usefulness of the proposed bal-
anced compression in the context of meta-learning systems,
we carried out an experimental evaluation on 45 datasets
obtained from Keel Project [11] using three popular classifiers:
kNN, linear SVM and Random Forest. The experiments were
performed with RapidMiner and the Information Selection
package developed by the authors of this paper, which is
available from the RapidMiner Marketplace and on the website
www.prules.org [12]. The experiments were divided into two
parts. In the first part the correlation measure was evaluated
between compression measures and performance measures of
the evaluated classifiers. It indicates how the new compression
measure reflects the obtained classification performances. In
the second part a real meta-learning system was constructed
which is designed to predict performance of the three classi-
fiers. The meta-learning system utilizes meta-attributes which
are based on compressions obtained by both CNN and ENN.
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A. Relationships Between Compression and Various Perfor-
mance Measures

The first part of the experiments consists of two stages. In
stage I, the three performance measures (accuracy, average
precision and average sensitivity) for each of the 45 datasets
were estimated using the cross-validation procedure. This
stage also included parameter optimization for all evaluated
classifiers (k for kNN, C- for linear SVM and the number
of trees for Random Forest). In stage II, each dataset was
compressed using the two previously described algorithms
ENN and CNN, each time measuring both compression and
balanced compression. The obtained results were then used
to calculate Pearson’s correlation coefficient between given
type of compression and the type of classification performance
measure independently for each classifier. Obtained correla-
tions were collected in Tab. I for CNN instance selection, and
in Tab. II for ENN instance selection algorithm.

Table I: Correlation between two types of compression ob-
tained for CNN and the three performance measures for kNN,
Linear-SVM and Random Forest

Compression type Perrnf;);rqxzigce kNN | SVM nggi(;in
Compression Accuracy | 0.937 | 0.902 0.900
Compression Precision | 0.783 | 0.662 0.767
Compression Recall | 0.738 | 0.640 0.767

Balanced compression Precision | 0.920 | 0.794 0.880
Balanced compression Recall | 0.932 | 0.808 0.880

Table II: Correlation between two types of compression ob-
tained for ENN and the three performance measures for kNN,
Linear-SVM and Random Forest

Compression type Perrrf;):;a;r;ce kNN SVM R;giin
Compression Accuracy | -0.965 | -0.924 -0.917
Compression Precision | -0.774 | -0.672 -0.745
Compression Recall | -0.758 | -0.661 -0.765

Balanced compression Precision | -0.935 | -0.844 -0.883
Balanced compression Recall | -0.981 | -0.863 -0.895

The results in the tables indicate that the correlation between
classical compression and prediction accuracy is very high
and ranges from 0.917 to 0.965 for the ENN algorithm and
from 0.900 to 0.937 for the CNN (here for simplicity we
evaluate absolute values of the correlation as the sign does
not matter). However, changing the measure of the prediction
quality to average precision or average sensitivity causes the
correlation coefficient to drop rapidly to a level between
0.64 and 0.77 depending on the method of instance selection
and on the classifier. Changing compression to the balanced
compression results in a significant increase in the correlation
coefficient, which for the kNN classifier again exceeds 0.9,
and for the other classifiers varies between 0.8 and 0.88. This
is a significant improvement over the correlation coefficients
obtained with standard compression.

B. Meta-system - compression-based estimation of prediction
quality

Meta-learning systems are used for the estimation of quality
of predictive models [13], [1], [14], [15]. In these systems, for
a known dataset repository, which consists of n, datasets, the
prediction performance of the selected classifier is estimated
and the meta-attributes describing the properties of each of
these datasets are extracted [16]. Next, a meta-set is created.
The meta-set consists of the extracted meta-attributes (an input
vector of the meta-learning system) and labels that express
the accuracy of the given model, for which we would like to
estimate the accuracy. Therefore, the meta-set consists of 7,
samples, where a single instance describes one dataset from
the repository. So we obtain a typical regression problem,
because labels in the meta-set represent numerical values (ac-
curacies). In the next step, the meta-set is used to build a meta-
model, a model capable of estimating prediction accuracy for
a given, previously unknown data set. When applying a meta-
model to a new data set, it is necessary in the first step to
determine the meta-attributes, create a record from them, and
then pass them to the meta-model input. The meta-model
then returns the estimated accuracy. Another commonly used
solution is learning the meta-ranking model, where the meta-
model returns the ranking of the best models or just the best
prediction model [17].

It was shown in [4] that the use of compressions as
meta-attributes lead to an improvement in the quality of
the estimated accuracy in comparison to the classic meta-
attributes used in the MLWizzard system [15]. Therefore, in
the experiments a meta-system based only on the data set
compression measures is constructed.

As a meta-model, Generalized Linear Model was used. In
total we had 9 meta-models (for each of the three performance
measures and for each of the tree classifiers). The meta-
model was tested using the 5x10 cross-validatin procedure.
The quality of the whole system was evaluated using RMSE
calculated between predicted and real prediction performance.
The obtained results are presented in Tab. III.

The results are placed in two columns. The first column
contains the results obtained using classical compression of
both CNN and ENN as meta-attributes, and the second column
contains the results obtained with a balanced compression. For
each of the tested classifiers, the three measures of accuracy
(accuracy, average sensitivity and average precision) were
estimated, and Welch’s t-test [18] was used to determine if
the results are statistically significantly different at v = 0.05.
The symbol (+) indicates results which are significantly better.

The obtained results clearly indicate that for meta-learning
systems where the task is to estimate classical accuracy, the
standard compression measure gives better results. However,
when the aim of the process is to estimate average precision
or average sensitivity, a much better solution is to use the
balanced compression; each time the results obtained using
balanced compression were statistically significantly better
than those obtained with standard compression.

27
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Table III: Results of the meta-learning system. The columns
represent RMSE of the meta-model aimed at estimating clas-
sification performance of three classifiers: kNN, Linear SVM,
and Random Forest using two meta-sets which consisted of:
clasical compression based meta-attributes (column 1) and
balanced compression - based meta-attributes (column 2)

. Balanced
Compression Compression
RMSE-+std RMSE+std

Accuracy | 0.0328+0.0207(+) | 0.079940.0400
% Recall | 0.1336+0.0529 0.0703+0.0575(+)
= Precision | 0.1265+0.0607 0.0884+0.0628(+)

Accuracy | 0.064010.0296(+) | 0.091010.0416
E Recall | 0.1523+0.0610 0.1130+£0.0600(+)
v Precision | 0.1453+0.0711 0.1171£0.0622(+)

g = Accuracy | 0.043740.0281(+) | 0.073940.0408
e ?5’ Recall | 0.1276+0.0632 0.095440.0711(+)
& K Precision | 0.1284+0.0644 0.0979+0.0711(+)

The prediction quality of the kNN model can be estimated
more precisely than those of SVM or Random Forest, which
is natural, as the instance selection methods internally use
the nearest neighbor mechanism to evaluate each of the
instances. Random Forest ranked lower than kNN in terms of
performance estimation but ranked higher than SVM. SVM’s
high performance estimation error was caused by the fact that
the SVM considered in this study utilized a linear kernel,
and thus it was a linear classifier, while Random Forest is a
nonlinear classifier. By their very nature, methods of instance
selection are nonlinear, and thus they can overestimate the
results obtained by the linear model.

V. CONCLUSIONS

In this study we have shown that compression forms a strong
linear relationship with the standard prediction accuracy. We
have also shown that other measures of prediction quality do
not correlate strongly with the standard compression obtained
by instance selection.

To address this problem, we proposed a modified measure
of compression called balanced compression. The purpose
of balanced compression is to express the characteristics of
the dataset preserving distribution of the class labels. This
allowed to obtain almost linear relationship between the bal-
anced compression and the accuracy measures such as average
precision and average sensitivity. The importance of this linear
relationship can be efficiently used in meta-learning systems,
where the balanced compression allowed for a significant im-
provement in the estimation of average precision and average
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sensitivity compared to estimation performed using standard
compression.
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Abstract—A deep evolving stacking convex neo-fuzzy net-
work is proposed. It is a feedforward cascade hybrid system,
the layers-stacks of which are formed by generalized neo-fuzzy
neurons that implement Wang—Mendel fuzzy reasoning. The
optimal in the sense of speed algorithms are proposed for its
learning. Due to independent layer adjustment, parallelization
of calculations in non-linear synapses and optimization of
learning processes, the proposed network has high speed that
allows to process information in online mode.

I. INTRODUCTION

EEP neural networks (DNNs) are currently the most
Dintensively developing direction of Computational
Intelligence due to their universal capabilities in solving a
variety of information processing tasks. At the same time,
DNNs are not without significant drawbacks, the main of
which is the low speed of training due to the need to use
error backpropagation across multiple layers. In this regard,
increasing of the training speed of DNNss is a topical task.

It should be noted here that historically the first deep
networks [2] were information processing systems based on
the group method of data handling (GMDH) [5], [6], where
training was conducted sequentially from input to output, all
nodes of the system being independently tuned. Another
advantage of the GMDH-networks is the possibility of
increasing the number of layers to achieve the required
accuracy of the resulting solution. Thus, this network
evolves over time [7], [8], increasing the number of layers.
It is important that the previously formed layers are not
tuned anymore in the process of evolution, that significantly
reduces the total training time. Deep neural networks based
on GMDH were proposed in [9], [10] that exceeded the
known DNNs in learning speed. However, in situations
when data under processing are received online in the form
of an information stream [11], [12], this learning speed may
not be sufficient.

In such situations, it is more preferable to use the idea of
cascaded neural networks [13], where each cascade is
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formed by a pool of neurons, and the input signal of each
cascade is formed from the inputs of the network and the
outputs of the previous cascades.

The usage of the traditional elementary perceptrons by
F. Rosenblatt in the cascades leads to a significant increase
in the number of these cascades, that again increases the
learning time, although in principle the cascade network can
operate in online mode. In connection with this, it was
suggested in [14], [15] to optimize the output signal in each
cascade, and instead of the usual neurons to use neo-fuzzy
neurons (NFNs) [16]-[18], that have high approximating
properties.

At the intersection of cascade neural networks and deep
stacking neural networks [2] deep stacking hybrid networks
have emerged [19], [20], where hybrid generalized additive
wavelet-neuro-neo-fuzzy systems (HGAWNNFS) were used
as stacks-cascades [21]-[25], synthesized on the basis of
hybrid systems of computational intelligence and
generalized additive models [26]. These systems showed
high quality of information processing and high enough
speed, although the computational bulkiness of stacks-
HGAWNNES reduces the speed of the network learning.

In this regard, it is interesting to introduce a deep
evolving stacking cascade system, that has high learning
speed, good approximating properties and that is simple in
numerical implementation.

II. THE DEEP EVOLVING STACKING CASCADE NETWORK
ARCHITECTURE

In Fig. 1 the architecture of deep stacking cascade
network is presented. It contains & layers-cascades-stacks
[2], [27], [28], each of them is a hybrid system of
computational intelligence with high approximating
properties.

It can be seen that adding new stacks to the architecture
does not require retraining of the already formed layers.
Thus, this architecture evolves over time [7], [8], [15] by
adding new stacks to achieve the required accuracy.
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Fig. 1 Deep evolving stacking cascade network

To the input of the network’s first layer S, an input vector
2(k) = (% (k) s, (K)o, (k) €R" s fed  (here

k=172,... is either the number of the observation in the

training set, or the current discrete time index). On the output
of this layer an output signal

S (k) = (51 (K)o 31 (K. 300 (K)) < R” i formed. Tn
the situation when the signal j)['](k) at the output of the

trained S, satisfies in accuracy all the requirements, i. e. the

process of the network forming ends. Otherwise, the second
layer S, is formed, the input of which is an extended vector

(" (k).51" (k) €R™" and the ouput of which is
3P (k)eR". To the third stack S, a signal
A (k)3T (k). (k) e R s fed.

And, finally, the input of the S, is a vector
(& (). 57 (K)o 38717 (K)) € R¥D7 and the output

of the whole network is $!*! (k)eR".

Thus, the network provides a non-linear mapping
R" — R™, and the number of layers is limited only by the
maximal permissible dimension of the input signal of the
g th stack. At the same time, when the learning process is

paralleled, this restriction is not essential.

It is important that the training of layers-stacks is realized
practically independently of each other, and error
backpropagation is not required in principle.

III. GENERALIZED NEO-FUZZY-NEURON AS STACK OF
PROPOSED NETWORK

As a “building block”-stack of the system under
consideration, we propose to use the generalized neo-fuzzy-
neuron (GNFN) [29], that is a generalization of the neo-
fuzzy neuron (NFN) [16-18] for the multidimensional case.
In Fig. 2 the architecture of the first S, GNFN-layer is
presented. It contains n inputs and m outputs. All other

GNFN-layers S,,...,S . coincide in architecture with S, and

differ only in the number of inputs. It should be also noted
that GNFN has high approximating properties, simplicity of
numerical implementation and parallelization of information
processing.

A sequence of input signals
x(k) =(x1 (k)seonx; (k). x, (k))T eR" is fed to the input
of a GNFN that is formed by the first layer-stack S,. This
stack consists of n multidimensional parallel non-linear
synapses MNSi[l] , i=12,..,n, each of which has only one
input, m outputs, 2 membership functions ,Uz[,-l] (xl. (k)),

[=1,2,...,h and mh adjustable synaptic weights w%,

j=12,...m.
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Fig. 2 Generalized neo-fuzzy neuron (GNFN)

The
5l R KU T
(k) (yl (k)""’y/ (k)""’ym (k)) s

together with the vector x(k) is fed to the inputs of the layer

output of the first layer is a vector

that further

T
S, in the form of (xT (k),jz[l]T(k)) . Thus, S, contains nh
membership functions and nhm synaptic weights.
Non-linear mapping, realized by this GNFN, in general
case can be written in the form

51 (k)= 3 Sl 3

i=l I=1

k) Vj=12..m (1)

and it significantly depends both on the type of membership
functions used and the algorithm for synaptic weights
learning.

It should be also noted that multidimensional non-linear
synapses MNSI.[]] in general case are zero-order Takagi—
Sugeno—Kang (i.e. Wang—Mendel) neuro-fuzzy systems, that
provide high approximating properties.

As the membership functions in the simplest case we can

use triangular ones:
=
.X _‘xl 1,0

ﬁlf X €|:x1[]11’x1[1]:|’

1 —
w (%)= xz[i]u_ 0 =1 J

TR if x € |:xh > X1
'x1+l i ‘xlr
0 otherwise.

They satisfy the conditions of unity partition
Iul[]]lz ( )+/”1[z]( 1): lif x; € |:x1[]lz’xIE]]i|’

/ul[zl] ( i)+/ul[-1+—]1,i (xi) =1lif x, € [)_CIE ]’xl[-}-]l I:I
where )?,E.l], [=1,2,...,h are membership functions’ centers,
that are in the simplest case evenly distributed on the x, -
axis.

The usage of triangular membership functions leads to the
fact that at each instant of time k only two neighboring
functions fire. This allows to adjust not all nhm synaptic
weights on each iteration, but only 2nm of them. It is clear
that the learning speed can be increased in this case.

IV. DEEP STACKING CONVEX NEO-FUZZY NETWORK
LEARNING

The learning process of the system under consideration is
its synaptic weights’ adjustment. Due to the cascade
architecture of the system, each stack can be trained
independently of the others. It is clear that in online mode
the learning algorithms used must provide the maximum
possible speed, i.e. they have to be based on the Gauss-
Newton algorithms of second-order optimization for convex
functions. In this case, the network itself is a convex one
[30].

The learning process will be considered using the example
of the first layer of the system S,. For this, let’s introduce a

(hnx1) -vector of functions

 (x()) = () () ] (5 (8)).o ) (5, 0)):
1 (5, (6)) ot (3,(6)) o s (5, (1)) amd (i) -

matrix of synaptic weights

membership

Win Wi Wiin
W[l] Wg I]I WQZ]] ngln
whi ol e wll,
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Thus, the mapping, realized in the first layer, can be

written as

S 1,

3 (k) =Wl (x(k)) -
Next, let’s introduce the learning error of the jth

component of y['] (k) of the output signal U (k):
e (k) =y, (k)= 31 (k) = 3, (k) =Wl (x(k))

(here WEI] is the j th row of the weights matrix whl, y; (k)
jth the

(k)= (3, (k)3 (k) 3, (K))

squared learning criterion of the j th output

£ (1) =241 ®)) =20, (1) - (x(8)) @

The gradient procedure for minimizing the criterion (2)
has a general form

W (k)= (k1)

is the component  of reference  signal

and the standard

where 7" (k) is learning rate parameter for S, .

It is possible to increase the speed of the learning
procedure (3) using either the standard recursive least-
squares method (RLSM), that is a second-order optimization
procedure:

. () T (x(k)) PV (k1)
W[I](k)_ 1+,u[l]T(x(k) [l](k ,Ul](k)
P (k1) (X(k))ﬂ“”(X(k)) “)
1+,u[l]T( (k)) P (k1) " (k)

W (k=1)+

P (k) =P (k-1)-

x P (k-1),

or the optimized algorithm with tracking and filtering
properties [31,32]:

()=l 1)+ (1 0) ) () (x(0),
A= ) (1) 07 (1) ) ((0)

where 0 <o <1 is smoothing parameter.
The algorithm (5) can be rewritten in the matrix form

W (k) =Wl (k—1)+ (0 (k) (k) T (2 (k).
(©6)

(k) = (e =1)+ | (e ()]

&)
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that with & =1 coincides with the multidimensional version
[33] of the Kaczmarz — Widrow — Hoff learning algorithm:

Wl (k) =Wl (k —1)+ el (i) " (x(x)) _

[ (= (k)

=W (k=1)+el (k) s (x(k)).

(N

where ()" is pseudo-inversion symbol.

It should also be noted that the Kaczmarz algorithm is
optimal by speed in the class of gradient adaptive learning
procedures.

All other layers SZ,...,Sg are adjusted in the same way,

however with the increase in the dimensionality of the vector
el (x(k)) defined as (h(n+(g —l)m)xl), the advantage

should be given to the procedures (6), (7), since RLSM (4)
can be numerically unstable at high dimensions of the input
space.

V.EXPERIMENTS

To demonstrate the efficiency of the proposed system, we
solved the classification task for the wine data set [34]. This
data set has 13 attributes, 178 instances and 3 classes of
wine. We used 80% of the data set to train the system and
20% for testing. For training the Kaczmarz — Widrow — Hoff
algorithm (7) was used. The results of the experiment are
shown in Table I. Classes predicted by the trained system on
the test set are shown in Fig. 3 as a scatter plot of the first
two principal components calculated using PCA.

@ Class1
10 Class 2
Class 3
L ] » *
05 . ®
L ]
%
00 .
) »
»
—0.5
-1.0
15 -10 05 00 05 10 15

Fig. 3 Classes of wine predicted by the proposed system

VI. CONCLUSION

In the paper a deep evolving stacking convex neo-fuzzy
network is proposed. It is a multi-layered hybrid system of
computational intelligence. This network has a feedforward
cascade architecture, the layers-stacks of which are formed
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by generalized neo-fuzzy neurons that implement Wang—
Mendel fuzzy reasoning. Since the output signals of the
stacks depend linearly on the adjustable synaptic weights, the
optimal in the sense of speed algorithms are used for their

learning.

Due to independent layer adjustment,

parallelization of calculations in non-linear synapses and
optimization of learning processes, the proposed network has
high speed that allows to process information in online

mode.
TABLE 1.
RESULTS OF THE EXPERIMENTS
Number
of Number Number .

Train accuracy Test

member- of of by cascade accurac,

ship cascades weights ¥ y

functions
Ist 0.9648

5 3 720 2nd 0.9859 0.9722
3rd 1.0
1st 0.9859

7 2 609 0.9722
2nd 1.0
1st 0.9859

10 3 1440 2nd 0.9930 0.9444
3rd 1.0

25 1 975 Ist 1.0 0.9167
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Abstract—Applying the cardinality of finite sets, interval num-
bers can be assigned to rough sets represented by nested sets.
Borrowing two different comparison methods from Multiple
Attribute Decision Making analysis, rough sets are compared and
ranked on the model of interval numbers. Some special cases are
investigated. Illustrative examples are presented relying on both
methods. The calculated results are compared and interpreted.

Index Terms—Rough sets, interval arithmetic, Possibility
Degree Method, Midpoints Comparison Method.

1. INTRODUCTION

OUGH set theory (RST) was proposed by Pawlak in

the early 1980’s [1]. Information system in the Pawlak’s
sense can be viewed to some extent as a Multiple Attribute
Decision Making (MADM) scheme (see, e.g., [2]).

In RST, rough sets represented by nested sets can be
considered as an interval set structure to represent nonnumeric
uncertainty on the model of interval numbers [3]. In our
approach, however, by the cardinality of finite sets, interval
numbers are assigned to rough sets represented by nested sets.
Then, borrowing Possibility Degree Method and Midpoints
Comparison Methods from MADM, rough sets can be com-
pared and ranked numerically based on these interval numbers.

Section II presents some elementary notations for reasons
of clarity. Section III and IV state fundamental knowledge
about rough sets and interval arithmetic, respectively. Sec-
tion V shows two comparison methods of interval numbers,
namely, Possibility Degree Method and Midpoints Comparison
Method. Then, it deals with the comparison and ranking
of rough sets applying these two methods. It also contains
simplified illustrative examples.

II. BASIC NOTATIONS

Let U be a nonempty set, and P(U) denote the power
set of U. Set operations union, intersection, difference, and
complementation are denoted by U, N, \, and ¢, respectively.
Let S € P(U), and § C P(U) be a nonempty family of sets.
|S| denotes the cardinality of S. US and NS are defined by:

US={u|35eSues)}, NS={u|VSeS(uel)}.

If S is empty, the conventions Uf) = () and N@ = X are used.
The shorthand expression “iff” is used for “if and only if”.
From now on, throughout the paper let U be a finite

nonempty set of objects called the universe.
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III. ROUGH SETS

Notions of rough set theory can be represented in many
forms. For our purposes, their constructive granule based
definitions [4] are formulated as follows.

Let E be an equivalence relation on U. The partition of U
generated by E is denoted by U/E. The subset [u]g € P(U)
is an equivalence class from U/E containing u € U. The
members of U/E are called elementary sets or simply base
sets. Any union of base sets is referred to as definable set.
By definition, @) is definable for any equivalence relation on U.
Their collection is denoted by Dy (S P(U)).

The principal notions of RST are defined by:

| P(U) = Dy/s, S+ W{[ulp € U/E | [u]p C S},
u: P(U) = Dyg, S U{{ulp € U/E | [ulp NS # 0}

Values 1(S) and u(S) are commonly called the lower and
upper approximations of S. With the above notations, the
ordered quintuple PAS = (U,U/E,Dyg,l,u) is called a
finite Pawlak approximation space.

Having given an approximation pair, to identify and charac-
terize the features of set approximations in RST, the following
fundamental notions are defined:

e boundary of S is bnd(S) = u(S) \ I(S);

o S is exact (crisp), if 1(S) = u(S), i.e., bnd(S) = 0;

o S is rough (inexact), if it is not exact, i.e., bnd(S) # (.
In RST the notions of exactness and definability coincide.

For any set .S, an approximation pair divides the universe U
into three mutual disjoint regions:

o« POS(S) =1(S) — positive region of S,

e NEG(S)=U\u(S)=u®(S) — negative region of S;

e BN(S) = bnd(S) — borderline region of S.

There are (at least) four equivalent definitions of rough sets,
see, e.g., [5], [6]. In the following, the nested pair of sets
(1(S),u(S)) will be used to represent rough sets. It is a family
of inexact sets in such a way that for any T € (I(S), u(S5)),
[(S) =I(T), u(S) =u(T) and I(S) C T C u(S) hold.

Proposition III.1 ( [7], Proposition 3.2) Let S1 C Ss. The
pair (S1,Sa) is a rough set of the form {I(S),u(S)) for a set
S (S1 €S CSs)ifand only if S1 and Sy are definable and
Sa \ S1 does not contain any singleton base set.
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IV. BASICS OF INTERVAL ARITHMETIC

An interval number or interval [2], [8] is a closed real
interval of the form a = [a},a%] = {z € R | a! <z < a¥}. If
al = a*, [a!,a"] contains a single real number a = a' = a™.

Two intervals a = [a!,a%] and b = [b',b%] are said to be
equal, in notation a = b, if al = bt and a* = bv.

The most common special terms for an interval a are:

e m(a) = %(al + a") is the midpoint or center of a;

o w(a) = a" — a! is the width or diameter of a.

Binary operations +, —, -, / , addition, subtraction, multipli-
cation, and division, respectively, can be defined on the set of
intervals. Their endpoint formulae are the following [8]:

a+b=[a + a"+b");
a—b=a+(=b)=[a —b* a* V'], —b=[-b", —b];
a-b = [min{a'd’, a'd*, a"', a“b"},
max{a'b!, a'b", a"b', a"b"});

a/b = a-(1/b), where 1/b = [1/b%,1/b'] (0 ¢ b).

For nonnegative intervals a, b (0 < al, bh, multiplication and
division formulae are simplified to:

o a-b=[alV!,a"b"];

o a/b=[a'/b* a"/b'], provided in addition that 0 < b'.

V. COMPARING AND RANKING ROUGH SETS
A. Possibility Degree Method

Many different equivalent methods have been proposed to
compare two interval numbers [2], [9].

Definition V.1 (2], Definition 4.5) Let a=[a',a"], b=[b',b"]
be two nonnegative intervals with w(a) > 0 or w(b) > 0. The
possibility degree of a > b is defined by

bt — gl

plaz ) =max {1 - max{ B2 ol o).

It is also said that p(a>b) is the possibility degree of a over b.

Theorem V.2 (2], Theorem 4.1) Let a = [a',a"],b = [b', bY]
and ¢ = [c!,c"] be three nonnegative intervals. For their
possibility degrees, the following properties hold:

1) 0<pla>b) <L

2) pla >b) 4+ p(b > a) = 1. Especially, p(a > a) = 3.

3) pla>b)=1ifb* <d

4) pla>0b) =0 iff a* < b

5) pla>b) > % iff a* + a' > b* + bl

Especially, p(a > b) = % iff a* + o' = b* + b
6) If pla > b) > 5 and p(b > ¢) > 3, then p(a > ¢) > 3.

It is said that

o a superior to b in the degree p(a > b), in notation a > b,
if pla > b) > p(b > a);

o a is indifferent to b, in notation a ~ b, if p(a > b) =
p(b>a)=3;

e a is inferior to b in the degree p(b>a), in notation a < b,
if p(b>a) >pla>0).
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Let {S1,...,S,} CP(U) be a family of sets. Let us form
the rough sets relating to them by their nested pair represen-
tations: RS; = (I(S;),u(S;)) (i =1,2,...,n).

The cardinality of finite sets, as some sort of “size” of them,
plays a key role in the rough set theory. Applying it, interval
numbers can be assigned to the above rough sets:

RS; — [RSi] = [JI(S:)], [u(S:)[] (i =1,2,....n).

To avoid heavy notations, the following simplified notations
are introduced: [I(S;)|, |u(S;)|, |bnd(S;)| are denoted by
Sé, S, S?"d, respectively.

By applying the method described by Xu in [2], ranking of
rough sets can be carried out in the following steps:

Step 1. Provided that w([RS;]) > 0 (i =1, ...,n), compar-
ing each rough set with all rough sets as (¢,7 = 1,2,...,n):

p([RSi] = [RSj])

1 5; —Si 0%,0%;
PV T w@S) (RS [

arranging the numbers p;;’s in a possibility degree matrix:

s

Dij

P11 P12 Pin

P21 P22 Pon
P =

Pn1  DPn2 Pnn

(0)3 course, p;j > O, DPij +sz‘ = 1, Pii = % for Z,j = 1, ey n.
Step 2. Summing the numbers line by line:

n
p’:ZpW (1:1,2,,71)
=1

Step 3. Ranking rough sets R.S; in descending (increasing)
order in accordance with the values p;’s (i = 1,2,...,n). The
ith rough set is ranked higher (lower) than the jth rough set,
if p; > p;j (pi <pj).

B. Possibility Degree Method — A Special Case

The sets S, S € P(U) form an orthopair, if S1NS = @. An
orthopair is a reasonable means to represent bipolar informa-
tion. Bipolarity arises in a natural way in RST as positive and
negative regions. According to the Dubois and Prade typology
[10], [11], orthopair models usually belong under the “Type
II: Symmetric bivariate unipolarity”. This bipolarity type well
fits the nature of bipolarity representation in RST [12].

Let (Sp,S2) be an orthopair. S; and Sy are called the
positive and negative reference set, respectively. Here, the
positive and negative adjectives claim nothing else, only the
sets S and Sy are well separated.

Let us form the rough sets relating to S1, Sz by their nested
pair rough set representations:

RSl = <|(S1), U(Sl)> and RSQ = <|(SQ), U(Sg))

By the above Steps 1-3, the following entities can be obtained
with which the constituents of an orthopair can be ranked:

p1 = pu1 +pi2 = p([RS1] > [RS]) + p([RS1] > [RS]),
P2 = P21 + P22 = p([RS:2] > [RS1]) + p([RS2] > [RS]).
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Several interpretations of the obtained results can be stated:

e p1 > p2 (p1 < p2) means that the positive (negative)
reference set is ranked higher than the negative (positive)
reference set.

o p([RS1] > [RSy]) = 1 iff S§ < Si.

It means that the positive reference set is certainly supe-
rior to the negative reference iff the number of elements
of U which can possibly be classified as belonging to the
negative reference set is less than or equal to the number
of elements of U which can certainly be classified as
belonging to the positive reference set.

« D([RS1)> [RS:]) =0iff p([RSz) > [RSy]) =1 iff SY < Sb.
It means that the negative reference set is certainly
superior to the positive reference set iff the number
of elements of U which can possibly be classified as
belonging to the positive reference set is less than or equal
to the number of elements of U which can certainly be
classified as belonging to the negative reference set.

o p([RS1] > [RSs]) = 3 iff SY + S} = Sy + S iff
S¥ Sy =6, — Sl LetS¥—Sy=5,-S =K.

K = 0 means that the possibility degree of the positive
reference set over the negative reference set is equal to %,
iff the number of elements of U which can possibly
be classified as belonging to the positive and negative
reference sets, respectively, are equal, and, at the same
time, the number of elements of U which can certainly
be classified as belonging to the positive and negative
reference sets, respectively, are also equal.

Similar interpretations can be made for K >0 and K <0.

C. Possibility Degree Method — Illustrative Examples

These examples deal with studying the symptoms of thyroid
dysfunctions. Although the problem emerged in Csajbdk et al.
[13], a substantially different solution is presented here.

Thyroid dysfunction diagnosis via clinical symptoms is an
important problem [14]. We deal with only hypothyroidism
and hyperthyroidism thyroid disorders [15]. The thyroid gland
produces thyroid hormone. Hyperthyroidism occurs when the
thyroid gland is “overactive”, i.e., releases too much hormone,
whereas hypothyroidism takes place when the thyroid gland
is “underactive”, i.e., does not produce enough hormone.

Let us consider a data table given in Table I, taken from [13].
It contains clinical symptoms which may indicate that some-
one, a patient, develops hypothyroidism or hyperthyroidism,
perhaps neither of them. There are, of course, more symptoms
of hypothyroidism and hyperthyroidism, but the example has
been simplified here for illustrative purposes.

Clinical symptoms which are taken into account are the
following: Weight change, Edema, Tachycardia, Increased
sweating, Mood. Hypothyroidism and hyperthyroidism can
accurately be diagnosed with laboratory tests. The last two
columns in Table I are based on these results.

In the example, the universe U is a set of clinically observed
patients: U = {Py, P», P3, Py, Ps}. Let S1 = {P», P;} and
So = { Py, P5} be the sets of patients who demonstrably suffer
from hypothyroidism and hyperthyroidism, respectively.

Example V.3 If the column “Weight change” is chosen,
the universe U can be partitioned into {Py, Ps}, {Ps, Ps},
and {P,}, reflecting the weight change being “no change”,
“gain”, “loss”, respectively. Then, based on this partition,

|(Sl) = {P27P3}, U(Sl) = {PQ,P?,}7 i.e., [RSl} = [272],
|(SQ) = {P4}, U(SQ) = {Pl,P4,P5}, ie., [RSQ} = [1,3].

Since 2+2 = 143, p([RS1] > [RS1]) = 4, by Theorem V.2,
(5). That is [RS1] is indifferent to [RSs)]. It can be interpreted
as follows: with respect to our knowledge represented in Table
I and partitioning U by “Weight change”, weight change does
not contribute specifically to developing any of hypothyroidism
and hyperthyroidism.

Example V4 If the columns “Edema” and “Mood” are
chosen, the universe U can be partitioned into {Ps}
and {Py, Py, P3, P,}, reflecting the edema and mood being
“Edema = yes”, “Mood = nervousness” and “Edema = no”,
“Mood = no”, respectively. Then, based on this new partition,

|(S1)=®, U(Sl)I{Pl,P27P3,P4}, i.e., [RSl]I [0,4];
|(S2):{P5}, U(Sg):{Pl,PQ,P37P4,P5}, i.e., [RSQ} :[1, 5]

With a simple calculation, we have

p([RS1] > [RSs]) =

B ma"{l - max{waRsfﬁlimsgnvo} ’0} )

and p([RSs] = [RS1]) =1 = p([RS1] = [RS,]) = 3

These results can be interpreted as follows: with respect to
our knowledge represented in Table I and partitioning U by
“Edema” and “Mood”, the overall contribution of the clinical
symptoms edema and mood to the presence of

o hypothyroidism has the possibility degree 3,

o hyperthyroidism has the possibility degree %.

)

ool w

D. Midpoints Comparison Method

In Theorem V.2, properties (3) and (4) mean that the possi-
bility degree of a over b is equal toOor 1 iff they do not have
a common area regardless of the distance between a and b.

To overcome this problem, Dymova et al. [16] proposed a
method to measure the distance between intervals which, in
addition, also indicates which interval is greater/lesser.

Let a = [a',a%], b = [b', b"] be two intervals and form their
subtraction: ¢ = a — b = [c!, ¢*] = [a' — b%, a* — b!]. Clearly,
' <0and ¢* >0, if ¢ and b overlap each other.

Then, the proposed distance measure between a and b is:

A(a,b) = % ((a" = b*) + (a* = b")) = m(a) — m(b).

That is, A(a,b) is simply the difference of the midpoints of
a and b. This immediately implies that for intervals a and b
with common midpoints, A(a,b) = 0 holds.

Remark V.5 It may seem that the measure A(a,b) is too sim-
ple. For its discussion, see [16]. In addition, on the important
role of midpoints in comparison of intervals, see [17].
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TABLE I
CLINICAL SYMPTOMS OF THYROID DYSFUNCTION AND DIAGNOSIS BASED ON TEST RESULTS
w | D e | mma| g S
P, |[no change| no 1o 1no normal no no
Py gain no no no normal yes 10
Py gain no yes no normal yes 1o
Py loss no yes yes normal no yes
P; | no change| yes no yes NEervousness 1no yes

E. Comparing the Two Methods

In [16], experimental observations show that the sign of
A(a,b) is positive (negative), if a = b (a < b). In addition,
abs(A(a,b)) is close to the Hamilton distance dy and Eu-
clidean distance dg of the intervals a and b, where

dg = % (abs (a' —b') + abs (a* — b")),

SVl =)+ (@ — )2

In regard to these experimental observations, let us compare
our numerical results which were calculated with the help
of the possibility degree method and midpoints comparison
method.

S1, S are the sets of patients who demonstrably suffer from
hypothyroidism and hyperthyroidism, respectively.

According to Example V.3, [RS] = [2,2]; [RS2] = [1,3],
where RS7, RS, are the rough sets concerning S7, So and
based on the partition of U formed by “Weight change”.

By applying the possibility degree method, p([RS:1] >
[RS,]) = 3, i.e., [RS:] is indifferent to [RSs].

By applying the midpoints comparison method, the intervals
[RS1], [RS2] are equal, i.e, A([RS1],[RS2]) =0, since their
midpoints are equal. Of course, the sign rule does not work here.

The one interpretation is in accordance with the other.

According to Example V4 [RS] = [0,4]; RSs] = [1,5],
where RS;, RS, are the rough sets concerning S7, So and
relying on the partition of U formed by “Edema” and “Mood”.

By applying the possibility degree method, p([RS:2] >
[RS1]) = 2, ie., [RSy] is inferior to [RSs], [RS1] < [RSa),
in the degree 3.

By applying the midpoints comparison method,

dp =

A(IRS)], [RS]) = m([RS1)) — m([RS2]) =2~ 3= —1.

According to the sign rule of the midpoint comparison
method, since the sign of A([RS:], [RS2]) is negative, [RS]
is lesser than [RSs]. This result coincides with the result
[RS1] < [RS2] obtained by the possibility degree method.

If the midpoints of two intervals are the same, there is no
sense in comparing abs(A([RS1], [RS2])) with the Hamilton
and Euclidean distances. This is the case in Example V.3.

In Example V4, abs(A([RS1], [RS2])) = 1. In this case,
Hamilton and Euclidean distances can be calculated. For
[RS1] = [0,4], [RS5] = [1,5], dg =1 and d = 2 ~ 0, 71.
The Hamilton distance is the same as abs(A([RS1], [RS2])),
and Euclidean distance estimates it to some extent.

VI. CONCLUSION

The paper has presented two comparison and ranking
methods for rough sets in Pawlak approximation spaces.
Although the two methods are borrowed from Multiple
Attribute Decision Making analysis, their application to rough
sets is a new approach. Based on the presented calculations and
interpretations, it seems that this approach deserves attention.
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Abstract—The improvement of the efficiency in teaching re-
quires knowing the understanding level of each student. However,
it is difficult due to limited time in a class. We propose a Virtual
Reality (VR) space imposing assignments on students, to know
their understanding level from their behavior which comes from
cognitive loads during their answering. The VR space presents
a student an assignment and a working space to answer it. In
general, students solve assignments, using elements on their short
term memory. When students solve same kind of assignments
many times, they build generalized solution methods in their
long term memory. When they engage in such assignments,
their cognitive load is low enough to make them watch only
the working spaces, keeping their hands working. On the other
hand, when students have no solution pattern, their short term
memory works hard. Their high cognitive load often stop their
hands, because of confusion. They also look assignments and
the working space many times, to reconsider solutions. Since
answering behavior of students exposes their cognitive load, a
VR space is ideal to estimate cognitive load. We conducted an
experiment to evaluate the ability of the method to estimate the
cognitive load. We examined the movement of the hand and the
edit distance of student’s answer from the correct sentence during
their answering. We confirmed a fair correlation of the hands’
stagnation with the confidence in students of good scores. We
also found a relationship of eye movement with the change of
the edit distance. The experiment result implies the possibility to
estimate the cognitive load. The estimation would enable teachers
to know students’ understanding faults, which leads to education
according to the understanding level.

I. INTRODUCTION

N EDUCATION, adjusting the difficulty of tasks in the

class maximizes the learning effect[1][2]. Students cannot
learn anything from too difficult tasks, nor anything from too
easy tasks. Therefore, teachers try to adjust the progress of
classes. For the adjustment, they need to know the cognitive
load on students. In the context, the cognitive load in learning
refers to the total amount of mental activity imposed on
students. In face to face class, teaches can estimate the load,
looking their behaviors. Teachers can also ask questions to
students, to receive feedbacks from students. Such direct
communications is the best way to know the cognitive load
on students, but it takes so long time to communicate with
large number of students. To avoid it, teachers assign students
paper tests or e-learning tests instead of direct communication.
Although these tests can check understanding level of many
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students at one time, teachers cannot know behavior of stu-
dents from these tests. These tests cause miss-understanding
of the cognitive load. One example is a correct answer by
luck. In addition, it is a hard work for students and teachers
to perform tests many times. It is troublesome to adjust the
difficulty level of the class for students. We must find the easy
way to estimate student understanding level correctly.

There are two types of memories in human brain: a working
memory and a long term memory. Each of the memories has
its own functions. We focus on difference of these functions
to estimate understanding level. The function of the working
memory is information processing to understand situations and
carry out tasks. Its capacity is limited[4] and the memory is
lost within about 20 s[5]. On the other hand, the long term
memory has large size, to store patterns which are often used
in the processing in the working memory. Each of the patterns
is treated as one chunk, when it is restored from the long term
memory to the working memory. The patterns are referred to
as schemata[6].

To solve tasks which are not mastered well, students need
to process information without schema. It is hard for students,
because the working memory should store a lot of information
at the same time[7]. Since the capacity of the working memory
is small, the tasks make the cognitive load high. By contrast,
when students master the tasks through repeated practices,
they restore the schemata corresponding to them from the long
term memory to the working memory. Since schemata com-
bine several pieces of information into one chunk, they help
students reduce the number of pieces on the working memory.
Consequently, schemata reduce the cognitive load[8][9][10].

When students make mistakes and show hesitation in learn-
ing tasks, they seem not to have established schemata on
the knowledge to achieve the tasks. They seem to have high
cognitive load caused by a lot of information on the working
memory. Based on the idea, this study proposes a method
to estimate student understanding level correctly from their
behaviors to answer tasks in learning using a VR space. In this
study, we utilize tests to sort English words in a VR space. In a
VR space, we can record detailed behavior such as gaze shifts
and hand movements. We analyze the behavior along with test
results, to estimate their cognitive load. The estimation reveals
student understanding level. In addition, this paper discusses
a way to examine what part of the learning task imposes the
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high cognitive load on the students, which enables us to find
what knowledge they lack.

In this paper, section II explains the relationship of operation
in a VR space with cognitive load. Section IIl clarifies the
method to figure out the understanding level from behavior.
Section IV presents an asessment system of understanding
level using a VR tool. Section V evaluates the method by an
experiment. Section VI discusses the result of the experiment.
Section VII concludes our works.

II. RELATIONSHIP OF OPERATION IN VR SPACE
WITH COGNITIVE LOAD

A. Cognitive load

When people understand matters, their brains memorize
the information on the matter. It imposes the loads on their
brain. The load is referred to as cognitive load. People cannot
understand the matter without memorizing it. Some people
take things as they are. Other people connect the related things
as single facts before they remember them. It is good to group
the related facts as single ones, in order to reduce the load of
the memories. People would memorize the pattern of related
things which are often used on the memories. The patterns of
related things and processing results are treated as chunks[11]

There are two types of human memory: the working mem-
ory and the long term memory. Each memory is specialized
for their role.

The working memory stores the information temporarily
to process it. People must store all information on tasks in
their working memory to achieve them[2][3]. Nevertheless,
the capacity of the working memory is small[4]. It is reported
the working memory only can store around four pieces of
information even in the case of young adults[12].

By contrast, the long term memory has large capacity.
The long term memory stores the pattern of thinking and
relationship of information. It is referred to as a schema.
A schema can combine several chunks as a bigger chunk.
The combination makes the load of the working memory
smaller[8][9][10]. For example, let us assume to remember
a sequence of six letters of “MEMORY™. If a child who does
not know English tries to remember this alphabet sequence,
the child has to memorize each character like 'M’, ’E’,
'M’, ’0O’, ’R’, ’Y’. On the other hand, if you know English
word “MEMORY”, you can combine that information as one
chunk, which reduces the burden on the working memory.
The difficulty of a learning task depends on the cognitive
load, while the cognitive load is determined by knowledge of
students. Students who have appropriate knowledge to solve
questions can decrease the number of chunks in the working
memory. Therefore, the cognitive load is also reduced.

Students can learn no knowledge from too difficult assign-
ments, because they cannot proceed the task. In the same way,
too easy assignments give no knowledges to students, because
there are no new things for them. Estimation of the cognitive
load can change the teaching, because we can adjust the
difficulty for each student to maximize the effect of learning.
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B. Human sense in VR space

In VR space, the movement of users is measured to make
the users feel they move in the space, as if they move in
the real space. The movement is measured with 2 wearable
devices: a head mount display, and handy mortion controllers.

The head mount display, which is used to display the VR
space to users, measures the position and the rotation of
the user, to display the virtual space naturally to the user.
The space presented inside the head mound display changes
according to the head movement, so that the users take their
views just like in their ordinal life. They can see anything in
a VR space from any position and any direction in the way
they want. For this reasons, users can take three important
factors to feel reality, 3D spatiality, real time responsibility
and self-projecting[13].

Recent VR can detect hands movement using handy motion
controllers. Due to the motion controllers, users can interact
with VR objects. We can know quickly the detailed position
and rotation of the motion controllers. We can also detect the
grasping of users. Therefore, we can reproduce their hands in
VR space, through the projection of the virtual hand models
on the position where the users feel their real hands are placed.
In addition, the device enables us not only to rotate the virtual
hands as the actual hands rotate, but also to bend the virtual
fingers as the real fingers. Since the movement of virtual hands
is identical with real ones, the reality is provided wiht users.

Suppose students engage in learning tasks in in a VR class-
room. Using wearable devices, we can detect the movement of
the gaze and the hand of the students. Users can interact with
virtual objects without operative difficulties, because they can
grasp virtual objects as they do in the real life. The records
expressing their behaviors contain few noises. The movement
shows their hesitation, confidence and cognitive load in the
learning tasks. It shows purely their understanding level.

C. Related works

Many studies try educational data mining[14]. For example,
Ivancevic, Celikovic & Lukovic find the seats selection of
students in classroom, which is related to their assessment[15].

There are some studies to reveal the understanding level
of e-learning students. As one example, Nakamura[16] used a
camera to analyze the facial movement. His team succeeded
estimating 75% of the subjective difficulty of the students
from their facial behavior. However, facial behavior depends
on individuals. The method requires a specialized estimator
for each student. It has also a problem to record the behavior
of the students by a camera, from the viewpoint of privacy.

Eye gaze is used to know focus and attention of users[17]. In
the case of VR, eye gaze is one of the pointing way to interact
virtual objects without hand interaction. Some of head-mount
displays can detect gaze of users(e.g. FOVE[18]). However,
they are expensive. Since most of them cannot detect the
gaze, they use head-based interactions as a proxy of gaze
pointing[19][20]. This pointing is an operation, which is a
conscious behavior. To estimate the students understanding, it
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is also important to analyze the unconscious behavior such as
taking a look at hints.

We need a method to estimate each student understanding
level. To do this, we should find predictors which explain the
understanding level of individual students.

III. CLARIFYING UNDERSTANDING LEVEL FROM
BEHAVIOR

A. Recording behavior consisting of small tasks

We propose the method which estimates student understand-
ing level from their behavior. A task of a specific student
consists of small tasks. When the student finishes each of the
small tasks, the main task is over too. We focus on these small
tasks such as looking at a question and picking up a word card.
We record the order of these small tasks as behavior, which
is the target data to be analyzed.

After teachers estimate the understanding level from behav-
ior, they can improve their classes with the records so that the
classes suit for the student understanding.(Fig. 1)

Student Task in VR

eaching Value of
with sensor
under-
standing
®

nderstanding | |
level :

Teacher Understanding level assessment

Fig. 1. Operation of proposal method

B. Estimating understanding level of each student

This paper takes an example which is a sort test of English
words to explain the way to assess student understanding level.
The tests are conducted in a VR space. Every student who tries
the test wears a head mount display and hand gears specific to
the VR space. The pair of the head mount display and the hand
gears enables the student to experience the sort test provided in
the VR space. At the same time, the pair is equipped functions
to record the movement of the head and the both hands of the
student.

We record movement of the hands and the head of the
student in VR test (Fig. 2). When students have low cognitive
load, the movement of their hands and head is smooth. On
the other hand, when students have high cognitive load, the
movement often stops. Our research estimates the cognitive

Assessment

( VR \ [Understanding Level \

English Sort Correct
Test Test Result Part Full
Under- Under-

High Stand Stand

Cognitive<

Low
ognitive)

Motion

Controller Load Wrong\ Load
Under-
Head mount Stand
Display \ Wrong /

Fig. 2. Method overview

load from the movement. Furthermore, we reveal what stu-
dents do not understand through analysis of test results and
the cognitive load, which is estimated from their behavior.

C. Assessment of cognitive load

We can estimate the student understanding level with
the analysis of the cognitive load, deeper than that without
behavior. We quantify the cognitive load based on machine
learning. Since cognitive load is phenomenon in brain, it is
not observable. It is difficult to quantify. However, students
who solve questions with low cognitive load have high
confidence, while high cognitive load makes confidence low.
We can know the cognitive load from confidence of students
appearing on their behavior. We examine the following two
relationships to assess the cognitive load.

(1) Relationship between the hand movement and the
confidence

As we mentioned, high confidence is assumed to make hands
movement smooth. We tried to confirm this assumption.

(2) Relationship between the gaze movement and the
edit distance

If students have high confidence, they do not look same
place repeatedly. This gaze movement seems to be related
to edit distance, which represents the number of how many
correction is needed to finish the English sort test. In the
test, we assume the more the edit distance is, the higher
the cognitive load gets, because it is more difficult for the
students to image correct sentences. To make the assumption
confirmed, we examine the relationship between the gaze
movement and the edit distance.

IV. ASSESSMENT OF UNDERSTANDING LEVEL USING VR
A. VR English sort test

We prepared a VR English sort test to know what
behavior students show while they engage is the test.
This test is constructed using Unity5.6.2 p2. Fig. 3
shows a snapshot of a participant sight when a student
takes the test. The movie of experiment is located at
www.de.is.ritsumei.ac.jp/publication/englishtest.mp4
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me es the dog

Fig. 3. Sight of students in VR test

In the experiment, participants move the words to correct
order of sentence. The blue squares are columns for answer.
Participants grab word cards by their hands to place them on
those columns. As a hint, a Japanese sentence is presented
above the word cards. The participants should look up the hint.
When they look up and look around, the head mounted display
they wear sense its position and direction. The data show the
participant gaze movement which include the information of
their understanding level.

B. Head movement and gaze movement

We used Oculus Rift, a head mount display. The participants
engage in the test, wearing it on their heads. They usually look
at a specific item in the VR space, to move the item from one
place to another. For the participants, this behavior in the VR
space is more natural than their behavior while they engage
in conventional e-learning using a mouse to scroll pages. This
head movement is related to the gaze movement. It implies
the difficulty the participants have. Since students who have
enough knowledge can imagine the correct English sentence
consisting of the given words, they can solve the test without
looking the hint many times. On the other hand, students fail
to imagine the correct one try to make their answers, looking
the hint many times and gazing many word cards repeatedly.

C. Hand movement

‘We used Oculus Touch, the motion controller. When users
wear a pair of the motion controllers on their hands, virtual
hands appear in VR space. The virtual hands move in the
VR space according to that of the hands of users. Using
the motion controllers, the users can grab and put things in
the VR space by their hands. Since the movement of the
virtual hands is coincident with that of the user hands, the
VR test is better than conventional e-learning in terms of
the ease of control. Because of the ease, the hand movement
which students take while VR test contain information which
achieves clear analysis of the student understanding level.

V. EXPERIMENT

A. Experiment contents and purposes

We experiment on the confidence of participants for a sort
test of English words in the VR space.

There are two purposes in this experiment. One is to confirm
the relationship between the movement of hands and the
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confidence. The other purpose is to examine the possibility
to assess the confidence from their gaze movement.

In the experiments, 11 college students took assignments to
sort English words in the VR space. We conducted 2 kinds of
experiment. The first one provides 12 assignments taken by
four students. The second one provides 15 assignments taken
by 7 students. Some assignments are difficult, while others
are easy. We recorded the movement of their heads and right
hands every 20 milliseconds. Every time the students finish
assignments, we asked their confidence for their answer. In
the first experiment, they evaluate their confidence on a scale
of 1 to 5. In the second one, they used 4 grade evaluation. No
students took both assignments.

B. Relationship of hand movement with confidence

We calculated the ratio of the time in which the hand is
stopped to the whole answering time, where the stop of the
hand means the sum of the absolute values of the hand location
change in X, y, and z directions in 20 milliseconds is less than
2 millimeters. We examined the correlation between the ratio
and the confidence.

Unfortunately, we experienced data missing for 2 students.
Excluding the two student data, we analyzed the correlation
of 9 students. The results are shown in Table 1.

In the results, the correlation coefficient goes below -0.7
for seven of the nine students. It means 78% students have
low confidence when they hold their hand in assignments. We
confirmed the correlation coefficient between their confidence
and the hand movement, which means we can estimate the
confidence of students from their hand movements.

The two students who were low in the correlation got poor
scores in the assignments than others. These students may have
answered in the assignments without deep considerations.

C. Relationship between gaze movement and edit distance

Students who have low confidence to solve the assignments
would repeat to look at the hints and the word cards alterna-
tively. They are likely to show many gaze shifts which come
from the alternative looking. On the other hand, students who
have enough knowledge can imagine the correct sentences.
They can solve the test without such an unnecessary gaze shift.
Unnecessary gaze shifts of students seem to be related their
indecision. We detected the amount of unnecessary gaze shifts
by the method explained in Fig 4.

During the assignment, every student would look at the hint
to determine a specific card word to grasp. Every 20 millisec-
onds, the method identifies the direction the head faces. It
is calculated from the rotation of the head mount display.
The method also figures out the vector which corresponds
to the direction to the word card the student grabbed next.
This vector starts from the student head, and reaches to the
word card. The method calculates the cosine similarity of two
vectors. When the direction of the two vectors is identical,
the cosine similarity takes 1.0, the highest value. It decreases,
as the student gazes items located in other direction than that
of the word card. We calculated the amount of unnecessary
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TABLE I
RELATIONSHIP OF HAND MOVEMENT WITH CONFIDENCE

Students | Correlation Coefficient | Number of correct answers
A -0.806 8/12
B -0.91 8/12
C -0.911 7712
D -0.568 5/12
E -0.897 11/15
F -0.704 10/15
G -0.845 9/15
H -0.765 6/15
1 -0.380 5/15

Mean -0.754

Direction of Face
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At = cosf; — cosB,_, ,cosf; < cosb,_; —0.01
- 0 ,cos60; = cosB,_; —0.01
Unnecessary gaze shift V. = ). At

Fig. 4. How to detect a unnecessary gaze shift

gaze shifts as the sum of decline of the cosine similarity
from the grasp of one word card to another. We ignore the
difference of the cosine similarity more than -0.01 during 20
milliseconds, because it means the student gaze the same item
in the duration.

When students lack enough knowledge, they would modify
the word order in their answers many times, because they
have poor confidence. The frequent modification increases the
edit distance of their answers against the correct answers. We
tried the multiple regression analysis, where the edit distance
is the response variable, while the explanatory variables are
the amount of gaze shifts and the time for the students use to
answer. The result is showed in Table II. All students except
the student E have higher P-value than 0.05. Moreover, the
adjusted R-squared coefficients are very low. It means there
are no relationship the gaze shift and the edit distances.

After the experiment above, we reconsider the estimation
model. We review processes in which students answer assign-
ments. Putting words one by one, students would make sen-
tences. In the process, students would look at not only placed
words but also pre-placed words the students are required to
be placed in the right order. Therefore, when we estimate
the cognitive load, we should consider all words, though we
addressed only placed words in the previous experiment.

We re-calculate the edit distance with all words including
the placed words and pre-placed words(Fig. 5). We tried the
multiple regression analysis to fit this new edit distance with

Virtual Space

Pre-Placed Words

Placed Words

S0 5050

Order the words from left

Tdon'® how long know the s dass _

The order of words in the sight Calculate Edit Distance

| don’t know how long the class is

Correct Answer

Fig. 5. Calculation of edit distance between correct answer and order of
words in sight

the amount of gaze shifts and the answer time. The result is
showed in Table IIl. The P-value is improved to below 0.05
for about 5 of 7 students. Moreover, the adjusted R-squared
coefficient is also improved, although its average is still around
0.04.

VI. DISCUSSION
A. Assessment the confidence from the behavior

The negative correlation became weaker in two of nine
students. They answered fewer correct answers. After the test,
we interviewed these students. This interview revealed that
one of them is likely to express low confidence even for
assignments he quickly gave correct answers. The student may
lose confidence than usual, because of successive high-level
assignments. However, the other student often expresses high
confidence even for wrong answers. The mismatches of the
confidence from the answers seem to be caused by lack of
knowledge. That is called Dunning-Kruger effect[21]. When
the test is too difficult for them, they cannot understand what
is correct, which makes them misunderstand the difficulty
of questions. Our method cannot estimate the confidence
whose scores are low. However, we can find the confidence
of students who scored well. In other words, we can choose
students suitable to estimate their confidence from their scores.

The adjusted-R squared was around 0.04 in the result of
multivariate regression to fit the edit distance of all words,
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TABLE II
RESULT OF MULTIPLE REGRESSION ANALYSIS

students | Unnecessary Gaze Shift Thinking time Adjusted R-squared
Coefficient | P-value Coefficient | P-value
E 0.09769 0.025 0.10198 0.019 0.03112
F -0.01961 0.667 0.06203 0.174 0.00739
G -0.00121 0.977 -0.0591 0.163 0.00331
H -0.00632 0.855 0.00354 0918 -0.00585
1 0.04637 0.364 -0.00804 0.875 -0.00427
J 0.07278 0.099 0.08668 0.05 0.01497
K -0.00632 0.855 0.00354 0918 -0.00585
Mean 0.02292 0.48 0.02382 0.389 0.0051
TABLE III

RESULT OF MULTIPLE REGRESSION ANALYSIS BY CONSIDERING ALL WORDS

Students | Unnecessary Gaze Shift Thinking Time Adjusted R-squared
Coefficient | P-value Coefficient | P-value

E 2.5853 0.00003 0.7614 0.21 0.08793

F 1.7009 0.022027 | 1.2457 0.0922 0.02405

G 0.9263 0.117 0.3426 0.561 0.002795

H 0.6490 0.1487 0.4752 0.2900 0.000610

1 2.3578 0.000910 | 2.9850 0.00003 0.1043

J 2.758 0.000635 | 1.065 0.179976 | 0.06258

K 1.0168 0.03497 1.8697 0.00012 0.04157

Mean 1.4993 0.04632 1.0931 0.060032 | 0.040479

using the amount of gaze shifts and the answer time. It means
there are still hidden explanation variables. However, the p-
value of the gaze shifts goes below 0.05. Therefore, the amount
of gaze shifts certainly is one of the explanation variables
for the edit distances. Note that the p-value and adjusted-R
squared for the edit distance calculated from all words are
better than those for the edit distance calculated from only
placed words. When students answer the sort test of English,
they do not stop thinking about words which have already been
placed to reduce cognitive load. They would be conscious of
all words to find the best combination of them.

In this experiment, we focused on movement students took
to put each words. However, it seems students answers are
influenced by the flow of sentences. It is expected to improve
the cognitive load estimation with consideration of each chunk
which is formed based on English grammar.

B. Lack of knowledge revealed with cognitive load

The result of this study shows that we can estimate the
confidence of students from analysis of their behavior. Since
the confidence is influenced by the cognitive load, we can
estimate the cognitive load by looking behavior of students.

As we discussed in section V.A, when students answer the
word sort test of English, they do not stop thinking of words
they have already placed to reduce their cognitive load. They
keep being conscious of all words, to find the best combination
of them. Considering all words is hard work, which arises
high cognitive load. Therefore, they try to combine words as
chunks. The chunks correspond to confidential parts in their
answer. Since each chunk occupies only one working memory,
they can decrease the load of memory. Students can store all
words in the assignment on the working memory, utilizing
chunks. At that time, they can solve it.

Students seem to divide the whole task into small tasks.
The process of their card placement appears, according to the
order in which the students solve the small tasks. If one small
task imposes high cognitive load on a student, the student
takes either of a long time to solve it or a miss operation.
Our method finds these tasks causing high cognitive load.
These tasks tell what kinds of lacks in knowledges students
have. Students can reduce the cognitive load when they store
appropriate knowledges in their long term memory. On the
other hand, if they do not have these knowledges, they have
operate lots of information in their working memory. In this
case, the cognitive load is high. Therefore, we can find the
lack of knowledges.

Improvement of our method would enable teachers to know
the lack in knowledge of each student. The method would
make it easy for teachers to take care of students in the best
way for each.

VII. CONCLUSION

We proposed a method which contributes to estimating
students understanding level. In this method, we analyze
behaviors of students in the English word sort assignment in
a VR space. The analysis reveals students understanding level
from their cognitive load. Students who have low confidence
due to their lack of knowledge hesitate about answering the
questions. Such students often stop their hands. They also
show more gaze shift which come from comparison of their
answers with hints. We had an experiment to confirm the
relationship of the hands movements with the confidence.
We examined the edit distances which represents how many
correction is needed to finish English word sort assignment,
We confirmed it influences the cognitive load. We also checked
the relationship of the gaze shifts with the edit distances.
According to the result of the experiment, we can estimate
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the confidence of students from their hands movements of
students except those who got poor scores. Moreover, the gaze
shifts can be one explanatory variables to explain the edit
distances. However, the gaze shifts cannot fully explain the
edit distances. We need to find more explanatory variables.

If we can estimate the confidence of students by analyzing
the observable value, we can know the cognitive load of
students, while they are answering the tests. The cognitive load
tells us where their weak points stay, which enables teachers
to improve their teaching for each student. Consequently, this
method promotes students understanding.
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Abstract—We consider the problem of discovering sequential
patterns from event-based spatio-temporal data. The dataset is
described by a set of event types and their instances. Based on
the given dataset, the task is to discover all significant sequential
patterns denoting the attraction relation between event types
occurring in a pattern. Already proposed algorithms discover all
significant sequential patterns based on the significance threshold,
which minimal value is given by an expert. Due to the nature of
described data and complexity of discovered patterns, it may
be very difficult to provide reasonable value of significance
threshold. We consider the problem of effective discovering K
most important patterns in a given dataset (that is, discovering
top-K patterns). We propose algorithms for unlimited memory
environments. Developed algorithms have been verified using

synthetic and real datasets.

ISCOVERING knowledge from spatio-temporal data is
Dgaining attention of researchers nowadays. Based on
literature, we can distinguish two basic types of spatio-
temporal data: event-based and trajectory-based [1]. Event-
based spatio-temporal data is described by a set of event
types F' = {f1, f2, ..., fn} and a set of instances D. Each
instance e € D denotes an occurrence of a particular event
type from F’ and is associated with instance identifier, location
in spatial dimension and occurrence time. Fig. 1 provides
possible sets D = {al,a2,...,d10} and F = {A, B,C, D}.
The same datasets are presented in Table I. Event-based
spatio-temporal data and the problem of discovering frequent
sequential patterns in this type of data have been introduced
in [2].

The task of mining spatio-temporal sequential patterns in
given datasets F' and D may be defined as follows. We assume
that the following relation (or attraction relation) f;, — fi,
between any two event types f;,, fi, € F denotes the fact, that
instances of event type f;, attract in their spatial and temporal
neighborhoods occurrences of instances of event type f;,. The
strength of the following relation f;, — f;, is investigated
by dividing the density of instances of type f;, in spatio-
temporal neighborhoods of instances of type f;, and density of
instances of type f;, in the whole spatio-temporal embedding
space V. If obtained ratio is greater than 1, then it is possible
that f;, — f;, constitute a pattern. We provide the strict
definition of density in Section III. The problem introduced
in [2] is to discover all significant sequential patterns defined
in the form f;, — f;, — --- — fi,, where the significance

I. INTRODUCTION
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TABLE I
AN EXAMPLE OF A SPATIO-TEMPORAL EVENT-BASED DATASET

Identifier ~ Event type  Spatial location ~ Occurrence time
al A 19 1

a2 A 83 1

bl B 25 3

b2 B 1 3

cl C 25 7

c2 C 15 7

d1 D 21 11

d2 D 13 12

threshold is given by an expert. In contrary to this approach,
we consider the problem of discovering K most significant
patterns in the given dataset. Providing significance threshold
for discovering patterns may be difficult due to the complex
nature of considered task.

The rest of the paper is organized as follows. Related
work is described in Section II. In Section III, we provide
elementary notions. Our algorithms and main results are pre-
sented in Section IV. In Section V, we provide experimental
results for both real and synthetic data. In Section VI, we give
conclusions and future problems. The main results of the paper
are:

1) We introduce the notion of top-K patterns in event-based
spatio-temporal data, namely we define the ranking of
top-K sequential patterns with minimal length given by
parameter min_len and point out the efficient pruning
strategy for creating the top sequences set.

We formulate the algorithm discovering such top se-
quential patterns in event-based spatio-temporal data.
Proposed algorithm has been verified using both syn-
thetic and real datasets. For experiments on synthetic
data we used the same types of datasets as used in [2].
As a real datasets, we used the two types of datasets
containing event instances related to air pollution data.

2)

3)
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Fig. 1.

II. RELATED WORK

The problem of discovering top-K most important frequent
patterns in various types of data has been well investigated in
literature. TFP algorithm for discovering top-K closed frequent
patterns for transaction databases has been given in [3]. In this
approach, the user has a possibility to provide a parameter
mingen specifying minimal length of discovered patterns (that
is, minimal number of items occurring in a pattern). TFP
discovers top-K closed frequent patterns by means of the
FP-growth algorithm (proposed in [4]) for frequent patterns
mining. The authors of [5] extends approach proposed in [3],
by considering the problem of effective discovering top-K
closed sequential patterns for transaction databases (the notion
of closed sequential patterns has been introduced in [6]) and
giving algorithm TSP for that purpose. In [7], the authors
provide an algorithm discovering top-K jumping emerging
patterns.

The problem of discovering sequential patterns in databases
containing transactions records has been well investigated. The
reader may refer to [8], [9], [10], [3] for the fundamental
notions in this topic. More recently, surveys on methods for
mining sequential patterns are given in [11], [12]. More recent
papers in the area of mining top important frequent itemsets
are [13], [14], [15].

Various types of methods have been developed for discover-
ing patterns in event-based spatio-temporal data. The authors
of [2] introduce the notion of sequential pattern for event-
based spatio-temporal data and provide algorithms for both
limited and unlimited memory environments. Obtained results
show usefulness of proposed approach, however experiments
(i.e. computation time) obtained for large datasets seem to be
unsatisfactory. On the other hand, results presented in [2] are
not well verified using real datasets. The additional drawback
of algorithms proposed in [2] is large number of noise and re-

Visualization the spatio-temporal event-based dataset from Table I and a set of possible significant sequences

dundant patterns obtained during mining process. The method
of discovering top-K introduced in our article eliminate these
deficiencies. A survey of methods for discovering patterns in
spatio-temporal data is given in [16], [17]. The problem of
discovering hierarchical spatio-temporal patterns has been con-
sidered in [18]. The problem of discovering spatio-temporal
patterns from trajectory data and objects movements data has
been considered in [19], [20], [1], [21], [22], [23].

III. BASIC NOTIONS

The dataset given in Fig. 1 is contained in the spatio-
temporal space V, which temporal dimension is of size 20
and spatial location is provided by numbers between 0 and
100. For simplicity in Fig. 1 we denote spatial location in
only one dimension. Usually, spatial location is defined by two
dimensions (f.e. geographical coordinates). By |V| we denote
the volume of space V, calculated as the product of spatial
area and size of time dimension. Spatial and temporal sizes
of spatio-temporal space are usually given by an expert. For
example, for Fig. 1 |V| = 20 % 100 = 2000. In the following
definitions and notions we use terms sequential patterns and
sequence interchangeably.

Definition 1. Neighborhood space. By Vi (. we denote the
neighborhood space of instance e. For Viy(.y having cylindrical
shape, R denotes the spatial radius and 7' temporal interval
of that space. The volume |V ()| of neighborhood space is
equal to 7 * R? x T

The shape of Vi is given by an expert and may be
adjusted to particular dataset. Consider example given in Fig. 1
where we denote neighborhood spaces Vi (a1), Viv(a2)> VN(a3)-
In Fig. 2, we provide an example of cylindrical neighbor-
hood space Vi (,1) with spatial location specified by two
coordinates. The volume of that space is |V (41)| ~ 384.65.
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The reader may refer to [2] for other possible definitions of
neighborhood spaces.

A Event
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Fig. 2. Possible shape of neighborhood space Viy(q1)

Definition 2. Neighborhood [2]. For a given event type f
and an occurrence of event instance e of that type, the
neighborhood of e is defined as follows:

N(e) ={plp € D
A distance(p.location, e.location) < R (1)
A (p.time — e.time) € [0,T]}

where R denotes the spatial radius and 7' temporal interval of
the neighborhood space Vi ().

As the neighborhood N (e) of instance e, we denote the
set of instances contained inside the neighborhood space
VN (e)-The neighborhood of instance al (shown in Fig. 2) with
respect to event type B is N(al) = {b1,b2,b3,04,b5,b6}.

Definition 3. Density [2]. For a given spatiotemporal space V,
event type f and its events instances in D, density is defined
as follows:

_ Heletype = f Ae is inside V}|

Density(f,V) = V] 2)

that is, density is the number of instances of type f occurring
inside space V divided by the volume of that space.

Definition 4. Density ratio [2]. Density ratio for two event
types fi,, fi, and their instances in D is defined as follows:

avge.type:fil (DETLSZ.ty(fw s VN(e)))
Density(fi,, V)

where — denotes the following relation between event types
fivs fia-

avgeey,, (Density(fi,,Vn(e))) specifies the average density
of instances of type f;, occurring inside the neighborhood
spaces Viy(. created for instances e € f;,. V denotes the
whole considered spatio-temporal space and Density(f;,, V)
specifies density of instances of type f;, inside that space.

If the value of density ratio for event types f;, and f;, is
greater than one, then instances of type f;, attract in their
spatio-temporal neighborhood spaces occurrences of instances
of type fi,. If the value is below one, then they repel
occurrences of instances of type f;,. If the value is equal to
one, then there is no correlation between these two event types.

Definition 5. Sequence (sequential pattern) Y and
tailEventSet(?) [2]. S denotes a m-length sequence of
event types: s[l] — s[2] — -+ = s[m — 1] — s[m].
tailEventSet('s’) denotes the set of instances of type & [m]
participating in the sequence 7.

Consider sequence si=A—>B given in Fig. 1. The length
of the sequence is 2 and tailEventSet(s}) = {b1,02,...,b14}
contains instances of event type B, which are in neighborhoods
of instances of event type A.

Definition 6. Sequence index [2]. For a given m-length
sequence 3, sequence index is defined as follows:

1) When m = 2 then:
SI(¥)=DR(F[1] = F[2)) (4)
2) When m > 2 then:

SI(F[1:m—1)),

SI(S) :min{ DR(F[m —1] — F[m]) %)

where sequence S is constituted of event types ?[1] —
S[2 = — F[m)

Example 1. Consider the dataset given in Fig .1. As an
example let us consider the process of expanding sequence
51. One may notice that density of instances of type B is
significant in the neighborhood spaces created for instances
of type A. 1-length sequence 5{ = A will be expanded to
s_f = A — B and as the tail event set of s_f the set of instances
of type B contained in N(al) or N(a2) or N(a3) will be
remembered (that is, tailEventSet(57) = {b1,02,...,b14}).
The neighborhood spaces will be created for each instance
contained in tailEventSet(s_f) and s_f will be expanded with
event type C, to create 5{ = A — B — C. Actual will be
tailEventSet(s]) = {cl,¢2,...,c13}. In the same manner, the
sequence will be expanded with event type D.

The sketch of the ST-Miner algorithm provided in [2] is
as follows. First, for each event type in a dataset F, a 1-
length sequence is created. Then, in a depth-first manner,
each sequence is expanded with each event type in F, if
the value of density ratio between the last event type in
the sequence and event type considered to be appended is
greater than the predefined threshold. The value of density
ratio between these two event types is calculated by taking all
instances from the tail event set of the sequence, creating their
neighborhood spaces and verifying the ratio of the average
density of instances of event type considered to be appended in
these neighborhood spaces and the total density of instances of
that type in the embedding space. If the value of density ratio
is below given threshold, then the sequence is not expanded

49



any more. If the opposite is true, the sequence is expanded in
the recursive way. The minimal value of density ratio between
any two consecutive event types participating in the sequence
is the sequence index (SI(?)).

IV. DISCOVERING TOP-K PATTERNS

In this section, we provide our algorithms discovering top-K
sequential patterns.

Definition 7. For a sequence T - f of length m + 1, we
say that f follows event type [m]. tailEventSet(s — f)
contains all instances of type f contained in the neighborhoods
created for instances from tailEventSet(?).

Definition 8. Supersequence and subsequence. For two se-
quences s o= s/l — s2 — — S¢[ms] and
= 5/[1] = 5[2] = --- — 5;[my], where m; > mj,
is upersequence of sZ (s; is subsequence of s_;) if only
] = [ IAs [2] =55 [2] ARRRRARH [mz] = S_]>[ml]

S
s
si[l
In Fig. 1, 31 is supersequence of 53 S9 (52 is subsequence
of 5_1)). Please note however, that for example s_f is not
supersequence of s_g (and s_3> is not subsequence of s_f).

Definition 9. Top-K sequence (sequential pattern). We say
that sequence S of length min_len is the K-th top sequence
(sequential pattern), if there exist K-1 sequences in the top
sequences set with length min_len and the sequence index of
each is equal or greater than ST (?)

Definition 10. Pruning threshold 6. Actual pruning threshold
6 for sequences considered to be in the top sequences set is
equal to the sequence index of any K-th top already discovered
sequence.

Lemma 1. For a given sequence S of a minimal length

min_len, if the sequence index SI(S) is below the actual
pruning threshold 6, then 5 and any of its supersequences do
not belong to top sequences and s should not be expanded
with new event types any more.

Proof: If the sequence index of considered sequence 5
is below pruning threshold 6, then S does not belong to
already discovered top sequences. By means of Definition 6
and Definition 8 any supersequence of 5 also does not belong
to top-K sequences set, so 3 should not be expanded with new
event types. |

Informally the approach discovering top-K sequences is as
follows: starting with 1-length sequences (that is, sequences
containing singular event types) expand each sequence in a
depth-first manner up to the moment when its length is at
least min_len. We start discovering sequences with the basic
value of pruning threshold 6 equal to 1. At the same time
we maintain the set of top-K already discovered patterns. By
D(f) we denote set of instances of type f in D.

In Algorithm 2, if the sequence index of considered se-
quence 9 s greater than pruning threshold 6 then & will be
expand