
Abstract—In autonomous driving, detecting vehicles together

with  their  parts,  such as a license  plate  is  important.  Many

methods with using deep learning detect the license plate based

on  number  recognition.  However,  there  is  an  idea  that  the

method using deep learning is difficult to use for autonomous

driving  because  of  the  complexity  in  realizing  deterministic

verification. Therefore, development of a method that does not

use deep learning(DL) has become important again. Although

the authors have made the world's best performance in 2018

for Caltech data with using DL, this concept has now turned to

another research without using DL. The CT5L method is the

latest type, that includes techniques of the continuity of vertical

and horizontal  black-and-white  pixel  values  inside  the  plate,

unique Hough transform, only vertical and horizontal lines are

detected,  the top five in the order of the number of votes to

ensure good performance. In this paper, a method to determine

the threshold value for binarizing input by machine learning is

proposed, and good results are obtained. The detection rate is

improved by about 20 points  in percent  as  compared to the

fixed  case.  It  achieves  the  best  performance  among  the

conventional fixed threshold method, Otsu's method, and the

conventional method of JavaANPR.

I. INTRODUCTION

HE  issue  of  practical  use  of  automatic  driving  is

discussed in ROAD2016 [1]. With the advancement of

technology, the number of test cases is said to be huge and

to  be  1012.  Because  of  this,  Virtual  Test  becomes  more

important. With the addition of AI technology, this type of

test case is expected to become even more extensive, and it

is also pointed out that the deterministic test becomes more

difficult.

T

With the technology that processes images obtained from

camera sensors and recognizes them in the external world,

many methods can  be  developed and  studied  by software

development on a computer. Our group has been promoting

the  Samurai  Project  on  ADAS  since  2016,  and  has

developed  image  processing  technologies  such  as  license

plate  detection,  lane  detection,  vehicle  detection,  vehicle

maker  logo  detection,  front  grill  detection,  etc.  .  Among

them,  LPD by  deep  learning  has  developed  an  improved

method that surpasses the highest  performance of the past

[2]. Currently, many LPDs detect plate areas by number and

character recognition.

Among the technologies  related to autonomous driving,

we  are  especially  developing  technologies  for  vehicle

detection and license plate detection. In addition to vehicle

detection,  the  significance  of  plate  detection  will  be

described.  As  a  second  step  after  vehicle  detection,  for

example,  plates,  lights,  etc.  of  the  vehicle  elements  are

individually detected. The verification of the element by this

detection makes it possible to verify whether the event that

detected  the  vehicle  was  correct.  This  can  increase  the

reliability of vehicle detection. In the vehicle detection, as a

detection result, both a correct detection of a vehicle (True

Positive:  TP) and a false detection (False Positive:  FP) in

which a non-vehicle is recognized as a vehicle are output.

That  is,  detection  of  precision  =  TP  /  (TP  +  FP)  is

performed.  In  this  equation,  if  the  detection  result  of  the

vehicle element such as plate detection is evaluated as the

reliability  in  the  second  stage  processing  and  the  false

detection (FP) is  eliminated,  the FP value of the equation

can  be  reduced  and  the  precision  rises.  This  is  the

significance of performing license plate detection in addition

to vehicle detection.

Deep learning is also effective in license plate detection

[2]. Convolutional Neural Network (CNN), which is used in

deep  learning,  performs  effective  computations,  but  it  is

difficult  to  clearly  describe  the  process  of  generating  the

correct  result  by  including  the  multiplication  of  many

coefficients  and  non-linearity.  Therefore,  there  is  a  high

possibility that the test of the autonomous driving vehicle

using deep learning can not estimate the total number within

the feasible range, which is a problem [3]. It has also been

pointed  out  that  there  are  problems  with  AI  and  safety

assurance by the Cyber-Pysical System research group and

the  researchers  of  software  engineering.  [4]  Therefore,

developing a scheme that does not use CNN is effective as

one method to avoid the risk arising from such an indication.

Estimated power consumption of PCs in electric vehicles

is 40% of the total increase [5], and a decrease is required.

Low power  consumption is desired.  Methods of  non-deep

learning etc. are also becoming more important as a study

target.
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Another background is that the illegality of ANPR was 

pointed out in 2008 [6] [7]. The use for the crime prevention 

such as the police is established as a legitimate use even after 

that. However, there is a move that appeals to identify 

personal information from the number as a privacy issue, and 

it remains unsolved, and there is a possibility that the future 

controversy will continue. It is unpredictable how future laws 

will change, and insurance technology development and 

development of backup technology are necessary to cope 

with the uncertainty. Therefore, in consideration of the 

privacy problem, we have taken measures to detect the plate 

only from the features of the license plate without using 

number recognition. 

In this paper, considering such background, it is 

characterized by examining in the range of methods that do 

not use number recognition and do not use deep learning 

such as CNN. 

In our group, we are conducting research and development 

on practical application of automatic driving in the Samurai 

Project. Regarding license plate detection, Samurai Project 

has developed both statistical and deterministic methods, as 

shown in Table 1. Although Linear Regression used to 

determine the threshold is due to machine learning, it is a 

fixed factor, a finite number of realizable deterministic 

processes, and not deep learning. The reason that deep 

learning can only be performed by statistical test is 

considered to be due to the large number of coefficients and 

the fact that the circuit contains nonlinearity. Along with the 

development of test environment in the future, in addition to 

pursuing high performance using deep learning, it is also 

necessary to carry out technological development without 

deep learning and secure flexibility in technology 

integration . 

 Further structure of this paper is as follows. Section II 

provides the overview of the relevant works. Section III 

provides our number plate detection algorithm. Section IV 

describes machine learning tools used in this paper. Section V 

demonstrates the experimental results. Evaluation, 

Conclusions and future research directions are outlined in 

section VI. 

II. RELATED WORKS 

A. Methods by Conventional Image Processing 

The license plate detection of a vehicle includes a method 

by conventional image processing and a method by recent 

deep learning, which are respectively useful techniques. First, 

as a conventional method of image processing, there is a 

method using Rectangle Detection by Rosito et al. [8]. They 

made it possible to detect a generalized rectangle including 

the case of tilting using the rectangle and symmetry of the 

rectangle in the Hough transform. This is used to detect 

License Plate and Rectangle-like semiconductor chips. 

There is a scheme of Frequency of Luminance changes in 

the Vertical and horizontal direction, which has been studied 

by Martinsky [9]. The surface of the vehicle is flat, and in 

the area of the License Plate, there are large brightness 

changes in numbers, letters, and the like. If scanning 

horizontally, the place where the change is large corresponds 

to the plate area. Also, if scanning vertically, the plate part 

will be the place of large change as well. 

 

B. Methods Using Deep Learning 

Next, we describe a high-performance method using deep 

learning. Zang et al use a CNN for three datasets of RGB color 

channels, and integrates the results by majority decision [10]. 

They show the advantage of three channel integration. 

Montazzolli et al. detect Brazilian plates using YOLO in 

real-time [11]. There are three stages, cropping small region 

around plate, detecting plate region, and character recognition 

on the plate by adjusting parameters of YOLO. 

Dong et al. also present two-stage detection of Chinese 

plates [12]. At the first stage, it detects plate region using 

Region Proposal Network in low resolution, then replaces by a 

high resolution image, and detects four vertices of the plate 

using Faster R-CNN, then obtains corrected plate region using 

affine transform. At the second stage, seven STN and CNN 

units work in parallel for seven characters for separation and 

recognition.  

The highest performance using Deep learning for 

standard dataset of Caltech is presented by Kim et al. [13], 

together with the search from the second to the seventh 

results. They use the faster R-CNN for the vehicle region 

detection and candidates for license plates in each detected 

region with the hierarchical sampling method (CNN) are 

generated. Finally, non-plate candidates are filtered out by 

training a deep convolutional neural network. Training two 

different CNN's for plates and non-plates, they remove FP 

results using non-plate CNN. For Caltech standard dataset, 

precision of 98.39% and recall of 96.83% are performed, 

which are the best world records at the time of publication 

2017. But the method by our group, which was announced in 

Table 1 Two alternatives of Samurai Project for plate detection 

methods 

item method1 method2 

process/ 

test 

statistic 

non-linear 

dis-continuous 

deterministic 

linear 

continuous 

algorithm deep Learning 

CNN 

CT5L 

(threshold binarization 

Hough transform 

machine Learning 

Linear regression) 

reference [2] [19], [20] 

[This paper] 
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2018, surpasses the method of Kim et al. Achieved 

performance [2]. 

By improving accuracy of character recognition, a method 

to detect character region at the first stage without vehicle 

region detection has become effective. Among them, [14] is 

an ambitious paper using deep learning of character 

recognition. At the first stage, from candidate region detected 

by weak character detection making saliency map, rectangle 

plate region is detected after removing FP by two-class CNN. 

At the second stage, using character separation and character 

recognition, together with labeling results based on 

connectivity, numbers and characters on the plate are 

confirmed. In total 37 class CNN is constructed with ten 

numbers and 26 uppercase letters and a single non character. 

Region detection at the first stage should be improved, while 

character recognition at the second stage improves by adding 

connectivity process. Using ten numbers and 26 uppercase 

letters for CNN, the recognition rate can be advanced, though 

more kinds of characters are needed depending on each 

country specification. For the first stage of region detection of 

a plate, character recognition may fail to produce FP's for 

logos and advertisements other than plates. In the case of 

serial construction, total performance is a product of each 

performance of each stage. Accuracy of each stage must be the 

highest. Even in the case of so-called Coarse-to-Fine serial 

construction, the first stage of Coarse should not be coarse but 

fine in accuracy, excluding FP and removing FN. 

ANPR software vendors have published Accuracy results 

based on image benchmarks. In 2017, Sighthound announced 

an accuracy of 93.6% for original images [15]. In 2017, 

OpenALPR's commercial software announced 95-98% 

accuracy rates in public images [16]. The Brazilian team 

announced a scheme with an average recognition rate of 

93.53% in April 2018, showing a significant improvement 

from the 81.8% obtained in the previous paper [17]. 

In the paper by Silva et al. at the 2018 ECCV, an example of 

detection in a moving picture is shown, but in the comparison 

of Accuracy, the result changes depending on the data set used 

[18]. As quoted in Table 2-1, the data averages 81-89% with 

the lowest at 57-75% and the highest at 96-98%. 

Looking at these results, LPD for autonomous operation is 

still in development, and future performance improvement is 

expected. In deep learning, it is expected that the amount of 

computation is large and thus the power consumption will also 

increase. According to materials of Michigan University [5], 

40% of the power consumption in the vehicle is the processing 

of PC, and the reduction is an issue. Development of LPD by 

conventional image processing technology not using deep 

learning adapted to such a requirement is required in the menu 

of the autonomous driving system. Further, a method using a 

technique for recognizing numbers and characters on a plate 

as a key is in conflict with German precedents, and a method 

for performing feature detection of a plate that does not 

perform number or character recognition is required. For 

these reasons, in this paper, we will develop LPD by Image 

Processing.  

 

III. PROPOSED METHOD CT5L 

 In addition to vehicle detection, the significance of plate 

detection is to individually identify vehicle elements such as 

plates, lights, radiators, logos, tires, window glasses, shadows, 

tail lamps, etc., as a second step after vehicle detection. Thus, 

it is possible to verify whether the event that detected the 

vehicle was correct. This can increase the reliability of vehicle 

detection (see Fig. 1). Vehicle detection includes, as detection 

results, both correct vehicle detection (True Positive: TP) and 

false detection (False Positive: FP) in which a non-vehicle is 

recognized as a vehicle. That is, precision = TP / (TP + FP). In 

this equation, detection results of vehicle elements such as 

plate detection are evaluated as reliability in the second stage 

processing. Specifically, if detection of each element is 

confirmed, one point is added, and if the sum becomes larger 

than n, it is regarded as correct detection, otherwise it is 

regarded that vehicle detection is erroneous. Eliminating false 

positives (FPs) can reduce the FP value of the equation and  

 

 

 
 
 

Fig.1 Integration of vehicle and element detection 
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raise the precision value. This is the significance of 

performing license plate detection in addition to vehicle 

detection. 

 We will describe the "Combining Top Five Lines (CT5L) 

Method" of the proposed method. This method is an 

improvement of the basic method presented in [19] and [20]. 

In the process of development, there were several branched 

versions, such as the oblique detection compensation method 

by Okunuki and the 3D compensation method by Max Geigis. 

In this paper, based on the examination of variations of this, 

we constructed a high-performance and stable method. Fig. 2 

shows a block diagram of CT5L Method. 

The number plate area determined from the vehicle area of 

the input image is compared with the threshold value and 

binarized (binary image). The binarized data is evaluated as 

to vertical change and continuation length, horizontal change 

and continuation length as processing before Hough 

transform. Based on this evaluation result, points that are 

candidates for plate boundaries are registered, and points 

that are not so are deleted (VH continuous condition). 

 

 

 
 

Fig.2 CT5L Method Block Diagram. 

 

Next, Hough transform is performed in the "Hough 

Transform" section. The Hough transform is performed only 

within a range in which the angles are limited to 0 ± ε 
degrees and 270 ± ε degrees. The transform is performed 
only on the red area shown in Fig. 2. As a result, unnecessary 

calculations are not performed, and thus speeding up can be 

achieved. When the search range is limited to plus and minus 

3 degrees, the amount of operation is reduced to 12/360 = 

1/30. Sorting is performed in descending order of the 

number of votes of distribution after transform, and the 

upper five lines are selected for each of vertical and 

horizontal. At this time, close lines may be dense, so if the 

absolute value of the difference between the line detected 

later and the upper-rank line up to that time is less than δ, it 

will be regarded as the same line and removed from the 

ranking process. In this way, five valid lines are extracted as 

candidates for the plate outline. Next, in the "Combination of 

intersection point", select a pair that forms a rectangle by the 

combination of 5 vertical lines and 5 horizontal lines, verify 

the aspect ratio and size, and determine the rectangle closest 

to the plate. If no candidate rectangle is established, no 

detection is made. 

Fig.3 shows how plate candidate areas are extracted from 

the input image. The region of the vehicle is extracted as a 

candidate of the object region by Faster-RCNN [21] or the 

like. This is also demonstrated by Kido [22] and shows good 

results. Also, YOLO [23] can be used. The vehicle area is 

normalized to a size of 400 × 300 pixels as shown in Fig.4. 

An area 200 × 75 pixels including the plate candidate is set 

in this area. An example of the detected plate is shown in 

Fig.5. 

 
Fig.3 Vehicle area (upper) and license plate candidate area 

(lower). 

Fig. 4 Whole vehicle area(400x300) and candidate area of 

license plate(200x75). 
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Fig.5 An example of detected plate in this paper. 

 

IV. MACHINE LEARNING FOR THRESHOLD VALUE 

Machine learning for threshold value applied to input 

image to get binary images is introduced. The binary images 

are important to be used in the following process. The 

threshold value was at the beginning of this project, the 

center value of luminance which is 127 or 128. Then, taking 

into account of input change of luminance, average value of 

input luminance or shifted average value by a fixed value are 

tried. But through experiments, detection ratio is affected by 

changing threshold values. The threshold may be affected by 

input environment which is beyond average luminance. To 

cope with this problem, automatic learning by machine 

learning tool is effective. In this paper a machine learning 

method is newly introduced to derive more effective 

threshold from input whole image, vehicle region image, or 

plate candidate region. 

Fig.6 shows the upper and lower two areas of the vehicle 

area and the lower area divided into 16 areas. As the 

explanatory variables used in machine learning, the average 

value and the variance value of the luminance of the area 

numbered in Fig. 6 are used. The threshold value was 

changed as the correct value for supervised learning, and the 

value at which the software was able to detect the plate 

normally was allocated. Therefore, a predicted value of 

threshold is set as an objective function. If the correct data 

 

 
Fig.6. shows the upper(0) and lower(1)-(16) two areas of the 

vehicle area. The lower area divided into 16 areas. 

 

has a width, the center value is taken as the correct value of 

the objective function. As a whole, machine learning system 

with at most 34 explanatory variables can be configured. 

Table 2 shows the sequence of data used. ML is a regression 

that predicts a threshold value, and in this case, a frequently 

used linear multiple regression function is used. 

 

   Table 2 Data structure for training and test. 

 
 

V. EXPERIMENTS 

The experiment was divided into three types. 

(1) Basic method: In the case of a fixed threshold as the 

basic configuration, 

(2) ML method: When ML is introduced and threshold is 

automatically determined, 

(3) Otsu method: The case where the famous Otsu's 

method is used as a method of binarization, will be 

described. 

As the input image, a road image taken using an 

on-vehicle camera and a vehicle image on the road 

synthesized by software for performing a virtual test were 

used. The road images are selected from the real images [24] 

on the road in the front and rear of a vehicle traveling in 

Europe, especially in Germany (see Fig. 5). The synthesized 

images were generated using IPG Automotive's CarMaker® 

[25], which is widely used as Virtual Test Software (Fig. 6). 

Images are collected that are difficult to detect. Also, the size 

is Hi-definition (HD: 1920x1080) standard. The correct 

value "thr" (in Table 2) which is teacher data was obtained 

by changing threshold over the entire range for each image. 

In this preliminary experiment to obtain correct data, the 

median value of the threshold value when normal plate 

detection can be performed is determined, and up to 66 

correct data can be obtained at present(n=66 in Table 2). 

Table 3 is the result of performing a detection experiment 

by JavaANPR of the prior art [9]. In the case of HD size, in 

the first column, in the second column when vertical and 

horizontal are reduced to 1⁄2, and in the third column, the 
vehicle region size (400 × 300) is cut out. Because we use 

JavaANPR's software as is in Table 3, it is not possible to 

compare the same lines simply with the detection situation 

proposed in this paper. The images used in this paper are 

with increased levels of difficulty, such as those that are shot 

in backlight, dark images, bright images, artificial 

synthesized images by CarMaker®, and so on. Common 
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road images achieved precision = 0.923 in the old version of 

CT5L in the experiment by Okunuki. 

 

  Table 3 results by JavaANPR [9] 

 1 2 3 

images original 
full_size 

1920x1080 

quarter 
960x540 

cropped 
400x300 

TP 0.303030303 0.015151515 0.272727273 

 

 
Fig.6 A car Image generated by IPG CarMaker 

 

(1) Basic method: CT5L method was executed with 

threshold fixed. In the experiments up to now, as the 

threshold value, for example, the intermediate value (127 or 

128) of luminance, a value of 95 or the like have been used 

in the preliminary experiment with a fixed value. In this 

Basic experiment, changes in the detection rate of the entire 

search were examined in which the threshold was changed 

from 0 to 255 on the obtained input image. As a result, as 

shown in Fig.7, using 89 as the fixed threshold value was the 

best result. As for the other values, it can be seen that the 

detection rate randomly fluctuates and gradually decreases as 

it gets away from 89. Also, there is a second peak at 104, 

105. 

 
Fig.7 The case of fixed threshold 

 

(2) ML method: The implementation of ML used the 

Linear Regression function of Scikit-learn included in the 

Library of Python. The explanatory variable is extracted 

from the numerical data described in Section 4, and learning 

is performed by Linear_Regression. When the predicted 

value of threshold output as a result is included in the range 

of the correct answer, it is regarded as the correct answer. 

That is to minimize the sum of squares of errors with the 

correct answer. The learning used Leave-One-Out 

Cross-Validation method (LOOCV) [26] which is a type of 

cross-validation [27]. In LOOCV, one test data is separated 

from learning data, and all remaining data are used for 

learning. Using the regression coefficient after learning, test 

data that has been isolated without being used for learning is 

input, a predicted value is determined, and the accuracy rate 

is measured. First of all, the performance was evaluated 

when the explanatory variable was limited to one. This is 

useful because it evaluates the effectiveness of each 

explanatory variable and is also a source of feature variable 

selection in subsequent multiple regression experiments. 

Fig.8 shows the result when there is one explanatory 

variable. Using the luminance average value as an 

explanatory variable is better than using the standard 

deviation value, and the range is about 0.46 to 0.6. COD is 

also better for average than that for Sd. Also, as the position 

of the variable, 2, 6, 10, etc. are bad, and 4, 5, 8. 9, 11, 12, 

13, etc. are good in results. 

he combination which takes out several explanatory 

variables from 34 explanatory variables becomes huge. In 

fact, the total number of combinations that extract n from 34 

is -1, if n = 34 from the formula nCk. 

Taking out multiple explanatory variables is called “Feature 
Selection”, and methods to reduce the number of searches 
have been studied for a long time. The method of selecting 

the one with good performance in the case of one 

explanatory variable and sequentially increasing the 

combination is called “Forward Method” [28]. In addition, 
when increasing sequentially, it is considered as a bad effect 

that it can not be removed after registration once, and a 

flexible method of adding p pieces and excluding r pieces  

 

 
 

Fig.8  The case of a single explanatory variable. 

For each explanatory variable, detection ratio is evaluated by 

average or variance. TP_ave=True positive rate, ave means average 

of detection ratio, sd=Standard deviation, and COD=Coefficient Of 

Determination. Other than grid points are interpolated by the spline 

function. The same is true for the graphs below. 
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has been proposed as "+p-r method" [29l. Here, based on the 

Forward method, while increasing sequentially from the high 

precision explanatory variables, we will try to replace as 

appropriate when increasing the number. Similarly, Fig. 

9.,Fig.10, Fig. 11, Table 4, Table 5 and Table 6 show the 

results when 3, 4, 5, 6 and 7 explanatory variables are used. 

 

 
Fig.9 Results when using two explanatory variables. 

 

 
Fig.10 Results when using three explanatory variables. 

 

 
Fig.11 Results when using four explanatory variables. 

 

 

 

 

 

Table 5  The case of six variables. 

 

 

Table6   Two cases of seven and eight variables. 

 

(3) Otsu method: There is a famous Otsu's method as a 

scheme of binarization. Here, image data is given, and 

experiments are performed in the case of plate detection 

using a threshold value obtained by the Otsu binarization 

method [29_Otsu] as a predicted value. Otsu's method is to 

automatically find the optimum threshold iteratively so as to 

maximize the ratio of the interclass variance divided by the 

intraclass variance. The implementation of Otsu's 

binarization used the threshold function in OpenCV2. The 

image was given in three ways: an original image 

(1920x1080), a vehicle area (400x300) and a plate candidate  

The fixed threshold used in the past (95, etc.) has been 

improved in some cases, but has not reached a good example 

by ML. 

 

 
Fig. 12 ratio(TP) vs. area of threshold calculation. 

thr1=1920x1080, thr2=960x540, thr3=400x300. 

 

VI  EVALUATION AND CONCLUSION 

Table 7 shows the best results of for fixed threshold 

values case, for Otsu's automatic optimization method case 

and for proposed Machine Learning method case. In Otsu's 

 Table 4  the case of Five Variables. 

rate ast6,ast7,ast10,ast11,ast12 
TP 0.621212121 

COD 0.514388478 
 

The case of seven variables 
rate ave5,ave6,ave7,ave8,ave9,ave11,sd11 
TP 0.742424242 

The case of eight variables 
rate ave5,ave6,ave7,ave8,ave9,ave10,ave11,sd11 
TP 0.712121212 

COD 0.695194388 

 

rate ave4,ave6,ave7,ave10,ave11,sd11 
TP 0.560606061 

COD 0.543577619 
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method, in addition to the automatically determined 

threshold value, the value when improved manually is added. 

In ML, the proposed method with seven variables at present 

is the best, and it is improved by 0.227 points in rate 

representation compared to the conventional fixed case. 

In the field of deterministic verification, that is, in the field 

of the method that does not use deep learning at present, 

optimization of threshold is performed by fixed ML in the 

method of detecting features of the plate region. It is possible 

to construct the method which surpasses the conventional 

automatic optimization method Otsu Method and 

JavaANPR. 

In the future, we will investigate the possibility of further 

performance improvement, such as mitigation for 

overdetection from the data distribution obtained during 

optimization. We will also incorporate and implement 

Virtual Test's LPD detection function as reference software. 
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 Table 7  Comparison of the best value of three methods 

 Fixed threshold Otsu Method ML(proposed) 

param. thr=89 thr3(200x75) 
ave5,6,7,8,9,11, 

sd11 

rate 

(TP) 
0.515152 

0.5 (automatic) 

0.68(plus manual  

adjustment) 

0.742424242 
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