Ant Colony Optimization Algorithm for Workforce Planning: Influence of the Evaporation Parameter
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Abstract—Optimization of the production process is important for every factory or organization. The better organization can be done by optimization of the workforce planning. The main goal is decreasing the assignment cost of the workers with the help of which, the work will be done. The problem is NP-hard, therefore it can be solved with algorithms coming from artificial intelligence. The problem is to select employers and to assign them to the jobs to be performed. The constraints of this problem are very strong and for the algorithms is difficult to find feasible solutions. We apply Ant Colony Optimization Algorithm to solve the problem. We investigate the algorithm performance according evaporation parameter. The aim is to find the best parameter setting.

Index Terms—Workforce Planning, Ant Colony Optimization, Metaheuristics, Evaporation parameter

I. INTRODUCTION

The workforce planning is a very important decision making problem for branches of the industry. It plays an important role in human resource management. It includes multiple level of complexity, therefore it is a hard optimization problem (NP-hard). The problem can be divided in to two parts: selection and assignment. The first part is selection of employers from the set of available workers. The second part is assignment of the selected workers to jobs, which the worker will perform. The goal is to carry out the work requirements minimizing assignment cost.

As we have noted above the problem is very hard optimization problem and is impossible to be solved with exact methods or traditional numerical methods for instances with realistic size. These types of methods can be applied only on simplified variants of the problem. A deterministic version of workforce planning problem is studied in [12], [18]. In [12] the workforce planning is reformulated as mixed integer programming. It is shown that the mixed integer program is much easier to solve than the non-linear program. In [18] the model includes workers differences and the possibility of workers training and upgrading. A variant with random demands of the problem is considered in [4], [19]. Two stage program of scheduling and allocating with random demands is proposed in [4]. Other variant of the problem is to include uncertainty [13], [15], [17], [24], [25]. A lot of authors skip some of the constraints to simplify the problem. Mixed linear programming is apply in [6] and in [19] is utilized decomposition method, but for the more complex non-linear workforce planning problems, the convex methods are not applicable.

Last decade, nature-inspired metaheuristic methods receive more and more attention, because they can find close to optimal solutions even for large-scale difficult problems [2], [16], [20], [22], [23]. In the literature can be found various metaheuristic algorithms solving workforce planning problem. They include genetic algorithm [1], [14], memetic algorithm [21], scatter search [1] etc.

Ant Colony Optimization (ACO) algorithm is proved to be very effective solving various complex optimization problems [7], [11]. In our previous work [8], [9] we propose ACO algorithm for workforce planning. We have considered the variant of the workforce planning problem proposed in [1]. Current paper is the continuation of [8] and further develops the ideas behind [8]. We investigate the influence of evaporation parameter on algorithm performance. The aim is to find the best parameter setting.

The rest of the paper is organized as follows. In Section 2 the mathematical description of the problem is presented. In Section 3 ACO algorithm for workforce planning problem is described. Section 4 shows computational results, comparisons and discussion. A conclusion and directions for future work are done in Section 5.

II. WORKFORCE PLANNING PROBLEM

In this paper we consider the workforce planning problem proposed in [1] and [10]. The set of jobs $J = \{1, \ldots, m\}$ need to be completed during a fixed period of time. The job $j$ requires $d_j$ hours to be finished. $I = \{1, \ldots, n\}$ is the set of workers, candidates to be assigned. Every worker must perform every of assigned to him job minimum $h_{min}$ hours can work in efficient way. The worker $i$ is available $s_i$ hours.
One worker can be assigned to maximum \( j_{\text{max}} \) jobs. The set \( A_i \) shows the jobs, that worker \( i \) is qualified. Maximum \( t \) workers can be assigned during the planned period, or at most \( t \) workers may be selected from the set \( I \) of workers. The selected workers need to be capable to complete all the jobs they are assigned. The goal is to find feasible solution, that optimizes the objective function.

The cost of assigning the worker \( i \) to the job \( j \) is \( c_{ij} \).

The mathematical model of the workforce planning problem is described as follows:

\[
x_{ij} = \begin{cases} 1 & \text{if the worker } i \text{ is assigned to job } j \\ 0 & \text{otherwise} \end{cases}
\]

\[
y_i = \begin{cases} 1 & \text{if worker } i \text{ is selected} \\ 0 & \text{otherwise} \end{cases}
\]

\[
z_{ij} = \text{number of hours that worker } i \text{ is assigned to perform job } j
\]

\( Q_j = \text{set of workers qualified to perform job } j \)

\[\text{Minimize } \sum_{i \in I} \sum_{j \in A_i} c_{ij} \cdot x_{ij} \quad (1)\]

Subject to

\[\sum_{j \in A_i} z_{ij} \leq s_i y_i \quad i \in I \quad (2)\]

\[\sum_{i \in Q_j} z_{ij} \geq d_j \quad j \in J \quad (3)\]

\[\sum_{j \in A_i} x_{ij} \leq j_{\text{max}} \cdot y_j \quad i \in I \quad (4)\]

\[h_{\text{min}} \cdot x_{ij} \leq z_{ij} \leq s_i \cdot x_{ij} \quad i \in I, j \in A_i \quad (5)\]

\[\sum_{i \in I} y_i \leq t \quad (6)\]

\[x_{ij} \in \{0, 1\} \quad i \in I, j \in A_i \]

\[y_i \in \{0, 1\} \quad i \in I \]

\[z_{ij} \geq 0 \quad i \in I, j \in A_i \]

The objective function is the minimization of the total assignment cost. The number of hours for each selected worker is limited (inequality 2). The work must be done in full (inequality 3). The number of the jobs, that every worker can perform is limited (inequality 4). There is minimal number of hours that every job must be performed by every assigned worker can work efficiently (inequality 5). The number of assigned workers is limited (inequality 6).

This mathematical model can be used with other objectives too. If \( \tilde{c}_{ij} \) is the cost the worker \( i \) to performs the job \( j \) for one hour, than the objective function can minimize the cost of the hall jobs to be finished.

\[f(x) = \text{Min } \sum_{i \in I} \sum_{j \in A_i} \tilde{c}_{ij} \cdot x_{ij} \quad (7)\]

The preferences of the workers to the jobs can be included. In this case one of the variants of the objective function will be to maximize the satisfaction of the workers preferences.

III. ANt COLony OPTIMIZATion ALGORITHM

The ACO is a nature inspired methodology. It is a meta-heuristics, following the real ants behavior when looking for a food. Real ants use chemical substance, called pheromone, to mark their path ant can return back. An ant moves in random way and when it detects a previously laid pheromone it decides whether to follow it and reinforce it with a new added pheromone. Thus the more ants follow a given trail, the more attractive that trail becomes. There is evaporation in a nature and the pheromone evaporates during the time. Thus the pheromone level of not used and less used paths decreases and they become less desirable. In this way the nature prevents the ants to follow some wrong and useless path. The ants can find a shorter path between the source of the food and the nest by their collective intelligence.

A. Main ACO Algorithm

It is not practical to solve HP-hard problems with exact methods or traditional numerical methods when the problem is large. An option is to be applied some metaheristics. The goal is to find a good solution for a reasonable computational resources like time and memory [5].

For a first time, ant behavior is used for solving optimization problems by Marco Dorigo [3]. Later some modifications are proposed, mainly in pheromone updating rules [5]. The basic in ACO methodology is the simulation of ants behavior. The problem is represented by graph. The solutions are represented by paths in a graph and the aim is to find shorter path corresponding to given constraints. The requirements of ACO algorithm are as follows:

- Appropriate representation of the problem by a graph;
- Appropriate pheromone placement on the nodes or on the arcs of the graph;
- Suitable problem-dependent heuristic function, which manage the ants to improve solutions;
- Pheromone updating rules;
- Transition probability rule, which specifies how to include new nodes in the partial solution;
- Appropriate algorithm parameters.

The transition probability \( P_{i,j} \), is a product of the heuristic information \( \eta_{i,j} \) and the pheromone trail level \( \tau_{i,j} \) related to the move from node \( i \) to the node \( j \), where \( i, j = 1, \ldots, n \).

\[P_{i,j} = \frac{\tau_{i,j}^a \cdot \eta_{i,j}^b}{\sum_{k \in \text{Unused}} \tau_{i,k}^a \cdot \eta_{i,k}^b}, \quad (8)\]

where \( \text{Unused} \) is the set of unused nodes of the graph.

The initial pheromone level is the same for all elements of the graph and is set to a positive constant value \( \tau_0 \), \( 0 < \tau_0 < 1 \).
After that at the end of the current iteration the ants update the pheromone level [5]. A node become more desirable if it accumulates more pheromone.

The main update rule for the pheromone is:

\[ \tau_{i,j} \leftarrow \rho \cdot \tau_{i,j} + \Delta \tau_{i,j}, \]

where \( \rho \) decreases the value of the pheromone, which mimics evaporation in a nature. \( \Delta \tau_{i,j} \) is a new added pheromone, which is proportional to the quality of the solution. For measurement of the quality of the solution is used the value of the objective function of the ants solution.

The first node of the solution is randomly chosen. With the random start the search process is diversifying and the number of ants may be small according the number of the nodes of the graph and according other population based metaheuristic methods. The heuristic information represents the prior knowledge of the problem, which is used to better manage the algorithm performance. The pheromone is a global history of the ants to find optimal solution. It is a tool for concentration of the search around best so far solutions.

B. Workforce Planning ACO

An important role for the successes of the ACO algorithm is the representation of the problem by graph. The graph we propose is 3 dimensional and the node \( (i, j, z) \) corresponds to worker \( i \) to be assigned to the job \( j \) for time \( z \). When an ant begins their tour we generate three random numbers: the first random number is from the interval \([0, \ldots, n]\) and corresponds to the worker we assign; the second random number is from the interval \([0, \ldots, m]\) and shows the job which this worker will perform. The third random number is from the interval \([h_{\min}, \min\{d_z, s_z\}]\) and shows number of hours worker \( i \) is assigned to performs job \( j \). Next node is included in the solution, applying transition probability rule. We repeat this procedure till the solution is constructed.

The following heuristic information is applied:

\[ \eta_{ijl} = \begin{cases} 1/c_{ij} & l = z_{ij} \\ 0 & \text{otherwise} \end{cases} \]

By this heuristic information the most cheapest unassigned worker, is assigned as longer as possible. The node with highest probability from all possible nodes is chosen to be included in the partial solution. When there are more than one possibilities with the same probability, the next node is chosen in a random way between them.

When a new node is included we take in to account all constraints: how many workers are assigned till now; how many time slots every worker is assigned till now; how many time slots are assigned per job till now. If a move do not meets all constraints, the probability of this move is set to 0. The solution is constructed if there are not more possibilities for including new nodes (the transition probability is 0 for all possible moves). If the constructed solution is feasible the value of the objective function is the sum of the assignment cost of the assigned workers. When the constructed solution is not feasible, the value of the objective function is set to be equal to \(-1\).

New pheromone is deposited only on the elements of feasible solutions. The deposited pheromone is proportional to the reciprocal value of the objective function.

\[ \Delta \tau_{i,j} = \frac{\rho}{f(x)} \]

Thus the nodes belonging to better solutions accumulate more pheromone than others and will be more attractive in the next iteration. The iteration best solution is compared with the global best solution and if on the current iteration the some of the ants achieves better solution it becomes the new global best. As end condition we use the number of iterations.

In this research we are concentrated on influence of the evaporation parameter on algorithm performance. We tested several values for this parameter and compare the number of needed iterations to find the best solution.

IV. Computational Results and Discussion

In this section we tested our algorithm and evaporation parameter influence on 10 structured problems. The software, which realizes the algorithm is written in C and is run on Pentium desktop computer at 2.8 GHz with 4 GB of memory.

An artificially generated problem instances considered in [1] is used for the tests. The test instances characteristics are shown in Table I.

The parameter settings of our ACO algorithm is shown in Table II and are fixed experimentally after several runs of the algorithm.

In our previous work [8] we show that our ACO algorithm outperforms the genetic and scatter search algorithms proposed in [1]. We perform 30 independent runs with every one of the five values of the evaporation parameter, because the algorithm is stochastic and to guarantee the robustness of the

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho )</td>
<td>{0.1, 0.3, 0.5, 0.7, 0.9}</td>
</tr>
<tr>
<td>( \tau_0 )</td>
<td>0.5</td>
</tr>
<tr>
<td>Number of ants</td>
<td>20</td>
</tr>
<tr>
<td>( a )</td>
<td>1</td>
</tr>
<tr>
<td>( b )</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of iterations</td>
<td>100</td>
</tr>
</tbody>
</table>

TABLE I: Test instances characteristics

TABLE II: ACO parameter settings
average results. We apply ANOVA test for statistical analysis to guarantee the significance of the difference between the average results. We compare the average number of iterations needed to find the best result for every test problem. The needed number of iterations for every test problem can be very different, because the specificity of the tests. Therefore for comparison we use ranking as more representative. The algorithm with some fixed value for evaporation is on the first place, if it achieves the best solution with less average number of iterations over 30 runs, according other values and we assign to it 1, we assign 2 to the value on the second place, 3 to the value on the third place, 4 to the value of the forth place and 5 to the value with most number of iterations. On some cases can be assigned same numbers if the number of iterations to find the best solution is the same. We sum the ranking of the cases over all 10 test problems to find final ranking of the different values of the evaporation parameter.

Table III shows the ranking of the evaporation parameter. The less number of iterations is needed when the evaporation parameter is equal to 0.3. In this case the algorithm is on the first place four times, on the second place is 3 times and on the third, fourth and fifth is respectively one time. The worst results are achieved when the evaporation parameter is equal to 0.9. The results achieved when the evaporation parameter is 0.1 are a little bit worse than when the evaporation parameter is equal to 0.3. When the value of the evaporation parameter increase the achieved results are getting worse.

V. CONCLUSION

In this paper we apply ACO algorithm to solve workforce planning problem. We are concentrated on the influence of the evaporation parameter on the algorithm performance, how many iterations are needed to find the best solution. We test the algorithm on 10 structured benchmark problems. The achieved results show that when the value of the evaporation parameter is small, the algorithm needs less number of iterations compared with high value of the evaporation parameter.
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<table>
<thead>
<tr>
<th>ρ</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
<th>0.7</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>first place</td>
<td>3 times</td>
<td>4 times</td>
<td>1 times</td>
<td>2 times</td>
<td>0 times</td>
</tr>
<tr>
<td>second place</td>
<td>2 times</td>
<td>3 times</td>
<td>3 times</td>
<td>2 times</td>
<td>1 times</td>
</tr>
<tr>
<td>third place</td>
<td>2 times</td>
<td>1 times</td>
<td>3 times</td>
<td>2 times</td>
<td>1 times</td>
</tr>
<tr>
<td>forth place</td>
<td>2 times</td>
<td>1 times</td>
<td>2 times</td>
<td>3 times</td>
<td>2 times</td>
</tr>
<tr>
<td>fifth place</td>
<td>1 times</td>
<td>1 times</td>
<td>1 times</td>
<td>1 times</td>
<td>6 times</td>
</tr>
<tr>
<td>ranking</td>
<td>26</td>
<td>22</td>
<td>29</td>
<td>31</td>
<td>43</td>
</tr>
</tbody>
</table>

