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Abstract—Feature selection is important phase in machine
learning and in the case of multi-label classification, it can be
considerably challenging. In like manner, finding the best subset
of good features is involved and difficult when the dataset has
significantly large number of features (more than a thousand). In
this paper we address the problem of feature selection for multi-
label classification with large number of features. The proposed
method is a hybrid of two phases - preliminary feature selection
based on the information value and additional correlation-based
selection. We show how with the first phase we can do preliminary
selection of features from tens of thousands to couple of hundred,
and then with the second phase we can make fine-grained feature
selection with more sophisticated but computationally intensive
methods. Finally, we analyze the ways of allocating the selected
features to diverse subsets, which are suitable for training of
ensembles of classifiers.

I. INTRODUCTION

M
ACHINE LEARNING provide means to automatically

analyze enormous quantities of data and consequently

to: derive various conclusions, make predictions for unseen

data, find patterns within the data etc. As learning relies on

the available data, its preprocessing is very important to such

extent that most of the time of the project might be spent for

this phase. During data processing various issues of the data

can be addressed: feature modeling and construction [1] [2],

outliers removal [3], noise detection and reduction [4],

missing values imputation [5] [6], data normalization [7] [8],

and data transformation [9] [10].

Many learning algorithms such as neural networks [11],

Naive Bayes [12] [13], decision trees [14] notably experience

degrading performance when the datasets contain redundant

or irrelevant features. This phenomenon is confirmed with

theoretical and empirical evidence in plenty of research papers,

some of which are [15] [16] and [17]. The problem of

feature selection [18] [16] [19] can be defined as the task

of selection of subset features that describe the hypothesis at

least as well as the original set. The representation of data
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instances is optimized with feature selection, which in turn

can lead to:

• Improving the performance of learning algorithms.

• Reducing the training and execution times of algorithms.

• Improving the memory requirements and allow applica-

tion of more algorithms.

• Improved robustness to over-fitting.

• Better understanding and visualization of the data.

Different methods for feature selection focus on various

aspects of the above goals, or achieve the same goals but

in different ways. In [20] are given guidelines for feature

selection and are introduced the most widely used methods. It

is important to note that finding the most useful and relevant

features is not always the same task, as it is shown in [16]

and [21].

II. RELATED WORK

There are two approaches for feature selection: filter and

wrapper approach. The filtering approaches rank the fea-

tures based on some metric. These methods are generally

characterized by simplicity, scalability and solid empirical

background. Because they rely on relatively simple metrics,

they are memory and computationally efficient and can be

applied on datasets with tens or even hundreds of thousands

of features. Such application of these methods, as well as

their empirical analysis, is further elaborated in [22], [23] and

[24]. Filter methods are independent of the machine learning

algorithm that is going to be applied later on.

Filter approaches for feature selection can further be catego-

rized into two groups. The first group consists of methods that

rank the features based on some measure of their individual

predictive power: information value [25] [26] [27], informa-

tion gain [28] [29], information gain ratio [28] [29], RELIEF

[30] [31], entropy [32] etc. In [33] and [34] are described

some filtering methods based on posterior probability. The

common problem of all methods in this group is that they take

into consideration only the individual usefulness of attributes

in relation to the target classification and can not discover

Proceedings of the 2014 Federated Conference on

Computer Science and Information Systems pp. 387–394

DOI: 10.15439/2014F500

ACSIS, Vol. 2

978-83-60810-58-3/$25.00 c© 2014, IEEE 387



redundancy, multicollinearity or interdependence between the

chosen features.

The second type of filter approaches consists of methods

which analyze the subset of features based on some metric

that describes the performance of the whole subset and not

only the individual features [1]. Namely, the correlation-based

approaches described in [35] and [36] fall into this type of

methods. Important to realize is that they search for subsets of

features that have low inter-correlation between them and high

correlation to the target classification [37]. Likewise, [38]

proposes an approach for detecting stable clusters of features

based on principal component analysis.

The wrapper approaches search for subsets of features that

are useful for the classification or regression task at hand. They

are based on evaluating the performance of different subsets

of features using a machine learning algorithm [21] [17] [39].

When applying these methods the individual contribution of

features is not being evaluated. In contrast, the contribution

of the subset of features is taken into consideration and the

whole process is black-box like. In other words, the method

does not give exact information why that specific subset of

features was selected. In order to apply a particular wrapper

method, one has to define: how will be the space of all possible

feature subsets traversed; how will be the performance of the

learning algorithm evaluated in order to guide the search; and

which learning algorithm to be used. If the number of features

is small, then all combination of features can be evaluated, but

this is rarely the case. The main problem of these methods is

their computational complexity. Be that as it may, there are a

lot of search techniques that mitigate this problem [19]. On

the other hand, the main advantages of these methods is their

universality and independence of the domain of the data and

task. The research community has proposed various ways of

making hybrid methods that combine filter and wrapper and

[40] reviews them.

Our research presented in this paper focuses on feature

selection in areas of application where datasets have tens or

hundreds of thousands of variables. These areas include text

processing, gene expression array analysis, and combinatorial

chemistry. This paper is organized as follows: Section III

describes the problem at hand and section IV gives overview

to the proposed solution. In subsections IV-A and IV-B we

describe the proposed hybrid approach for feature selection.

Subsection IV-C presents various schemes for constructing

diverse subsets of features that are suitable for ensembles of

classifiers. In Section V we summarize our work.

III. PROBLEM DEFINITION

This paper originated from our research during and after

the AAIA’14 Data Mining Competition “Key risk factors

for Polish State Fire Service”. This competition is organized

within the framework of the 9th International Symposium on

Advances in Artificial Intelligence and Applications [41], and

is an integral part of the 1st Complex Events and Information

Modeling workshop devoted to the fire protection engineer-

ing. The task is related to the problem of extracting useful

knowledge from incident reports obtained from The State

Fire Service of Poland. With this in mind, our research goals

were mainly guided within the task goals and requirements.

Under those circumstances, during the following sections

we will occasionally relate to some specifics for this task.

Nevertheless, the proposed methods are not specific for this

task and they can be applied to a variety of problems.

The organizers obtained a data set containing nearly 260000

reports describing the actions carried out by the Polish State

Fire Service within the city of Warsaw and its surroundings

in years 1992 - 2011. Each report consists of two parts. The

first one contains a summary of resources utilized during the

action in a form of structured and quantified characteristics.

The second part contains a natural language description of the

reported events, which is entered by the officer coordinating

the action. They have preprocessed a subset of the reports

and transformed it into a table in which each of the reports

is described by almost 12000 attributes. The training dataset

contains about 50000 instances. Additionally, they have dis-

tinguished 3 target attributes that correspond to information

whether in the described incident there were casualties among

firefighters, children or other involved people, respectively.

The goal of the competition is participants to come up with

solutions which will improve the understanding of the risk fac-

tors associated various types of accidents. Given these points,

it seems that the problem is actually multi-label classification.

As a matter of fact, after careful review of the training data

we have observed that some instances (i.e. reports) are indeed

classified to the positive classes in more than 1 of the decision

attributes. The organizers have modeled the decision attributes

in a way that actually transforms the multi-label problem into

3 binary classification problems. Such approach for tackling

multi-label problems is, in essence, problem transformation

method and is described in [42].

The task in this competition was to identify attributes that

can be used to robustly assign the reports to the correspond-

ing decisions labels. In particular, organizers decided to use

ensemble of 10 Naive Bayes classifiers for each of the target

classifications. Having 3 decision attributes, means that the

selected features should be divided into 10 subsets and each

subset should be used to train 3 individual Naive Bayes

models. Every model assigns scores (i.e. probabilities) to test

cases representing if that the case should be classified to the

positive decision class or not. In this way, for every decision

attribute and every test case there are 10 scores. The ensemble

of predictions is constructed by taking the sum of the scores

of the individual models.

The metric used to evaluate the performance of the selected

attributes was the average AUC of the prediction ensemble

for different decision attributes, decreased by a penalty for

using a large number of attributes. We assume that the choice

of metric is because the data is highly imbalanced and many

papers confirm that this metric is best suitable for such cases

[43] [44] [45].

Namely, if we denote by: s - submitted solution; |s| a total

number of attributes used in the solution (with repetitions); and
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AUCi(s) Area Under the ROC Curve (AUC) of a classifier

ensemble for the i-th decision attribute, then the quality mea-

sure used for the assessment of submissions can be expressed

as:

score(s) = F

(

1

3

3
∑

i=1

AUCi(s)− penalty(s)

)

where the penalty is equal to:

penalty(s) =

(

|s| − 30

1000

)2

and the function F:

F (x) =

{

x, for x > 0

0, othewise

From all the given task description and stated requirements

the following challenges should be acknowledged:

• Evaluation of the usefulness of features in relation to the

3 target classifications.

• Selecting a small subset of features that will be contribut-

ing to all 3 target classifications.

• Optimal arrangement of the selected features in N sub-

sets (N=10 in this case) in order to train ensemble of

classifiers.

In order to overcome those challenges we propose a hybrid

method which is described in the following section.

IV. PROPOSED METHOD

Selecting the best subsets of features for this dataset is a

challenging task because most of the feature selection algo-

rithms cannot be applied due to the large number of features.

Additionally some of the methods for feature selection are

applicable only on binary classification problems. With this

in mind and given that the task at hand has 3 decision

attributes, the selection of features that are contributing to the

3 classification tasks at the same time gets even more difficult.

We propose a hybrid approach for feature selection con-

sisting of three phases. The first phase performs preliminary

feature selection in order to discard the features that are un-

likely to contribute to any of the decision classes. The second

phase applies more sophisticated feature selection algorithms

on the dataset that after the first phase has significantly smaller

number of features. As a result from the second phase the set

of selected features is very concise and all of them contribute

to the 3 classification tasks. If the goal was to create 1 model

for each of the classification tasks, then we would use the

selected features and we use some learning algorithm to build

the models. In such case the feature selection would end here.

Be that as it may, the contest rules described in III state that the

goal is to train an ensemble of Naive Bayes classifiers. Having

this in mind, we need a third phase that would optimally

arrange the chosen features into subsets that will be later

used by each individual classifier. We realize that it was not

specifically forbidden to use one feature in more than 1 subset.

Although this may be allowed, we believe that such approach

is problem-specific and would require a significant effort for

fine tuning, to the extent that the scientific contribution of the

approach would diminish. For this reason we have decided to

use diverse subsets of features for each individual classifier.

In other words, each selected feature belongs to only 1 subset.

The following subsections describe each of the phases in our

approach.

A. Preliminary feature selection

The large number of feature in the original dataset presents

a difficult task for most methods. The reason for this is because

of the memory and/or computational complexity it imposes.

The goal of this task is to overcome that problem by reducing

the features to a significantly smaller number using some

simple algorithm. Being able to do this clears the way for more

sophisticated feature selection methods. As it was explained

in section I, the prime candidates for a fast preliminary (i.e.

coarse-grained) feature selection are the filter methods that

assess that individual contribution of features. The following

metrics can be used for feature selection are less demanding

in terms of memory and computational power: information

gain, information gain ratio [28] [29] and information value

[25] [26] [27]. In spite of the slight differences between them

in terms of computational complexity time, all of them can

be computed in linear time (O(mn)) with 1 pass of the

training dataset. We were not able to obtain results with the

RELIEF method [30] [31] in reasonable time due to its higher

complexity - O(mnp). Here where m is number of training

instances, n is the number of attributes and p is the number of

randomly selected instances used for the RELIEF algorithm.

We acknowledge that with proper tuning of the p parameter

we might have been able to obtain results with it too, but since

this phase performs only preliminary selection we believe that

this is not worth the effort.

We have decided to use the information value for estimation

of the predictive power of each of the features in relation to

each of the decision attributes. It is widely adopted in industry

especially for credit scoring problems [25] [26] [27]. The

reason for this is because there are some widely adopted rules

of thumb in terms that give simple guidelines of whether the

feature is strong or weak predictor based on the information

value. However, note that weak features may provide value in

combination with others; or have individual values that could

provide predictive power as dummy variables. As it has been

suggested in [46], the following guidelines for evaluating the

strength a predictor based on the information value can be

used:

• Less than 0.02: unpredictive

• 0.02 to 0.1: weak

• 0.1 to 0.3: medium

• Greater than 0.3: strong

Although they are firmly grounded in good practice, how

these guidelines be related to other metrics is discussed in

[47]. At the same time, there are some drawbacks of this metric

related to the some border cases that prevent using its original

EFTIM ZDRAVEVSKI ET AL.: FEATURE SELECTION AND ALLOCATION TO DIVERSE SUBSETS 389



definition (2). In [10] are proposed some enhancements of the

weight of evidence (WoE) parameter, which in turn overcome

the computational obstacles for the information value. With (1)

is defined WoE, and it is further used for calculation of the

information value (2). Here N
j
i and P

j
i represents the number

of negative and positive instances labeled with the i-th value

of the j-th feature, respectively. Also SN and SP denote the

total number of negative instances and the total number of

positive instances in the training dataset, respectively.

WoE
j
i = ln

(

N
j
i

P
j
i

)

− ln

(

SN

SP

)

(1)

IV j =
n
∑

i=1

[(

N
j
i

SN
− ln

P
j
i

SP

)

×WoE
j
i

]

(2)

From (2) it is obvious that the information value is ap-

plicable only to binary classification problems. When having

multi-label classification with k possible positive labels, one

needs to compute k information values for each of the features.

For this specific task, having 3 decision attributes and almost

12000 features, means that we had to compute nearly 36000

information values. The computation for all of them takes less

than 15 minutes on a regular laptop. As it turns out, some of

the features are strong or medium predictors for one decision

attribute, but are very weak predictors for the other one or two

target attributes. The next challenge was how to aggregate the

3 information values of each feature into 1 value, so we can

use it for feature selection. The following subsections describe

the results of each aggregation type.

1) Average information value: When having multi-label

classification with k positive classes we can average the k

information values of each feature to get estimate of the its

information value in relation to all positive classes. For this

case in particular, we have tried averaging the 3 information

values of each feature in order to use it for feature selection.

We have examined various subsets containing 50 to 120 of

the best features based on their average information value. By

training ensembles of Naive Bayes classifiers as described in

III we have obtained AUC performance on the leader-board

dataset varying from 0.886 to 0.9, based on the number of

features and the scheme of arrangement of them into diverse

subsets. As a reference, the best results of the same test dataset

were up to 0.94. The experiments showed that the performance

of the ensembles build on the these selected features were

fairly stable. However, they were worse than what we hoped

to be achieved with more sophisticated methods. Nevertheless,

it was notable that the average information value can be safely

used for preliminary feature selection.

2) Maximum information value: The next obvious idea for

aggregating the individual information values of a feature is

to calculate their maximum. When we applied this logic on

the current dataset and we selected the best different subsets

containing 50 to 120 features based on their maximum in-

formation value, the performance of the ensembles was worse

than with the approach in IV-A2. In fact, the AUC performance

on the leader-board dataset was less than 0.8, regardless of

the arrangement of the features in subsets. By looking into

the selected features and their maximum information values

we can explain this phenomenon. As it can be observed on

Fig. 1, some features might have high information value for

one of the decision attributes, but low for the other decision

attributes. This in turn, translates to high maximum but low

average information value.
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Fig. 1. Maximum vs. average information value of best 100 features

To conclude, this aggregation might be bad-performing for

final feature selection, but one should not rush to avoid it. In

fact, this aggregation may identify features for training models

for each of the decision attributes separately and may also

identify features that in combination with others might be very

useful. The maximum information value is very useful for

discarding features because it guarantees that the discarded

ones are bad or week predictors for all decision attributes

(positive labels).

3) Weighted average information value: Another approach

for aggregating the individual information values of a feature

is to calculate their weighted arithmetic average. The weight

can be calculated based on the number of positive instances in

the training dataset for each decision attribute (i.e. label). This

idea has been applied for weighting averages of other statistics

[48] [49]. However, for final feature selection wighted average

type of aggregation does not seem to be suited, mostly because

the most common positive label is always preferred. On the

leader-board dataset the AUC of different subsets varying from

50 to 120 features was about 0.86. Maybe with a different

weighting scheme, the performance would be improved. How-

ever, as this phase should not select final subset of features,

we did not investigate other weighting schemes.

4) Dependent features: It has been extensively proved

that features with high correlation have negative impact on

performance for many machine-learning algorithms, among

which is the Naive Bayes classifier. Some such papers are

mentioned in section I. In order to address this issue, we

have calculated the correlation coefficients and p values [50]

between all features and used this information to find de-

pendent features. By discarding a feature if we have already

selected a dependent feature with higher aggregate information

value, we were able to slightly improve the performance of

the maximum and weighted average aggregations. In those

cases, the performance was similar to the average aggregation.

Despite that, the obtained results were not satisfactory for final

feature selection.

5) Coarse-grained selection of features: We have applied

the three aggregation methods for the information values and
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then we selected sets of the best N features (where N is

400, 500, 600, 800, 1000, and 1500). By analyzing the sets

obtained for different values for N we have concluded that

for the same value of N but different aggregation methods

most of the features (i.e. 70-90 %) are overlapping. That

indicated the aggregation type will not have significant impact

on the coarse-grained selection of features, except for their

ranking. In order to decide how many features to select during

this phase we have analyzed the max-aggregated information

values and have noticed that after the best 500 features the

maximum information value drops bellow 0.1, meaning that

the discarded features are week predictors for all decision

labels. The maximum information value is very useful for

discarding features because it guarantees that the discarded

ones are bad or week predictors for all decision attributes

(positive labels).

Finally, as a result from this phase we have selected the best

500 features based on the maximum information value and

we continued with the next phase to apply more sophisticated

feature selection algorithms on the significantly simplified

training dataset.

B. Fine-grained feature selection

After phase 1, the training dataset is significantly simplified.

More specifically for the current dataset, we have 50000

instances and 500 features. It is significantly reduced than the

original, so more intelligent feature selections algorithms can

now be applied.

The number of features in a dataset should indicate whether

it is possible to use wrapper methods for fine-grained feature

selection. The experiments performed in [51] show that

wrapper methods can be applied to relatively smaller datasets

(containing less than 200 features and few thousand instances).

In spite of the continued improvement in processing power

during the recent years, trying out many combination of

features especially with more complex learning algorithms is a

very hard task. In this case, the reduced size of dataset is still

quite large in order to be able to apply a wrapper method for

feature selection on it. This fact limited the use of wrapper

method to very simple internal learning algorithms. Again,

having too many combinations of feature subsets still makes

wrapper methods not adequate for this task.

One of the best performing methods for evaluation of

subsets of features is the correlation-based feature subset

selection [35]. It evaluates the worth of a subset of attributes

by considering the individual predictive ability of each feature

along with the degree of redundancy between them. Subsets of

features that are highly correlated with the class while having

low inter-correlation are preferred.

If we were to apply this method on the 3 decision attributes

separately, we would still need to aggregate the 3 selected

subsets of features. As it was shown in subsection IV-A,

this task can be very involved. Instead of doing that, we

have decided to transform the problem space. The original

task is multi-label classification which was transformed by

the organizers to 3 separate binary classification problems.

In cases like this, we propose to merge the separate binary

classification problems into 1 multi-class problem. To summa-

rize, starting with a multi-label problem transformed as several

separate binary problems we merge it to a multi-class problem.

By doing this we can apply feature selection methods that

select the best features in relation to all positive classes. More

particularly, with the proposed transformation we obtained 8-

class classification problem by using the following Eq. (3) to

map each instance to a new artificial class. Here, ALi denotes

the artificial label of the multi-class problem instance i, where

as L1

i ,L2

i and L3

i are the classes in the binary classifications

of the same instance.

ALi = 1× L1

i + 2× L2

i + 4× L3

i (3)

In general, multi-label classification tasks where the number

of positive labels is N , can be transformed to N binary

classification problems [42]. Let the label of the i-th instance

in the j − th binary problem is L
j
i , where for L

j
i is 0 for

negative instances and 1 for positive instances. With this

transformation to multi-class problem the same instance will

be labeled with ALi as defined in Eq. (4):

ALi =

N
∑

j=1

2j−1 × L
j
i (4)

After performing this transformation, the correlation-based

feature subset selection can be applied. Depending on how

many features are in the training dataset and how they are

chosen (i.e. which aggregation was used), this method selects

from 40 to 70 features. Considering the obtained attributes we

have observed that one particular subset of 53 features was

very common, henceforth the next phase was performed using

that subset (shown on Table I).

C. Allocation of features into diverse subsets

After end of phase 2 we have a very concise dataset which,

in this case, is described with 53 features. The correlation-

based method for feature selection [35] does not rank the

features, but we can rank them computed based on the infor-

mation value calculated during phase 1. They can be ranked

based on their maximum or average information value.

The goal of this phase is to optimally allocate the selected

features into diverse subsets. For this task the number of

subsets is set at 10, but in general, one can try various

number of individual classifiers for the ensemble. Each subset

should contain approximately equal number of features. The

following subsections describe the schemes for allocation of

features into subsets. Before we continue, let us define an

iteration as allocating 1 feature to each subset (e.g. in this

case choosing 10 features, 1 for each subset). The different

schemes explained bellow, have different logic of choosing

the next feature to allocate to a subset. If we consider the

subsets as items that are ordered, we can decide which of

them will get processed first. By being processed we mean

allocating a feature to it. Likewise, the features are ordered by

their maximum information value.
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1) FIFO scheme: The First-In-First-Out (i.e. First-Come-

First-Served) term has been widely used in data structures lit-

erature and queue theory. During 1 iteration the FIFO scheme

would allocate the next best feature to the next subset. The

following iteration will allocate features starting from the first

subset and so on until there are no more features. Obviously,

this scheme mostly favors the first subset and least favors the

last. Using the leader-board dataset, we have obtained AUC

of 0.9292. To summarize, this approach uses the maximum

information values for ranking the features. When we used

the average information value for ranking, the performance

was slightly worse. The simple explanation for this is because

the average information value is more consistent than the

maximum, hence the FIFO scheme favors the first subsets

more.

2) FIFO-independence scheme: In order to improve the

FIFO scheme, we can dependent features in order to optimally

allocate the features into subsets. The idea is to have inde-

pendent features within 1 subset. The algorithm used during

phase 2 is correlation based which ensures that the selected

features have very low inter-correlation among them. However,

if we use a more strict test for independence (p value = 0.01),

then we can still find some pairs of dependent features. This

improved FIFO scheme selects the next best feature that is

independent to all features that are already in the subset. As

it turns out, when using the leader-board dataset, this scheme

slightly improved the performance to AUC of 0.9293.

3) Interchanging FIFO-FILO scheme: With this scheme in

each iteration we change the logic from FIFO to FILO and

vice versa. So, when assigning the first attribute to the first

subset we choose the best feature, then for the second subset

we choose the next best feature and so on, until the last

subset has 1 feature. Then when assigning a second feature

to all subsets, we start with the last subset and assign the best

available feature to it. In like manner, we continue assigning

the next best feature until the first subset has 2 features. In

the next iteration the first subset will have priority, and so on

until we run out of features. With this scheme the AUC ROC

performance on the leader-board dataset was 0.9298, which

was an additional improvement.

4) Monte Carlo scheme: This scheme randomly scatters

the features to subsets. It is the simplest scheme and produced

results ranging from 0.926 to 0.9321. We have analyzed the

final distributions to subsets that produced better and the ones

that produced worse results. When looking at the information

values for all three target attributes of the features in each

subset it was notable that the better performing arrangements

of subsets had features that are medium or strong predictors

in relation to 1 or 2 target attributes and weak predictors for

the other target attribute.

We have concluded that this scheme might produce very

good results, but in order to be consistent it needs to be

improved. One way of doing this is to use this scheme as a

starting point and later to make rearrangements by swapping

some features between the subsets. Choosing which features

to swap is based on the following logic:

• We first find a bad performing subset of features and

determine which target attribute has least weak features

in relation to it.

• Then find a subset where a lot of features are medium or

strong predictors for the same target attribute.

• Swap the features from the 2 subsets.

• Repeat the process until no swaps can be made.

This algorithm generally helps both subsets. The first sub-

set will get a stronger feature for the class that has bad

performance. The second subset is also improved because

the possibility of over-fitting because of too many strong

predictors for it for particular target attribute is reduced.

Using this technique we have finally arrived at the feature

arrangement shown on Table I on the following page.

V. CONCLUSION

In this paper we have proposed a three-phase hybrid feature

selection method that is able to extract features from datasets

with thousands of features. This method is especially useful

for datasets that originate from text processing areas of ap-

plication. Additionally we have analyzed the different ways

to aggregate information values of one feature in the case of

multi-label classification. As a consequence we have pointed

out the advantages and shortcomings of the aggregation types.

Also we have proposed and analyzed different schemes of

allocation of the selected features to diverse subsets that

are suitable for training ensembles of classifiers. Equally

important was the proposed method of transforming multi-

label classification problems into multi-class in order to be able

to apply some feature selection algorithms. We have tested the

proposed methods on the AAIA’14 data mining competition

dataset [41] and our solution has been recognized as one of

the top 5.
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