
Abstract—The lack of dopamine in the human brain is the

cause  of  Parkinson  disease  (PD)  which  is  a  degenerative

disorder  common  globally  to  older  citizens.  However,  late

detection of this disease before the first clinical diagnosis has

led to increased mortality rate.   Research effort  towards the

early detection of PD has encountered challenges such as: small

dataset  size,  class  imbalance,  overfitting,  high false  detection

rate, model complexity, etc. This paper aims to improve early

detection  of  PD  using  machine  learning  through  data

augmentation for very small datasets. We propose using Spline

interpolation  and  Piecewise  Cubic  Hermite  Interpolating

Polynomial (Pchip) interpolation methods to generate synthetic

data  instances.  We  further  investigate  on  reducing

dimensionality  of  features  for  effective  and  real-time

classification  while  considering  computational  complexity  of

implementation on real-life  mobile  phones.  For  classification

we use Bidirectional LSTM (BiLSTM) deep learning network

and  compare  the  results  with  traditional  machine  learning

algorithms like Support Vector Machine (SVM), Decision Tree,

Logistic  regression,  KNN  and  Ensemble  bagged  tree.  For

experimental validation we use the Oxford Parkinson disease

dataset with 195 data samples, which we have augmented with

571 synthetic data samples. The results for BiLSTM shows that

even  with  a  holdout  of  90%,  the  model  was  still  able  to

effectively  recognize  PD  with  an  average  accuracy  for  ten

rounds experiment using 22 features as  82.86%, 97.1%, and

96.37%  for  original,  augmented  (Spline)  and  augmented

(Pchip) datasets, respectively. Our results show that proposed

data  augmentation  schemes  have  significantly  (p  <  0.001)

improved the accuracy of  PD recognition on a small  dataset

using both classical machine learning models and BiLSTM. 

Index  Terms—speech  impairment,  Parkinson’s,  voice

analysis; deep learning, data augmentation, interpolation, small

data.

I INTRODUCTION

ARKINSON Disease (PD) is a degenerative disorder of
the central nervous system with major damage affecting

the  motor  system  in  the  brain  cells  [1].  This  disease  is
among  the  most  common  and  fastest  growing
neurodegenerative  disorders  a ecting  close  to  7  to  10ff

million people  globally [2-3].  It  is  majorly caused  by the
lack of dopamine (neurotransmitter) in the human brain [4]
and its effect can be categorized into motor and non-motor
symptoms  such  as  voice/speech  impairment,  dementia,
depression, slow thinking, rigidity, tremor, bradykinesia, and
other cognitive disabilities [4-5]. From 60% to 90% of PD

P

patients  suffer  from  speech  impairment  such  as  slurred,
mumbled or slow speech [6-7], among other symptoms. 

Quite a number of research progress have been accounted
in  previous  studies  but  the  need  to  further  explore  more
sophisticated  algorithms  of  artificial  intelligence  (AI)
methods  is  still  ongoing  with  the  aim  of  improving  the
health of the aged citizen through early detection of the PD
disease and other diseases with similar symptoms. Several
databases have been created for easing research output in the
detection of neurodegenerative disorder and these databases
presented in existing literature for detection of PD include
dataset  for  detecting  speech  impairment  (dysphonia)  [1],
drawing  movement  [8],  Volatile  Organic  Compounds
(VOCs)  in  blood  [9],  cognitive  impairment  [10],
electroencephalohraphy  (EEG)  and  electromyography
(EMG) bio-signals [11], images such as magnetic resonance
imaging (MRI),  functional MRI (fMRI),  positron emission
tomography (PET) [12], etc. In majority of cases, once the
symptoms  of  the  neurodegenerative  disorder  such  as  PD
have  been  validated  by  a  medical  expert,  the  chances  of
disease  progress  in  patients  becomes  higher  due  to  late
detection [13]. Therefore, further research endeavors in early
diagnosis of PD before it progresses any further making any
medical  assistance  and  treatment  ineffective  are  very
important [14].

The  traditional  methods  require  a  lot  of  monitoring  of
living  activities,  motor  skills,  and  other  neurological
parameters  to  determine the  PD progress  in  a  patient  [5].
Recent advancement in AI methods have increased research
focus towards adopting algorithms to enhance diagnostics of
PD among patients. Existing research contributions include
the implementation of mobile applications for PD diagnosis
and monitoring [14-18]. The contribution of this paper is:

 Effective  interpolation-based  data  augmentation
techniques  to  generate  synthetic  data  samples  for
training of machine learning models.

 To explore dimensionality reduction with the aim of
identifying the best set of features for classification.

 Finally, to investigate and compare the performance
of  BiLSTM  deep  learning  models  and  traditional
machine learning algorithms in early detection of PD
using the original (Oxford Parkinson) and augmented
datasets. 
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The rest of the paper is organized as follows: Section II
discusses in details the related works with highlights on the
shortcomings of existing solutions. Section III presents the
methods used in this study with an emphasis on the proposed
methods  and  data  used  with  introductory  explanation  of
neural  network  models.  Section  IV  describes  the
implementation  details  and  the  results  achieved  from our
proposed models and presents a comparison of our results
with  existing  studies  using  the  same  dataset.  The  paper
concludes  in  Section  V  with  future  research
recommendations.

II LITERATURE REVIEW

This section discuss the various studies tailored towards
detecting and classifying PD with a focus on previous work
based on speech impairment. A typical wave form variance
of a healthy person and an individual suffering from speech
impairment is depicted in Fig. 1. 

Fig. 1. A typical wave form variance of a healthy person and an indi-
vidual suffering from speech impairment (data taken from the dataset

described in [20,21])

      A Related Studies on Speech Impairment

Previous  study  on  early  diagnosis  of  PD include  [19],
which presented an ensemble classifier based on Deep Belief
Network  (DBN)  and  Self-Organizing  Map  (SOM)  for
remote  tracking  of  PD  progress.  Recent  studies  [20,  21]
proposed a hybrid model based on bidirectional LSTM (Bi-
LSTM)  neural  network  and  wavelet  scattering  transform
(WST)  and  SVM classifier  to  detect  speech  impairments.
Authors experimented on 15 subjects and 7 diseased subjects
making up for 339 voice samples. The results showed that
the proposed based on WST and SVM outperform Bi-LSTM
and is expected to improve the decision systems for speech
impairment detection with accuracy of 96.3%. Similar study
was  conducted  in  [22]  using  online  handwriting  dynamic
signals  for  detection  of  PD.  The  authors  investigated  the
impact of transfer learning and data augmentation methods,
and  evaluated  the  classification  approach  based  on  CNN-
BLSTM  and  SVM.  The  study  concluded  that  integrating
data augmentation helps to achieve favourable results. 

Authors  in  [23]  introduced  a bio-inspired  algorithm for
decision support  system to evaluate voice challenges.  The
study compared the performance of different mathematical
solution such as Fourier and Gabor transformation with bio-
inspired  algorithms.  The  result  of  the  proposed  voice
analysis system using heuristic and spiking neural network
gave a promising results when compared with the state-of–
the–art  methods  with  the  average  effectiveness  as  87%.
Author  in  [13]  presented  four  machine  learning  (ML)
methods for detection of PD from sustained phonation and
speech signals. Authors applied eighteen feature extraction
approach  obtained  from acoustic  cardioid  and  smartphone
recording on four ML algorithms KNN, MLP, optimum-path
forest (OPF) and SVM. Authors in [1] proposed an extreme
learning machine (ELM) for predicting PD. Authors in [5]
presented a Principal Component Analysis (PCA) algorithm
on original feature sets and other non-linear classifiers. The
study  gave  an  impressing  performance  of  random  forest
accuracy  as  96.87%.  Authors  claimed  that  reducing
dimensionality plays an important role in improving overall
classification  of  PD.  Authors  in  [7]  introduced  the
combination of Gaussian processes and automatic relevance
determination for detecting PD. The study was conducted on
two PD dataset and the focus was based on the using small
amount of relevant acoustic features for detection. Authors
in [24] presented an automatic analyses of PD using Mel-
Frequency  Cepstral  Coefficients  (MFCC),  combined  with
Gaussian Mixture  Models  (GMM).  In addition, authors  in
[25]  incorporated  MFCC  and  Intrinsic  Mode  Functions
(IMF) for detection of PD. Authors in [26] also proposed
using MFCC and glottal pulse for early detection of PD.

A number of ML algorithms have been implemented by
researchers  in  detection  of  PD such  as  the  application  of
supervised classification algorithms was presented  in [27].
The classification result gave a peak accuracy of 85% while
it is promising when compared to diagnosis accuracy of non-
experts  and  specialists.  Multiple  learner  for  PD detection
was  investigated  by  authors  in  [25,  2].  Authors  in  [28]
presented  an  ensemble  classification  methods  based  on
random subspace classifier using kNN. While the latter [2]
utilized  ensemble  bagging  with  genetic  algorithm  for
detection of PD. Similarly, the study [29] presented a hybrid
approach  based  on  Synthetic  Minority  Over-Sampling
Techniques (SMOTE) and Random Forest (RF) classifier for
classifying  PD.  The  overall  classification  result  showed
significant improvement with accuracy of 94.89% with the
10-fold validation test.

Furthermore, deep learning methods were applied in [30]
for  the  diagnosis  of  PD.  The  study  applied  Multilayer
Feedforward  Neural  Network  (MLFNN)  with  Back-
propagation (BP) algorithm for early detection of PD. Their
experimental  result gave a low specificity of 63.6% and a
fair accuracy of 80% compared with other studies.  Despite,
the  application  of  various  techniques  and  methods  on
detecting PD, it is concluded these methods are still far from
obtaining desired result in terms of accurate identification of
PD [1]. 
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The  summary  of  some  related  work  that  applied  data
augmentation  techniques  for  PD detection  is  presented  in
Table I.  Some of the challenges  affecting  research  efforts
and  the  performance  of  learning  are  still  centered  on
insufficient  data,  noisy  labels,  and  large  intra-class
variability  [31].  However,  there  is  still  a  need  for  more
efficient  and  reliable  data  augmentation  techniques  to
improve accuracy  and the reliability  of  the  detection  thus
reducing error rate [5]. 

      B Data Augmentation

Data Augmentation have been successful applied in many
classification application due to the fact that it leverages on
small data by transforming existing samples and generating
new ones [31,35]. The application of data augmenting have
improved  generalization  of  deep  learning  models  and
prevented overfitting of trained data. Some of its application
areas  include  in  face  recognition  system  [36],  motion
detection system [37], etc. In addition, it also enhance deep
learning model performance and overall stability of training
results.  The  latter  is  especially  relevant  for  the  so  called
“small data problem” [38], when only little data is available
for training of machine learning models.

Some  application  of  the  commonly  used  data
augmentation  techniques  in  image  processing  or  signal
processing,  are  geometric  transformation  which  include
scaling,  shifting,  rotation/  reflection,  time  wrapping  and
addition of  noise.  Recent  studies  in  detection of PD have
applied  variety  of  data  augmentation  methods  to
accelerometer and gyroscope recordings such as magnitude
scaling,  rotation  and  magnitude  scaling  [18],  cropping
methods, window slicing, jittering, etc. [31,35]. Some of the
drawbacks  affecting  the  application  of  data  augmentation
include  the  need  to  maintain  correct  annotations/  labels
which mostly requires expert knowledge. 

Based on these, we present an effective data augmentation
technique based on interpolation methods (spline and pchip)

for  generating  synthetic  values  for  further  classification
analysis.  We  further  investigate  the  impact  of  data
augmentation and feature  reduction of  the performance of
the neural network model for detection of PD from speech
data.

III METHODS AND MATERIALS

We  discus  the  various  steps  involved  in  our  proposed
model as depicted in the functional block diagram in Fig. 2.

      A Data Source

For  this  study,  we  used  the  Oxford  Parkinson  Disease
dataset  [39],  which  comprises  of  biomedical  voice
measurement  from  31  individuals  with  23  individuals
suffering from PD. The dataset description is summarized in
Table II and it consists of 195 voice recordings (147 PD and
48 healthy voice recordings), 22 real-value features.

Each recording was subjected to different measurements,
consisting  of  vocal  fundamental  frequency  (average,
maximum  and  minimum)  measured  in  Hertz,  Multi-
Dimensional  Voice  Program  (MDVP)  for  percentage
measurement  of  variations  of  frequency  (Jitter)  and
amplitude (Shimmer), harmonicity measurement (HNR and
NHR) and records of non-linear  dynamics (NLD) features
namely: correlation dimension (D2), Period Density Entropy
(RPDE),  Detrended  Fluctuation  Analysis  (DFA)  and
frequency  variation  measurement  which  include  spread1,
spread2 and Pitch Period Entropy (PPE). The data is divided
randomly using the ratio  of training and testing as  70:30,
respectively. 

The training dataset comprises of 103 PD and 34 Healthy
which we further used in the generation of synthetic dataset.
A total number of 571 synthetic data samples was generated
(consisting of 320 PD and 251 Healthy) and the overall data
used for training our the deep network model is 708. The
testing data consist of 58 instances from the original data.

TABLE I. SUMMARY OF RELATED WORKS 

References
Methods

Contributions Limitations Type of Data
Classification Data Augmentation

[31]

Convolutional Neural 
Network (CNN)

Jittering, scaling, rotating, 
permutating, magnitude 
warping, time-warping 
methods

Application of data 
augmentation improved
generalization 
performance

Fluctuations in 
misclassification due to 
noisy labels.

Wearable Sensor 
Data (Motor State)

[32]

long-short-term memory 
recurrent neural
network (LSTM-RNN)

doubling the number of 
datapoints for non-zero; 
converted all non-zero 
tremor scores to a single 
value (positive)

Balancing of training 
data

No significant 
improvement in 
accuracy; Issues with 
overfitting

Motion data 
(Tremor)

[33]

CNN Image interpolation Best detection rate was 
achieved based on 
sentence segments

Authors did not compare 
the performance with 
existing studies

Speech Data

[34]

Different regression 
models

Random resize and crop, 
random horizontal flip, and
color jitter

Pitch-related features 
perform better than 
alternative features 

The accuracy of 
interference need to be 
improved considerable.

Speech Data 

[18]
CNN magnitude perturbation, 

temporal perturbation, and 
random rotation

achieved satisfactory 
performance

overenrolled tremor-
dominant PD subjects

wearable sensor 
devices
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      B Data augmerntation using interpolatiom

Interpolation  can  be  described  as  the  method  for
calculating unknown values from a specified values or input
with the goal  of  identifying analytic  functions that  moves
through a given points to interpolate for any arbitrary point.
Some of the most commonly used interpolation techniques
in  literature  include,  but  are  not  limited  to  linear,
polynomial,  spline,  pchip,  nearest  neighbor,  multi-

dimensional etc. Take an unknown function f (x) assuming

we  are  given  exact  values  at  (n+1) distinct  points

x
0
<x

1
<…<xn such  that  the  values  of

f (x
0
), f (x

1
) ,…, f (xn) are already known. 

Interpolation  generates  a  function  Q (x) that  moves

through  the  known  points  thus  identifying  the  function

 with the aim of satisfying interpolation requirements

(see Fig. 3) given in Eq. (1).

Q (x j )=f (x j ),0≤ j≤ n, (1)

For spline interpolation, we use a common cubic spline

function.  The  cubic  spline  is  a  third  degree  derivative

polynomial  using  a  continuity  conditions  of  spline

interpolation. Therefore, spline interpolation is referred to as

finding a polynomial on subintervals that are connected in a

smooth manner. A spline of degree k  is said to have a knots

assuming  we  pick  points  of  (n+1) at  t
0
<t

1
<…<t n .

Therefore,  a  spline  of  degree  k  having  t
0
, t
1 ,…,t n is  a

function of s(x) which satisfies the two major properties:

 On ((t i−1 ,t i) , s(x) is a polynomial of degree  ≤ k,

where  s(x) is  a  polynomial  on  every  subinterval

defined by the knots.

 Smoothness: s(x) has a continuous (k –1)-th 

derivative on the interval [ t
0
,t n ].

Fig. 3. A typical function f (x) showing the interpolation points x
0
,

x
1
, x
2
and the interpolating polynomial Q (x) (adopted from [40])

TABLE II. SUMMARY OF FEATURES (OXFORD PD DATASET [37])

Categories Features

Vocal 

Fundamental 

Frequency

Average: MDVP:Fo(Hz), 
Maximum: MDVP:Fhi(Hz), 

Minimum:MDVP:Flo(Hz),

Frequency 

Parameters

MDVP:Jitter(%), 

MDVP:Jitter(Abs),

MDVP:RAP,

MDVP:PPQ,

Jitter:DDP

Amplitude 

Parameters

MDVP:Shimmer,

MDVP:Shimmer(dB),

Shimmer:APQ3,

Shimmer:APQ5,

MDVP:APQ,

Shimmer:DDA

Harmonicity 

Parameters

Noise-to-Harmonic (NHR),

Harmonic-to-Noise (HNR)

Other 

Parameters

RPDE, D2: (Non-linear dynamical 

complexity measures),

DFA: (Signal fractal scaling exponent),

spread1, spread2, PPE: (Three nonlinear 

measures of fundamental frequency variation)

Fig. 2. Block diagram of our proposed model

Oxford 

Parkinson 

Dataset

Training

Testing

Data Augmentation

(Interpolation: 

Spline and PChip)

Machine 

Learning 

Algorithms

Neural Network 

and BiLSTM model

Neural Network 

and BiLSTM model

PD Healthy
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      C Neural Network Model

Neural  network  models  are  biological  inspired  method
which defines a function as an input (set of observations) to
produces  an  output  or  decision.  The elements  of  a  neural

network include the input layer (X t) with each input layer

having a neuron and the weight ( ), a hidden layer (Ꝺ H t) and

an  output  (Y t).  The  input  layer  accepts  signals  of

examination  measurements  which  varies  from  (Xn=i tоn)

while the hidden layer processes the input signals and passes
them forward to the output layer for classification. 

The deep learning model used in this study is a variant of

recurrent  neural  network  (RNN)  known  as  bi-directional

LSTM (BiLSTM) model (see Fig. 4). The BiLSTM model

was  used  with  the  training  options:  Adam  optimizer,

maxepoch size of “250” and gradient threshold “1”, initial

learning  rate  of  0.005.  We  also  used  a  verbose  of  0,

piecewise learning rate schedule, and the learning rate drop

period, and drop factor values are 125 and 0.2, respectively.

      D Performance Metrics

The  experimental  result  was  evaluated  using  Accuracy

(percentage  of  true  correctness  of  both  PD  patient  and

healthy patients), Sensitivity (percentage of PD test for PD

patients),  and  Specificity  (percentage  of   healthy  test  for

healhy patients).

IV RESULTS AND DISCUSSION

The proposed model was implemented on Matlab R2019

(MathWorks Inc., USA) using some specific toolboxes such

as  classification  learner  for  analysis  on  supervised  ML

algorithms. The result  of  our findings is  divided into two

subsection  and  also  the  comparison  of  our  work  with

existing study using the same dataset is presented as well.

Fig. 4. The BiLSTM model used for classification 

Fig. 5. The most informative features from Oxford Parkinson dataset
identified using feature ranking based on non-parameteric (Wilcoxon)

criterion

      A Result Based on Machine Learning Algorithms

In this study, we evaluated the performance of different

supervised  ML  algorithms  such  as  Decision  Tree,  Linear

Discriminant,  logistic  regression,  SVM,  KNN,  and  other

ensemble  algorithms  to  identify  the  best  classifier.  We

investigated the performance using 5-fold cross validation.

The  experimental  results  based  on  the  22  features  for

original, augmented (spline) and augmented (pchip) datasets

respectively is summarized in Table II. 

Furthermore, we explored reducing feature dimensionality

reduction  using  feature  ranking  based  on  non-parameteric

(Wilcoxon)  criterion  and  removing  the  highly  correlated

features  to  obtain  the  most  relevant  features.  The  best  5

features  captured  in  our  experiments  for  dimensionality

reduction  are:  HNR2,  MDVP:Fo(Hz),  MDVP:Flo(Hz),

MDVP:Fhi(Hz), and DFA. The results of feature ranking are

presented in Fig. 5. The performance of these 5 features on

traditional  machine  learning  algorithms  and  BiLSTM

network is presented in Table III.

Our results show that both spline and pchip augmentation

was  effective  in  allowing  increasing  the  accuracy  of

classification by 4.45% (p < 0.01) and 4.11% (p < 0.05) for

the 22 feature dataset, and by 4.80% (p < 0.01) and 1.93%

(not significant) for the 5 feature dataset, when using spline

and pchip augmentation, respectively (an average increase of

accuracy  calculated  over  8  different  machine  learning

methods).  For  evaluation  of  statistical  significance,

Student’s  two-sample t-test  was used,  which assumes that

data  are  independent  random  samples  from  normal

distributions.

      B Results Based on BiLSTM Model

This  subsection  discussed  the  result  obtained  from  our

proposed  BiLSTM  model  as  depicted  in  Fig.  4.  For  our

BiLSTM model, we used 10 % of training samples and 90%

for testing for the three datasets. We selected such a small

Ꝺ

LSTM

Backward

LSTM

Forward

LSTM

LSTM

Ꝺ

LSTM

LSTM

Ꝺ
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number of training samples, which is not commonly used, in

order to validate our approach for solving the small dataset

problem. We also analyzed with 20 hidden units and our best

performance was achiedved on 250 epoch. The summary of

experiment  on  20  hidden  neurons  and  250  epochs  for

holdout of 90% is presented in Fig. 6. To estimate statistical

confidence limits, all experiments were repeated 10 times.

Our experimental results on the three data sets show a mean

accuracy for 22 features as 83.49±2.33%, 96.59±1.18% and

96.2±0.75%  for  original,  augmented  with  spline

interpolation  (Spline)  and  augmented  with  Pchip

interpolation (Pchip)  datasets,  respectively (assuming 95%

confidence level). The performance of the BiLSTM model

on  spline  interpolated  dataset  gave  better  results  when

compared  with  overall  performance  on  the  original  and

augmented (Spline) dataset. 

When  considering  different  levels  of  holdout,  the

proposed data augmentation techniques allowed to improve

accuracy both in case of high holdout values when little data

is available for training, and in case or small holdout, when

accuracy is reduced by overfitting. The results, presented in

Fig.  7  show  the  benefit  of  using  data  augmentation

techniques for both high and low holdout values. 

Our results for all machine learning models trained using

an augmented (spline) dataset are summarized in Fig. 8. The

results  show  that  the  best  results  were  achieved  using

Weighted  KNN  at  98%,  however,  the  BiLSTM  also

achieved comparatively good results at 97.1%. In addition,

the confusion matrix the best  BiLSTM model  with spline

augmentation using 22 features) is depicted on Fig. 9. 

Fig. 6. Classification accuracy using original and augmented datasets
and BiLSTM model with 22 and 5 dataset features

Fig. 7. Accuracy of the BiLSTM models trained with different holdout
values for original and augmented datasets

Fig. 8. Comparison of results of machine learning methods and BiL-
STM model on augmented (spline) dataset

Fig. 9. Confusion matrix for best classification model using BiLSTM
with 22-feature dataset augmented by spline interpolation
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TABLE II. 

CLASSIFICATION RESULTS ON OXFORD PARKINSON DATASET (22 FEATURES) . BEST RESULTS ARE SHOWN IN
BOLD.

Algorithms

Original Data Spline Pchip

Acc

(%)

Sp (%) Sen

(%)

Acc

(%)

Sp (%) Sen

(%)

Acc (%) Sp 

(%)

Sen

(%)

Fine Tree 89.7 92.3 94.4 96.3 97.40 95.20 97.6 97.73 97.46

Linear Discriminant 87.2 96.3 86.5 97.0 96.37 97.74 97.0 96.37 97.74

Logistic Regression 86.2 94.4 97.7 96.8 96.36 97.18 95.3 91.47 100

Cubic SVM 96.6 97.8 97.8 96.8 95.85 97.74 95.1 94.43 95.76

Weighted KNN 96.6 98.8 95.5 98.0 97.49 98.59 97.3 96.92 97.74

Bagged Trees 94.0 95.6 96.6 97.5 97.46 97.46 97.6 97.2 98.0

Ensembled Subspace

Discriminant (ESD)

92.3 93.5 96.6 96.6 94.60 98.87 96.5 95.57 97.46

Ensemble Subspace 

KNN (ES-KNN)

97.4 98.9 97.8 96.6 95.58 97.74 96.5 95.32 97.74

TABLE III. 

CLASSIFICATION RESULTS WITH A REDUCED SET OF 5 FEATURES. BEST RESULTS ARE SHOWN IN BOLD.

Algorithms

Original Data Spline Pchip

Acc

(%)

Sp (%) Sen

(%)

Acc

(%)

Sp (%) Sen

(%)

Acc (%) Sp (%) Sen

(%)

Fine Tree 94.9 96.6 96.6 97 96.9 97.12 97.6 98.28 96.89

Linear Discriminant 86.3 94.4 88.4 95.2 91.23 100 95.2 91.23 100

Logistic Regression 87.2 95.5 88.5 94.2 91.95 96.89 87.6 94.03 80.22

Cubic SVM 91.5 94.4 94.4 95.3 91.68 99.72 80 98.18 61.07

Weighted KNN 97.4 98.9 97.8 95.6 94.49 96.89 95.9 94.04 98.02

Bagged Trees 94.9 96.6 96.6 97.5 97.20 97.74 94.2 93.83 94.63

Ensembled Subspace

Discriminant (ESD)
88.0 88.7 96.6 95.2 91.23 100 98 98.02 98.02

Ensemble Subspace 

KNN (ES-KNN)
88 87.6 96.3 96.6 95.33 98.02 95.2 91.23 100

TABLE IV.

COMPARISON OF CLASSIFICATION RESULTS WITH KNOWN STUDIES 

Reference Methodology
Validation

Method

Accuracy

(%)

Specificity

(%)

Sensitivity

(%)

[5] PCA with Random Forest (RF) - 96.87 99.85 99.75

[7] Gaussian Process+ 5 features 10-fold CV 96.92 99.29 90

[2]
Ensemble bagging +Genetic Algorithm  

(GA)

-
98.28 - -

[27]
Multilayer Feedforward Neural Network 

(MLFNN) with Back-propagation (BP)

10-fold CV
80.0 63.6 83.3

[39]

Kernel support vector machine bootstrap

with 50

replicates

91.4 - -

[41]
Rough set theory Split

validation
95.0 94.0 95.0

[42]
Hybrid Relief prior and Bacterial Foraging 

Optimization SVM (RF-BFO-SVM)

5-fold CV
97.42 91.50 99.29

[43] Artificial neural networks (ANN)    10-fold CV 96.88 100 95.74

[44] Linear kernel SVM 10-fold CV 65.12 - -

[45]
Hybrid kernel extreme learning machine 

approach

average

10-fold CV
95.97 91.11 97.27

[46] Deep Autoencoder Neural Network - 96.11 89.78 98.15

[47]
k-NN and PCA using the created ParkDet 

2.0

10-fold CV
99.1 - -

[48]
Stability Selection method using Random 

Forest and Logistic Regression algorithms

5 fold CV
94.36 - -

[49]
Complex-Valued Neural Networks and

mRMR Feature Selection Algorithm

10-fold CV
98.12 98.96 99.24

Our Model

BiLSTM with Original Data Holdout 82.86 90.5 87.97

BiLSTM with Augmentation (Spline) Holdout 97.1 98.78 95.57

BiLSTM with Augmentation (Pchip) Holdout 96.37 97.94 93.14
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      C Statistical analysis

To  compare  the  performance  of  proposed  data

augmentation  schemes  and  to  assess  the  statistical

significance  of  the  results,  we  have  adopted  the  non-

parametric Friedman test and post-hoc Nemenyi test, which

compare  the  mean  ranks  of  the  methods  across  multiple

classification runs. The results of the Nemenyi test regarding

original,  augmented  (Spline)  and  Augmented  (Pchip)

datasets  (see  Fig.  10)  show  that  the  differences  between

mean  ranks  of  the  methods  are  statistically  significant

(Friedman’s p < 0.001). The Critical Difference (CD) shows

the smallest difference in mean ranks, where the difference

is not  statistically  significant.  Note that  for  the 22-feature

dataset both Spline and Pchip augmentation schemes work

equally well, but significantly better than using the original

dataset  without  augmentations.  The  same  observation  is

confirmed for the 5-feature dataset: both Spline and Pchip

augmentation schemes allow to achieve significantly better

results as compared to the results without augmentation. In

the latter case, the Spline-based augmentation works better

than  the  Pchip  augmentation,  but  the  difference  is  not

significant  (the  difference  between  mean  ranks  is  smaller

than the CD value).

Fig. 10. Critical distance diagrams for full dataset (22

features) (left) and reduced feature dataset (5 features)

(right). CD – critical distance.

      D Comparison with Existing Work

For the purpose of validating our proposed method, we

compared our results with previous work as shown in Table

IV. Considering that the PD dataset utilized in this study has

22 features, we summarized and compared the result based

on the original dataset as well as with the features obtained

using  feature  selection.  The  comparison  table  shows  the

various algorithm proposed in literature with our proposed

model.  Our  experimental  results  using  BiLSTM  with

Augmentation (Spline) achieved a significant improvement

in  accuracy,  specificity  and  sensitivity.  However,  some

existing  methods  such  as  proposed  in  [2],[42],[47],[49]

achieved  accuracy  between  97.42-99.1%  and  thereby

outperformed our method. Some of limitations of this state-

of-the-art  methods is increasing computational complexity.

Therefore, we can argue that our proposed model reveals a

simple and effective method for detecting PD. 

One  key  limitations  of  our  data  augmentation  method

(Interpolation) is generating noisy (out of range) values. This

play a major role in affecting the performance of our model.

Thus, further study is to consider more diversity among data

augmentation techniques with the aim of reducing noise and

error rates, and improving performances.

      E Evaluation and discussion

Data  augmentation  using  the  interpolation  methods

allowed us to increase the accuracy of PD recognition using

voice  data.  The  application  of  interpolation  effectively

increases the resolution of captured signal, which allows to

recover some of the information lost due to the microphone

sampling rate that is lower than needed to solve this task. In

the datased we used (Oxford Parkinson [39]), voice data was

captured using a microphone with a sampling rate of 44.1

kHz. However, the study [50] concluded that a sampling rate

of 96 kHz is preferred for effective PD recognition, which

makes the interpolation techniques an attractive method for

dealing with low resolution voice data. 

Another advantage of data augmentation is the ability to

increase data volume for model training. Effective training

of neural networks,  especially deep learning models, usually

require having large amounts of data. However, in case of

niche  applications,  such  as  diagnosing  rare  diseases,  the

datasets  are  usually  small.  Generation  of  the  synthetic

(surrogate) data for training allows to obtain better models,

thus increasing  the accuracy  of classification,  as  also was

demonstrated in this paper.

V CONCLUSION

The need to increase available data for classification when

using small datasets with the aim of improving  recognition

of Parkinson disease (PD) cannot be over-emphasized. This

paper effectively applied the interpolation (spline and pchip)

methods for the generation of synthetic data instances thus

increasing  the  learning  samples  available  for  training  of

machine  learning  models  and  improving  the  classification

performance. This study was able to effectively address the

problem of class imbalance by augmenting the original data

samples using the interpolation method. Two interpolation

techniques  (spline  and  pchip)  were  used  to  generate

synthetic data. A total number of 571samples was generated

by  each  technique  consisting  of  320  Healthy  and  251

Parkinson disease samples. 

This  paper  investigated  the  performance  of  traditional

machine  learning  algorithms  and  BiLSTM  model  in

classifying the three categories of data samples. Our results

showed that for an efficient and simple data augmentation

technique  based  on  spline  and  pchip  interpolation  have

proven to be effective in the detection of PD. The analysis

results for BiLSTM shows that even with a holdout of 90%

for testing, the model was still able to effectively classify PD

on three datasets (original Oxford Parkinson dataset, original

dataset  augmented  using  spline  interpolation  and  original

dataset using pchip intermolation) with an average accuracy
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of 82.86%, 97.1%, and 96.37% for the original, spline and

pchip  datasets,  respectively  (all  22  features  were  used).

Further  experiments  was  carried  out  for  feature

dimensionality reduction and the best results were obtained

on  5  features  and  the  the  average  accuracy  on  the  90%

holdout  was  74.14%,  91.44%,  and  87.88%  for  for  the

original,  spline  and  pchip  datasets,  respectively.  The

experimental results using spline augmentation have shown

statistically  significant  (p  <  0.001  using  Friedman’s  test)

consistency in impoving the accuracy for both 22 feature and

5 feature datasets. 

The comparison of  our results with the existing studies

shows that  the application data augmentation did not only

improved accuracy, but was also able to reduce overfitting

and improve the overall performance. This study was able to

apply a simple BiLSTM model to effective classify speech

impairment  which  will  efficiently  enhance  the  early

detection of PD. Our proposed model based on using data

augmentation  techniques  for  small  datasets  showed  a

significant  improvement  in  accuracy,  when  only  a  small

amount  of  data  is  available  for  training.  Note  that  we

simulated  a small  dataset  using an extreme value of  90%

holdout for training data, which has not been used by other

authors before.

Future  recommendation  is  to  explore  other  data

augmentation methods based on different  AI methods and

architectural  frameworks  with  the  aim  of  developing  an

intelligent model for speech recognition for small datasets.
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