Annals of Computer Science and Information Systems
Volume 21

Proceedings of the 2020 Federated

Conference on Computer Science and
Information Systems

September 6-9, 2020. Sofia, Bulgaria

Maria Ganzha, Leszek Maciaszek, Marcin Paprzycki (eds.)

©IEEE







Annals of Computer Science and Information Systems, Volume 21

Series editors:
Maria Ganzha (Editor-in-Chief),
Systems Research Institute Polish Academy of Sciences and Warsaw University of
Technology, Poland
Leszek Maciaszek,
Wroctaw Universty of Economy, Poland and Macquarie University, Australia
Marcin Paprzycki,
Systems Research Institute Polish Academy of Sciences and Management Academy, Poland

Senior Editorial Board:
Wil van der Aalst,
Department of Mathematics & Computer Science, Technische Universiteit Eindhoven
(TU/e), Eindhoven, Netherlands
Enrique Alba,
University of Mdlaga, Spain
Marco Aiello,
Faculty of Mathematics and Natural Sciences, Distributed Systems, University of
Groningen, Groningen, Netherlands
Mohammed Atiquzzaman,
School of Computer Science, University of Oklahoma, Norman, USA
Jan Bosch,
Chalmers University of Technology, Gothenburg, Sweden
Barrett Bryant,
Department of Computer Science and Engineering, University of North Texas, Denton, USA
Wtodzistaw Duch,
Department of Informatics, and NeuroCognitive Laboratory, Center for Modern
Interdisciplinary Technologies, Nicolaus Copernicus University, Torun, Poland
Ana Fred,
Department of Electrical and Computer Engineering, Instituto Superior Técnico
(IST—Technical University of Lisbon), Lisbon, Portugal
Janusz Gorski,
Department of Software Engineering, Gdansk University of Technology, Gdansk, Poland
Giancarlo Guizzardi,
Free University of Bolzano-Bozen, Italy, Senior Member of the Ontology and Conceptual
Modeling Research Group (NEMO), Brazil
Francisco Herrera,
Dept. Computer Sciences and Artificial Intelligence Andalusian Research Institute in Data
Science and Computational Intelligence (DaSCI) University of Granada, Spain
Mike Hinchey;,
Lero—the Irish Software Engineering Research Centre, University of Limerick, Ireland
Janusz Kacprzyk,
Systems Research Institute, Polish Academy of Sciences, Warsaw, Poland
Irwin King,
The Chinese University of Hong Kong, Hong Kong
Juliusz L. Kulikowski,
Nalecz Institute of Biocybernetics and Biomedical Engineering, Polish Academy of Sciences,
Warsaw, Poland
Michael Luck,
Department of Informatics, King’s College London, London, United Kingdom



Jan Madey,
Faculty of Mathematics, Informatics and Mechanics at the University of Warsaw, Poland
Stan Matwin,
Dalhousie University, University of Ottawa, Canada and Institute of Computer Science,
Polish Academy of Science, Poland
Marjan Mernik,
University of Maribor, Slovenia
Michael Segal,
Ben-Gurion University of the Negev, Israel
Andrzej Skowron,
Faculty of Mathematics, Informatics and Mechanics at the University of Warsaw, Poland
John F. Sowa,
VivoMind Research, LLC, USA
George Spanoudakis,
Research Centre for Adaptive Computing Systems (CeNACS), School of Mathematics,
Computer Science and Engineering, Clity, University of London

Editorial Associates:
Katarzyna Wasielewska,
Systems Research Institute Polish Academy of Sciences, Poland

Pawet Sitek,
Kielce University of Technology, Kielce, Poland

TEXnical editor: Aleksander Denisiuk,
University of Warmia and Mazury in Olsztyn, Poland



Proceedings of the 2020 Federated
Conference on Computer Science
and Information Systems

Maria Ganzha, Leszek Maciaszek, Marcin Paprzycki
(eds.)

2020, Warszawa, 2020, New York City,

Polskie Towarzystwo IEEE Institute of Electrical and

Informatyczne Electronics Engineers




Annals of Computer Science and Information Systems, Volume 21

Proceedings of the 2020 Federated Conference on Computer Science and
Information Systems

ART: ISBN 978978-83-955416-9-8, IEEE Catalog Number CFP2085N-ART
USB: ISBN 978-83-955416-8-1, IEEE Catalog Number CFP2085N-USB
WEB: ISBN 978-83-955416-7-4

ISSN 2300-5963
DOI 10.15439/978-83-955416-7-4

(©) 2020, Polskie Towarzystwo Informatyczne
Ul. Solec 38/103
00-394 Warsaw, Poland

Contact: secretariat@fedcsis.org
http://annals-csis.org/

Cover art: Balans
Monika Brzykca,
Elblgg, Poland

Also in this series:

Volume 23: Communication Papers of the 2020 Federated Conference on Computer
Science and Information Systems, ISBN WEB: 978-83-959183-2-2, ISBN USB: 978-83-959183-3-9
Volume 22: Position Papers of the 2020 Federated Conference on Computer Science and
Information Systems, ISBN WEB: 978-83-959183-0-8, ISBN USB: 978-83-959183-1-5

Volume 20: Communication Papers of the 2019 Federated Conference on Computer
Science and Information Systems, ISBN WEB: 978-83-955416-3-6, ISBN USB: 978-83-955416-4-3
Volume 19: Position Papers of the 2019 Federated Conference on Computer Science and
Information Systems, ISBN WEB: 978-83-955416-1-2, ISBN USB: 978-83-955416-2-9

Volume 18: Proceedings of the 2019 Federated Conference on Computer Science and
Information Systems, ISBN Web 978-83-952357-8-8, ISBN USB 978-83-952357-9-5,

ISBN ART 978-83-955416-0-5

Volume 17: Communication Papers of the 2018 Federated Conference on Computer
Science and Information Systems, ISBN WEB: 978-83-952357-0-2, ISBN USB: 978-83-952357-1-9
Volume 16: Position Papers of the 2018 Federated Conference on Computer Science and
Information Systems, ISBN WEB: 978-83-949419-8-7, ISBN USB: 978-83-949419-9-4

Volume 15: Proceedings of the 2018 Federated Conference on Computer Science and
Information Systems, ISBN WEB: 978-83-949419-5-6, ISBN USB: 978-83-949419-6-3,

ISBN ART: 978-83-949419-7-0

Volume 14: Proceedings of the First International Conference on Information
Technology and Knowledge Management, ISBN WEB: 978-83-949419-2-5,

ISBN USB: 978-83-949419-1-8, ISBN ART: 978-83-949419-0-1

Volume 13: Communication Papers of the 2017 Federated Conference on Computer
Science and Information Systems, ISBN WEB: 978-83-922646-2-0, ISBN USB: 978-83-922646-3-7
Volume 12: Position Papers of the 2017 Federated Conference on Computer Science and
Information Systems, ISBN WEB: 978-83-922646-0-6, ISBN USB: 978-83-922646-1-3

Volume 11: Proceedings of the 2017 Federated Conference on Computer Science and
Information Systems, ISBN WEB: 978-83-946253-7-5, ISBN USB: 978-83-946253-8-2,

ISBN ART: 978-83-946253-9-9



DEAR Reader, it is our pleasure to present to you Pro-
ceedings of the 15" Conference on Computer Sci-
ence and Information Systems (FedCSIS’2020), which
took place fully remotely, on September 7-9, 2020. Con-
ference was originally planned to take place in Sofia, Bul-
garia, but the global COVID-19 pandemics forced us to
adapt and organize the conference online.

FedCSIS 2020 was Chaired by prof. Stetka Fidanova,
while dr. Nina Dobrinkova acted as the Chair of the Orga-
nizing Committee. This year, FedCSIS was organized by
the Polish Information Processing Society (Mazovia
Chapter), IEEE Poland Section Computer Society Chap-
ter, Systems Research Institute Polish Academy of Sci-
ences, Warsaw University of Technology, Wroctaw Uni-
versity of Economics and Business, and Institute of Infor-
mation and Communication Technologies, Bulgarian
Academy of Sciences.

FedCSIS 2020 was technically co-sponsored by: IEEE
Poland Section, IEEE Czechoslovakia Section Computer
Society Chapter, IEEE Poland Section Systems, Man, and
Cybernetics Society Chapter, IEEE Poland Section Com-
putational Intelligence Society Chapter, IEEE Poland Sec-
tion Control System Society Chapter, Committee of Com-
puter Science of the Polish Academy of Sciences, Ma-
zovia Cluster ICT Poland, Eastern Cluster ICT Poland
and Bulgarian Section of SIAM.

During FedCSIS 2020, the keynote lectures were deliv-
ered by:

Christian Blum, Artificial Intelligence Research
Institute (IITA-CSIC), Barcelona, Spain, “Are you a
Hybrid? Yes, of course, everyone is a Hybrid
nowadays!”

« George Boustras, European University Cyprus, “Criti-
cal Infrastructure Protection — on the interface of
safety and security”

« Hans-Georg Fill, University of Fribourg, Switzerland,
~From Digital Transformation to Digital Ubiquity:
The Role of Enterprise Modeling”

FedCSIS 2020 consisted of five Tracks. Within each
Track, topical Technical Sessions have been organized.
Some of these Technical Sessions have been associated
with the FedCSIS conference series for many years, while
some of them are relatively new. Their role is to focus and
enrich discussions on selected areas pertinent to the gen-
eral scope of each Track.
¢ Track 1: Artificial Intelligence

o Topical technical sessions:

- 15" International Symposium on Advanced
Artificial Intelligence in Applications (AAIA"20)
- 13" International Workshop on Computational
Optimization (WCO"20)

- 5" International Workshop on Language
Technologies and Applications (LTA'20)

¢ Track 2: Computer Science & Systems
o Topical technical sessions:

- Advances in Computer Science and Systems
(ACS&S’20)
- 13% Workshop on Computer Aspects of Numerical

Algorithms (CANA"20)

- 11" Workshop on Scalable Computing (WSC'20)
¢ Track 3: Network Systems and Applications

o Topical technical sessions.
- Advances in Network Systems and Applications
(ANSA’20)
- 4" Workshop on Internet of Things — Enablers,
Challenges and Applications (IoT-ECAW’20)
- International Forum of Cyber Security, Privacy, and
Trust NEMESIS'20)

* Track 4: Information Systems and Technology
o TJopical technical sessions:
- Advances in Information Systems and Technologies
(AIST)
- 21 Special Session on Data Science in Health,
Ecology and Commerce (DSH'20)
- 15" Conference on Information Systems
Management (ISM'20)
- 26™ Conference on Knowledge Acquisition and
Management (KAM’20)

* Track 5: Software and System Engineering
o Topical technical sessions:
- Advances in Software and System Engineering
(ASSE’20)
- 4™ International Conference on Lean and Agile
Software Development (LASD"20)
- 6™ Workshop on Model Driven Approaches in
System Development (MDASD'20)
- Joint 40" IEEE Software Engineering Workshop
(SEW-40) and 7" International Workshop on Cyber-
Physical Systems (IWCPS-7)

The 2020 edition of an AAIA’20 Data Mining Chal-
lenge was entitled “Network Device Workload Predic-
tion”. The task was related to the monitoring of large IT
infrastructures, and the estimation of their resource allo-
cation. The challenge was sponsored by the EMCA Soft-
ware and the Mazowia Branch of the Polish Information
Processing Society (PTI). Papers resulting from the com-
petition are included in the Conference Proceedings
(within Track 1: Al).

Each paper, found in this volume, was refereed by at
least two referees, and the acceptance rate of regular full
papers was ~25.8% (52 regular full papers, out of 201
general submissions).

The program of FedCSIS required a dedicated effort of
many people. We would like to express our warmest grat-
itude to all Committee members, of each Track and each
Technical Session, for their hard work in attracting and
later refereeing 206 submissions (regular and data min-
ing).

We thank the authors of papers for their great contribu-
tion into theory and practice of computing and software
systems. We are grateful to the invited speakers, for shar-
ing their knowledge and wisdom with the participants.

Last, but not least, we thank prof. Fidanova and dr. Do-
brinkova. It should be stressed that they made all the
preparations to organize the conference in Bulgaria. They
also worked with us diligently when we were forced to
move the conference online. Stefka nad Nina, we are very
grateful for all your efforts! As a matter of fact, we hope
to organize FedCSIS in Bulgaria as soon as the World re-
turns to normal (even if it will be the “new normal”).



We hope that you had an inspiring conference. We also
hope to meet you again for the 16™ Conference on Com-
puter Science and Intelligence Systems (FedCSIS 2021).
Please note an upcoming change in the conference name,
from Information Systems to Intelligence Systems. The
change is warranted, first, by the changes in the world
around us. As can be easily observed, broadly understood,
intelligence is permeating all aspects of our reality. Sec-
ond, this change is already reflected by the kinds of paper
submissions that are being received by all FedCSIS
Tracks, and our intent to attract even more submissions
related to all sorts of Intelligence Systems (including of
course Artificial Intelligence, but also Business Intelli-
gence, Management Intelligence, Human Intelligence, Fi-
nancial Intelligence, Embedded Intelligence, Computa-
tional Intelligence, Collective Intelligence, Biomedical
Intelligence, Military Intelligence, Network Intelli-
gence...).

Taking into account the level of uncertainty related to
COVID-19, we are seriously considering organizing the
next edition of the conference online, again. However, the
final decision has not been reached, yet.

Co-Chairs of the FedCSIS Conference Series

Maria Ganzha, Warsaw University of Technology,
Poland and Systems Research Institute Polish Academy
of Sciences, Warsaw, Poland

Leszek Maciaszek, Wroctaw University of Economics and
Business, Wroctaw, Poland and Macquarie University,
Sydney, Australia

Marcin Paprzycki, Systems Research Institute Polish
Academy of Sciences, Warsaw Poland and Management
Academy, Warsaw, Poland
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Abstract—While digital transformation is still a challenge
for many companies when introducting digital technologies in
existing processes and business models, digital ubiquity stands for
the next step in digitalization. It characterizes the omnipresence
of a large range of digital technologies, connectivity, and data as
well as entirely digital organizations. This includes for example
upcoming technologies such as distributed ledgers, artificial
intelligence or augmented reality and according interfaces and
data sources as well as decentralized apps and autonomous
organizations. The challenge thus becomes to optimally deal
with these opportunities and deploy them efficiently in business
scenarios. In this paper we will investigate the role of enterprise
modeling under this paradigm and how it can contribute to
a well-structured, systematic understanding of complex digital
phenomena for supporting business and technological decisions.

I. INTRODUCTION AND MOTIVATION

LMOST any existing business is today being confronted

with the need to engage in digital transformation [1],
[2]. May it be the provision of digital services for physical
products, e.g. when a car manufacturer collects maintenance
data from its customers’ vehicles via remote interfaces [3], the
digitalization of government services that companies need to
interact with, e.g. for filing tax statements electronically [4],
or the entire transformation of value chains such as banks
operating without any physical presence [5]. This stems on
the one hand from internal demands for gaining efficiency
by using digital technologies, e.g. for optimizing throughput
and lowering costs. On the other hand, external factors come
into play such as the increased demand from customers for
digitally-enabled offerings, the potential or already effective
advancement of competitors, or the necessity to connect to
business partners or the public administration through digital
means.

However, digital transformation involves more than just
using technology. In many cases, the adaptation of products,
services, and processes to digitally-enabled versions requires
fundamental changes in the overall business model, the orga-
nization, and the IT infrastructure [6], [7], [8], as well as the
development of radically new software applications [9]. This
is turn necessitates according expertise that has either to be
built up within an organization or sourced from external spe-
cialists. For supporting these endeavors, enterprise modeling
has traditionally been a widely used method to structure this
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transition and integrate the knowledge of all stakeholders [10],
[11], [12].

Digital transformation however also implies that at some
point in time the transition to a new state has been accom-
plished and a sufficient level of maturity is reached [13].
The question thus becomes what happens after this state has
been reached and which challenges lie beyond it. In the
following we will denote this state as digital ubiquity. Such
a state could be characterized as follows: at this point, digital
technologies are well integrated into products and services; the
IT infrastructure offers unlimited connectivity, storage space,
and massive processing power if required; data and according
analytics of all business activities are available on different
levels of granularity and to all necessary stakeholders; the
organization is represented as a digital twin that can be used
for simulations and real-time analyses, and there may even
be organizations that exist only in the digital space; the orga-
nization constantly monitors and adapts to new technologies;
know-how on new technologies is dynamically made available
within the organization.

In such a scenario, the major challenge will thus not be
to become acquainted with digital technologies in the first
place and of finding ways for replacing non-digital approaches.
Rather, it is necessary to quickly assess the potential of
any new technical development, potentially replace existing
digital components through updated ones, and adapt to them
where necessary. This not only leads to potentially quick
and frequent changes of complex organizational and technical
environments. It also necessitates a solid and profound under-
standing of emerging technical concepts and their contribution
to an organization’s value. In the following we will briefly
characterize enterprise modeling as a method of support for
decision makers. Subsequently, we will show how enterprise
modeling can aid in the context of digital ubiquity.

II. ENTERPRISE MODELING

The modeling of the structure and behavior of enterprises
has a long tradition in science and practice for accomplishing
diverse tasks. This includes for example the analysis of an
organization’s capabilities and resources, and comparing them
to others, the facilitation of the implementation of changes or
for aiding decision makers in identifying possible options for
solutions in complex environments [14], [10], [15].



Whereas the creation of models in general focuses on the
abstraction from reality for specific purposes and for particular
groups of individuals [16], we regard enterprise modeling as a
sub-discipline of conceptual modeling. At its core, conceptual
modeling reverts to specifically created schemas, which define
artificial languages for creating valid models [17]. These
languages are further composed of a visual or textual notation
and an according semantics that defines the meaning of the
elements of the language and how the resulting models are
to be processed [14], [18]. Such language-based models with
a limited set of pre-defined semantic concepts greatly ease
the creation and understanding of models due to the reduced
cognitive load. They permit an intuitive understanding of the
contained concepts and how they are applied to create models.

In an enterprise context, such conceptual models may be
used for example to formalize knowledge [14], for designing,
engineering and structuring information systems [19], or for
the integration of different perspectives [20]. In many cases,
so-called domain-specific conceptual modeling languages are
created, whose concepts are tailored towards particular appli-
cation domains [21]. This includes for example modeling lan-
guages for supporting business process improvement [22], for
integrating semantic technologies in information systems [23],
[24], for managing risks [25], [26] or for designing product-
service systems [27].

III. ENTERPRISE MODELING FOR DIGITAL UBIQUITY

As we will show in the following, these properties of
enterprise modeling are particularly useful in times of digital
ubiquity. As outlined above, digital ubiquity is characterized
by continuous changes of digital technologies and the constant
adaptation of already digitalized business areas. In order to
succeed in such an environment, the ability to quickly under-
stand and adapt to new technologies is of primary concern.

Enterprise modeling can support this process through the
abstraction from complex technologies and by presenting them
in a way that facilitates their application by domain experts.
An example for such an abstraction that is of high relevance
for digital businesses are modeling approaches for data ana-
lytics [28], [29], [30], [31]. These permit even users with little
technical knowledge to use these technologies for their tasks
and thus quickly leverage their potential.

Enterprise models can further act as interfaces to digital
technologies. Thereby, the content of the models is either
processed by according engines or the models provide infor-
mation for configuring machines [32]. Besides the classical
example of workflow engines that execute tasks specified in
the form of process models [33], more recent approaches offer
interfaces to technologies such as machine learning [34], rule
engines [24], blockchains [35], [36], chatbot platforms [37] or
cyber-physical systems [38].

Finally, enterprise models can contribute to setting of
standards as reference models by making best practices and
successful patterns for the usage of new technologies explicit,
e.g. in telecommunications [39] or for smart cities [40]. They
thus contribute to the fast sharing of detailed knowledge within
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and across organizations. Approaches in this direction have
recently been sought after for example for blockchains and
distributed ledger technologies [41].

A. Exemplary Application for Distributed Ledger Technolo-
gies

For illustrating the application of enterprise models in
the context of digital ubiquity, we present in the following
two sample models for characterizing so-called decentralized
autonomous organizations (DAO). DAOs are a recent phe-
nomenon that is based on the broad availability of public
blockchains. A DAO is an organization that is entirely gov-
erned through algorithms encoded in immutable blockchains
so that the paradigm of code is law becomes a reality for
all processes running in this organization [42]. Ideally, all
processes are thus transparent to everyone and there is no
central instance governing the organization but rather a com-
munity that is open for anyone to join. As the infrastructure
of blockchains is decentralized, not even technical systems for
running the according algorithms are under the control of one
entity.

Although DAOs are not yet widespread, first implementa-
tions exist that can be publicly accessed. One such available
DAO is Aragon' that is a platform for creating your own DAO.
To understand how Aragon operates, users can consult the
documentation on it’s website. However, the information there
is spread across several pages and held in technical terms. By
using an enterprise modeling language for analyzing business
models such as the one shown in the example in Figure 1, the
core relationships between the involved partners, customers
and value contributions can be investigated more easily.

The modeling language used for these business transac-
tion models is based on the entities of the Business Model
Canvas [43]. It extends these concepts however by adding
explicit relationships between the entities as well as advanced
functionalities for guiding the user through the creation and
analysis of business models [12]. In this way, the actual
behavior of a business model can be depicted and analyzed
both visually and with algorithms.

Further, a user may want to investigate the enterprise
architecture behind the Aragon DAO for understanding how its
business functions are aligned with the underlying technology.
Also in this respect enterprise models can be of great value for
making these relationships explicit. As shown in Figure 2, the
standardized modeling language of ArchiMate can show how
business entities such as customers of a DAO based on Aragon
interact via specific roles with the offered business functions
and processes and how these are realized on the application
and technology layer [7]. Further, such models permit conduct-
ing algorithmic analyses of this enterprise architecture [44],
e.g. to determine which components depend on each other,
whether sufficient backup systems have been installed, whether
the architecture complies with legal regulations such as data
protection, which systems need to be transitioned to updated

ISee https://aragon.org/
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versions due to security issues, whether the systems are
oriented towards scalability or to identify affected business
processes in case of failures for ensuring business continuity.

IV. CONCLUSION AND OUTLOOK

As we have seen, enterprise modeling can aid in the struc-
turing of complex domains, the abstraction from technologies
for easing user interaction and for providing best practices
in the form of reference models. These features make it
useful in times of digital ubiquity where the application of
digital technologies is fast paced and continuously changing.
Future challenges will include the combination of enterprise
modeling with recent digital technologies such as for example
the upcoming distributed ledger technologies or augmented
reality environments. The use of domain-specific modeling
languages thereby eases the interaction with technologies and
permits to quickly integrate them in organizational processes.
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Abstract—The rapid growth and distribution of IT systems
increases their complexity and aggravates operation and main-
tenance. To sustain control over large sets of hosts and the
connecting networks, monitoring solutions are employed and con-
stantly enhanced. They collect diverse key performance indicators
(KPIs) (e.g. CPU utilization, allocated memory, etc.) and provide
detailed information about the system state. Predicting the future
progress of those KPIs allows ahead of time optimizations like
anomaly detection or predictive maintenance and can be defined
as a time series forecasting problem. Although, a variety of time
series forecasting methods exist, forecasting the progress of IT
system KPIs is very hard. First, KPI types like CPU utilization or
allocated memory are very different and hard to be modelled by
the same model. Second, system components are interconnected
and constantly changing due to soft- or firmware updates and
hardware modernization. Thus a frequent model retraining or
fine-tuning must be expected. Therefore, we propose a lightweight
solution for KPI series forecasting. It consists of a weighted
heterogeneous ensemble method composed of two models - a
neural network and a mean predictor. As ensemble method a
weighted summation is used, whereby a heuristic is employed
to set the weights. The modelling approach is evaluated on the
available FedCSIS 2020 challenge dataset and achieves an overall
R? score of 0.10 on the preliminary 10% test data and 0.15 on
the complete test data. We publish our code on the following
github repository: https://github.com/citlab/fed_challenge

I. INTRODUCTION

T systems are rapidly evolving to meet the growing demand

for new applications and services in a variety of fields
like industry, medicine or autonomous transportation. This
entails an increasing number of interconnected devices, large
networks and growing data centres to provide the required
infrastructure. Although accelerating innovations and busi-
ness opportunities, this trend increases complexity and thus,
aggravates the operation and maintenance of these systems.
Operators are in need of assistance to be able to maintain
control over this complexity. Therefore, monitoring solutions
are implemented. They constantly collect system KPIs like
latency, throughput, or system resource utilization and provide
detailed information about the monitored IT system. One
particularly important aspect of system monitoring is the
prediction of future system load. Several efforts where made
to enable this ranging from linear regression [1], Bayesian
statistics [2] and neural networks [3].

A precise prediction of future system load enables ahead
of time decision making. An anomaly detection methods can
be employed to compare the difference between the predicted
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and the actual state and raise alarms in case of unforeseen
deviations [4]. Furthermore, scheduling decision [5], network
routing and dimensioning [6], data centre cooling control [7]
or predictive maintenance [8] all benefit from precise system
load predictions.

The task of system load prediction can be formulated as a
time series forecasting problem but comes with specific chal-
lenges. First, different KPI types are highly non-uniform. CPU
utilization is usually very volatile, memory allocation is rarely
overlaid by noise and disk read and write operations expose
bursty patterns due to buffering resulting in flat sequences
with sporadic peaks. The concrete pattern of these series
depend of partly unknown external and a variety of internal
factors. There are temporal dependencies night- and daytime
hours or occasional events like Christmas days influencing the
system load. Also, the IT system itself is problematic from
modeling perspective due to their dynamic nature and high
uncertainty. Frequent soft- and firmware updates or hardware
modernization change system properties and usually require
model retraining or fine-tuning. This imposes the requirement
of frequent and fast model adaption.

Related work on time series forecasting is diverse and
ranges from traditional linear or non-linear regression [9],
stochastic methods [10], deep learning models [11] and en-
semble methods [12], [13]. Traditional regressive or statistical
models are often not able to capture the underlying complex
processes while neural networks or ensemble methods suffer
from high complexity and an accompanying high computa-
tional overhead.

Considering this, we present our solution for this years
FedCSIS 2020 challenge [14], which is a model for network
device workload prediction. It combines the overall average
of each KPI series with a prediction from a linear neural net-
work. Furthermore, we employed heuristics to tackle numer-
ical imprecision and enhance overall prediction performance.
Our solution achieved an overall R? score of 0.105 on the
preliminary 10% test data and 0.15 on the complete test data.

The rest of the paper is structured as follows. Section II
provides a preliminary analysis of the problem and available
training data set. Section III introduces our solution for work-
load prediction. It includes a formal problem definition and
explains each element of our proposed method. An evaluation
is performed and results are presented in section IV. Finally
section V concludes our paper.



II. NETWORK DEVICE WORKLOAD PREDICTION

This year FedCSIS 2020 challenge [14] was to predict the
future workload of network devices based on past workload
observations. More specifically, the workload of a set of
devices, referred to as hosts, were characterized by KPI series
such as CPU utilization, incoming and outgoing network traffic
or allocated main memory. The data were collected hourly
over a period of 3 months with sporadically missing samples.
Overall, 45 different KPIs were recorded from 3,716 hosts,
whereby the workload of individual hosts was described by
different KPI subsets. Each hourly KPI series sample consists
of seven aggregated measurements. These are the number
of collected samples, the mean and standard deviation, the
first, last, highest and lowest measurement. Out of the seven
aggregations only the mean value must be predicted, resulting
in a possibly multivariate input but univariate output.

The plots in Fig. 1 show four different KPI mean values
from six different hosts. Thereby, the series was split into
weekly windows from Monday until Sunday and arranged
by the hour of the week resulting in ten aggregated weekly
series for each plot. The dark line shows the mean value while
the light line visualizes the 0.95 confidence interval. It can
be observed that KPI series are highly non-uniform, which
indicates the major challenge when faced with forecasting the
expected future values of the KPIs.

III. LIGHTWEIGHT WORKLOAD PREDICTION MODEL

In this section we present our method for lightweight
workload prediction. Its concept and architecture were chosen
based on the previously described observations and analyses
in section II.

A. Preliminaries

We define the task of workload prediction as a time series
forecasting problem. A time series is an temporally ordered
sequence of values X = (X;(-) € R? : ¢t = 1,2,...,T),
where d is the dimensionality of each point. For X7 () =
(Xa(+), Xa41(-), ..., Xp(+)), we denote indices a and b with
a<band 0 < a,b < T as time series boundaries in order
to slice a given series X%.(-) and acquire a subseries X (-).
The variable T' defines the time stamp of the last sample of
the past observations. Additionally, we use the notion X (7) to
refer to a certain dimension ¢, with 1 < 7 < d. Furthermore,
meta information for each time series value X;(-) are denoted
as M;.

The problem of workload prediction is modelled as the
forecasting of a future univariate value X, (i), with w > 1,
conditioned on a sequence of past values X%(-), and known
meta information about the future time stamp Mp4,,. There-
fore, the learning objective is to select a function A : RY s R,
where N is the dimensionality of the input, that results in a
small generalization loss:

1

L=——
W

Z L(h(X%(')aMT+1U)3XT+7U('))' (1)
wew
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Thereby, L is a bounded loss function and W is the set of
offsets defining all future time stamps to predict.

B. Lightweight Workload Prediction Model

The overall architecture of our method is depicted in Fig. 2.
A future time series value X1 .,,(¢) should be predicted based
on the history X?(-) and its known meta information Mr .
For the task of workload prediction, each time series X
represents an KPL The respective dimensions of samples X, (-)
are aggregated values of that KPI between time t—1 and ¢. Due
to their importance, we selectively define the mean and last
measurement as T; and xil), where T, xil) € X;(-). The mean
value of the sample Try,, € X144 (+) is the prediction target.
Since many workload series are seasonal, we additionally add
the encoded day of week and hour of day as meta information
M. Subsequently, each model element is described in
detail.

Preprocessing. Initially, a rescaling of each value in the KPI
series X%(+) to a fixed upper bound d and a respectively linear
scale to the lower bound is performed. Furthermore, values
in X9(-) are expected to be sampled hourly. If samples are
missing, a linear interpolation is employed.

Feature Selection. Due to the additional overhead that is
introduced by automated feature selection methods, we choose
to select a fixed subset of features manually. The features are
selected depending on the model that they are forwarded to.
Therefore, we define a filter F} for the mean predictor and
a filter F5 for the neural network model (NN). The filter F}
includes only the mean values of X2(-). Filter F> applies
two feature selection operations. First, out of the aggregated
values in the last available series sample, we pick the mean
and last value, i.e. ET,xg) € Xr(-). Second, motivated by
the seasonality of system load, we additionally use the mean
value of the same hour of the week as the prediction target of
previous k weeks.

The Models. The mean predictor calculates the overall
average over the filtered sample series F1(X%(-)). As NN a
linear feed-forward neural network is used. It receives the pre-
processed and filtered data F5(X%(-)), the meta-information
values My, and the output of the mean model. These are
combined to a flat input vector x. The learning objective is
to minimize the squared error loss between the prediction and
the mean value of Ty € X1 (o):

L= (h(X) = Triw)’. )

The proposed NN architecture is a fanning out first hidden
layer. The subsequent layers are tampered, which works as
regularization. We use a dropout between the first and second
hidden layer as an additional regularization. A rectifier linear
unit (ReLU) activation is applied to the output value of the
network. The output of the mean model and NN model are
respectively denoted as o(le_w and ogiw.
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Fig. 1. Example of four KPIs for six hosts. A great in-between and within KPI value diversity for the different hosts can be observed.
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Fig. 2. Overall solution architecture.

Ensemble Layer. To combine the predictions of the mean
model and the NN model, a weighted average over the model
outputs is calculated:

Z wioglw, wherez w; = 1. (3)

(i) (1) (2)
Tl+w fortuworie}

OT+w =

[}

The usage of two models is motivated by the non-uniformity
of KPI series. While the neural network is capable to predict
seasonal series fairly well, it fails to accurately predict constant
but noisy series. A simple average over all mean metrics of
a KPI resulted in good predictions for constant but noisy
series but resulted in bad predictions for seasonal series. By
combining both, we expect to achieve a generally better result.

IV. EVALUATION

Based on the provided dataset, the future progress of 10,000
KPI series must be predicted. Samples are sampled hourly.
This results in a sequence of 168 samples that have to be pre-
dicted for each series. In this section, we evaluate the proposed
method in terms of runtime and prediction performance.

A. Training and Parameterization

KPI series are diverse depending on the type and the host
from which they were collected. Therefore, we choose to train
individual models for each KPI series. The mean predictor
calculates an overall mean over all mean values from the
available three months of data.

Training of the NN requires the definition of a training set.
Therefore, a set of inputs and prediction targets are defined.
The target is always a specific mean value 7;, € X (:)
at prediction target time stamp ¢, < T. The hour of day
my € {1,2,...,24} and day of week mo € {1,2,...,7}
are defined as meta information M;, = {mi,ma}. This

KPI training series slice is defined as XJ(-) with e = ¢, —
((mg — 1) *24 + my) and s = e — 168 * k, where 168
are the hours of one week, s > 0 and & > 1. Thereof,
the mean and last value from the last sample are selected
Te, 2L € X.(-). Further, respecting the seasonality of several
KPI series, the mean value of the same hour of the week as the
prediction target is added to the input. These can be accessed
via {ZT, € X; ()7 =1, —i%168,i =1,2,...,k}

To create the training data we set k = 2. For the rescaling,
we define d = 100. Training of the NN is done via backprop-
agatuion on the mean square error as optimization criterion
and Adam as the optimizer. We set the learning rate to 10e™3
and use dropout probability of 0.1.

B. Runtime Analysis

A preliminary runtime analysis is conducted where our
neural network is compared to a recurrent version of it. For the
recurrent network, we use long short term memory (LSTM)
instead of linear cells. We measure the training time per epoch
on a bare-metal machine with an Intel(R) Core(TM) i5-9600K
CPU @ 3.70GHz, 3x32 GB RAM and two Nvidia GeForce
RTX 2080 Titan GPUs whereof one was utilized during the
runtime measurement experiments. Ubuntu 18.04.3 LTS with
kernel version 5.3.0-51-generic is installed as OS and Python
version 3.6.7 and PyTorch version 1.4.0 are used to implement
the networks.

The LSTM version requires significantly more time for
training than the network with linear cells. In comparison,
the runtime increases by a factor of ten. The mean training
runtime per epoch of the linear version is 2.37 seconds per
epoch with a standard deviation of 0.03 and 0.95 confidence
interval of [2.38,2.37]. For the network version with LSTM
cells a training time per epoch of 25.72 seconds per epoch
is measured with a standard deviation of 0.18 and 0.95
confidence interval of [25.74, 2.70]. Having six training epochs
per series and a total number of 10,000 series means a total
required training time of 39.5 hours for the linear cells and
17.9 days when using LSTM cells.

Although recurrent neural network architectures especially
with LSTM cells are reported to perform well on sequential
data prediction tasks [15], our runtime analysis shows that
the required training time is very high and considered as
infeasible.
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TABLE 1
R2 SCORES OF BEST THREE SUBMISSIONS TOGETHER WITH THE
BASELINE.
baseline Ist 2nd Ours
Preliminary test set (10%) | 0.2267 0.1888 | 0.1841 | 0.1053
Complete test set (100%) 0.2295 0.163 | 0.1515 | 0.1501

C. Prediction Results

The performance of the proposed workload prediction
method is evaluated against the withheld test set by submitting
the solution via the official FedCSIS 2020 challenge submis-
sion system. The submissions are scored by the RZ score

defined as
2 (@ — 0r)?
R?=1- &ttt @)
2@ —7)?

where T; € X;(-) and T as the overall average over all
mean samples. Based on our observation several KPI series
are mainly constant with sporadic deviations, resulting in a
very small normalization value (denominator of in Eq. 4).
This results in high division values and thus, low R? scores
even for small deviations of the predicted values. These values
had a negative impact on the overall R? score. Furthermore,
several KPI series can be described as the noise around a
baseline. This motivates us to implement a heuristic to choose
an adaptive weighting of the model outputs. First, the neural
network is trained. Second, the last available week is used as
a prediction target and the data before that week as input.
Since this last week was explicitly trained on, we assume
precise prediction results, i.e. R? score close to 1. If the neural
network output resulted in a lower score than the output of the
average predictor, we set the weight for the average predictor
to 1.0 and the neural network weight to 0.0. Otherwise, the
both weights were set to 0.5.

Finally, the prediction of the submission is done based on
the k last available weeks in the training data set. The R?
scores of the best three submissions are listed in TABLE 1.
None of the submitted results is able to achieve the specified
baseline. Two submissions achieved a better R? score than our
solution with 0.1888 and 0.1841 on the preliminary 10% of
test data and 0.163 and 0.1515 on the complete test dataset.
With our proposed lightweight model, we achieve an R? score
of 0.1053 on the preliminary 10% test data and 0.1501 on the
complete test dataset. We did not carry out any attempts to
optimize for the 10% preliminary test data since it was not
clear whether it is a general representation of the complete test
dataset. Therefore, it is interesting to observe that our solution
is the only one achieving a better score on the complete dataset
than on the preliminary 10%.

V. CONCLUSION

We tackle the given challenge of network device workload
prediction based on KPI data with a lightweight model that
ensembles the predictions of a neural network and a mean
predictor. The ensemble is done by a weighted summation.
A heuristic is used to selectively set the weights for each

PROCEEDINGS OF THE FEDCSIS. SOFIA, 2020

model prediction. The lightweight nature of the method allows
training individual models for each KPI series respecting the
diverse nature of different KPI types and host. Furthermore,
frequent retraining is feasible with the proposed solution.

We provide a runtime analysis between LSTM cells and
linear cells showing revealing the usage of LSTM cells as
infeasible. We evaluate our solution against the FedCSIS
2020 challenge dataset. The experiment results show that
the lightweight approach predicts future KPI values with an
overall R? score of 0.105 on the preliminary 10% test data
and 0.15 on the complete test data.

For future work, we see further experimentation with differ-
ent network types like convolutional neural networks or atten-
tion mechanisms as promising. Furthermore, the learning of
the summation weights when aggregating mean predictor and
neural network outputs are sources for potential optimization.
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Abstract—Diet tracking via self-reports or manual taking of
meal photos might be difficult, time-consuming, and discourag-
ing, especially for children, which limits the potential of long-
term dietary assessment. We present the design and development
of a proof of concept of an automated and unobtrusive system
for diet tracking integrating: a) a social robot programmed to
automatically capture photos of food and motivate children, b)
a deep learning model based on Google Inception V3, applied
for the use case of image-based fruit recognition, ¢) a RESTful
microservice architecture deployed to deliver the model outcomes
to a platform aiming at childhood obesity prevention. We
illustrate the feasibility and virtue of this approach, towards the
development of the next-generation computer-assisted systems for
automated diet tracking.

I. INTRODUCTION

HILDHOQOD obesity is a major public health challenge
which is associated with the risk of developing seri-
ous life-threatening diseases [1], [2]. In this context, new
computer-assisted technologies can provide useful means to
monitor and manage childhood obesity, as well as influence
health behaviour and lifestyle at early age [3], [4], [S].
Accurate and long-term diet tracking, is of great signifi-
cance in childhood obesity prevention [6]. In this direction,
computerised dietary assessment through food diaries and
self-reports is a common approach [7], [8]. However, major
problems in developed computerised tools are that they place
a significant burden to the user, suffer from recall bias issues,
and rely on technological literacy, often resulting to their
early abandonment [9], [10]. Therefore, more unobtrusive and
automated approaches are intensively required [11], especially
in children, which may have difficulties in articulating their
eating patterns.
In this work, we present the design and development of
a social robot-based platform for automated food recognition,
with the capability to further motivate children to adopt healthy
diet habits. The platform employs a deep learning approach for
fruit detection, based on camera images automatically captured
by a commercially available social robot. The outcomes of
the detection are delivered to a platform aiming at child-
hood obesity prevention, developed within the OCARIoT!
project, via a service-oriented architecture. Overall, this work

Uhttps://ocariot.eu/
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Fig. 1. Inception V3 (Source: https://cloud.google.com/tpu/docs/inception-
v3-advanced)

adopts and uniquely integrates enabling computer-assisted
information and communication technologies, such as social
robotics, deep learning and interoperable data communication
interfaces, towards demonstrating the feasibility, usefulness
and virtue of automated dietary assessment for the prevention
of childhood obesity.

II. METHODS
A. Fruit Recognition Model

In a first step, our aim was to train and validate a fruit
recognition model, based on the Google Inception V3 model
[12], which is pre-trained on the ImageNet database. The
Inception V3 model’s architecture is shown in Figure 1.

The fruit recognition model classifies images into one of
two classes—fruits and non-fruits. We gathered food images
from the following sources: ImageNet, Food-101 Data-set?,
UEC Food 256 data-set® [13] and a data-set found in Zenodo®.
The image-sets were split into two classes (fruits and non-
fruits) and the pictures in the two classes were balanced. There
was a total of 53884 fruit and not-fruit images. The images
were cropped into 299x299 pixel chunks and horizontally
flipped in a stochastic manner. We split the data-set 80%-20%
stochastically.

Inception V3 is a Deep Convolutional Neural Network
(ConvNet) designed for classifying images. Google states
that the model has been shown to attain greater than 78.1%
accuracy on the ImageNet data-set. We extended the model
with the addition of the following layers:

o Average Pooling 2D with pool-size 8x8
2https://data.vision.ee.ethz.ch/cvl/datasets_extra/food- 101/

3http://foodcam.mobi/dataset256.html
4DOI: doi.org/10.5281/zenodo.1310165
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Fig. 2. Social Robot setup

o Dropout = 0.4

« Flatten

o Dense layer with 1 node, 12 regularization=0.0005, Sig-
moid activation function, Xavier uniform initializer

The aim of these additions was to additionally train the
model as a fruit classifier. We trained the model using Stochas-
tic Gradient Descent, an optimisation algorithm with good
performance over large data-sets. We utilized the following
hyper-parameters:

o Initial Learning rate=0.01

¢ Momentum=0.9

o Decreased learning rate to 0.002 after epoch 15 and to
0.0004 at epoch 28

o Trained to binary cross-entropy loss 0.0018.

We used a multiple-crop (10-crop) strategy for classifying
unknown images, where we produced 5 crops for each image
to classify (upper left, upper right, lower left, lower right and
centre), as well as the flipped versions of these crops. We
classified each of these crops, for an image, and kept the
one with the maximum value of the dependant variable (thus
enabling us to identify a fruit in an image that also includes
other unrelated objects).

B. Integration with a Social Robot

We further integrated our food recognition model with a
commercially available social robot, aiming to apply the model
outcomes in real-life and automate the process of food image
recognition. The Anki Vector robot was adopted, which is
equipped with a 720p (1280X720 pixels) High Definition
camera and has additional interesting features, for example,
it is easy to carry, it shows an engaging personality, e.g.,
showing feelings of happiness, sadness, anger, etc., through
eye animations and movement with wheels, it can speak,
display text/images on its display, and it is programmable via
a Software Development Kit (SDK) which we have utilized.

We have developed an application that takes a picture using
the Vector’s built-in camera and passes it to the model for fruit
classification. Upon detection of a fruit, the robot responds
with speech, eye animations and movement, providing reward
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and motivation (e.g., “well done, fruits are good for your
health”, “congratulations for your choice”, etc.). We have used
a similar approach in our previous work with social robots
targeting childhood obesity [14].

To make the robot automatically move towards the food and
capture an image, we implemented a method in which the user
is required to place the robot’s cube, as a reference object,
in front of the food (Figure 2). The software we developed
makes the robot to search for the reference cube and positions
the robot towards facing the food, resulting overall to an
automated food image recognition process with the help of
a social robot, without requiring any significant manual effort
by the child.

C. Software Architecture

Regarding the software architecture, two applications have
been developed: An Angular application for the user interface
and a Django server that provides an API for the application
of the image recognition model and for controlling the robot.
Both Angular and Django come equipped with a command
line tool that can be used to quickly setup an application.
This facilitated the rapid implementation of our prototype.

Regarding the integration of the image recognition model
and the social robot, we adopted a REST microservice archi-
tecture, a new architectural style that structures an application
into a set of small, independently deployable microservices, as
opposed to traditional monolithic approaches. The microser-
vice (tagged ‘Food Tracking’) can store the pictures of the fruit
meals in a database in order to create a data-set that could be
used to update the image recognition model. When the robot
takes a picture of the fruit meal, the image recognition model
is applied in order to identify the presence of a healthy food
(certain varieties of fruit in this case). When the output of the
model is available, the image is sent to the backend software
and then the classification result and the image are correlated
to the user’s id. After the backend has received the image and
the result, the platform’s “dashboard” application is updated
and the user can browse an updated version of their profile.

III. RESULTS

We measured 99.68% accuracy on the validation set com-
prising a total of 10655 fruit and not-fruit images from the
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Fig. 4. Fruit Recognizing Social Robot integrated to OCARIoT

Fig. 5. Recognized as fruit

Fig. 6. Not recognized as fruit

combined data-set mentioned in section II-A, which shows
that fruit recognition through images is an accurate method,
and it could potentially replace tedious self-reports or surveys
for fruit consumption.

The Angular and Django applications for controlling the
functionality of the social robot and utilising the fruit-
recognition model, were integrated within the OCARIoT soft-
ware platform for childhood obesity prevention. A demonstra-
tion of our integrated system is shown in a YouTube video®.
Figure 4 shows the architecture of the OCARIoT Platform with
the social robot application that recognizes fruits integrated. In
Figures 5 and 6 we show correct and incorrect classifications
on fruits from the integrated fruit-recognition social robot

Shttps://www.youtube.com/watch?v=ZSH-WW-rBj Y

system. We have observed that the distance to the target fruit
is the most important indicator for classification accuracy. The
robot managed to identify fruits from a distance ~ 20 cm. The
apple in Figure 6 was further from the threshold distance.

The Express Gateway, an open source API Gateway which
is based on the Express.js framework, is used to redirect
the client’s requests to the respective microservices through
URL routing. The RabbitMQ message broker is adopted in
order to manage the message queues maintained between
the microservices, thereby facilitating their communication
(for example the food tracking microservice can use account
information derived from the account microservice through
RabbitMQ). RabbitMQ is an open source broker which allows
transport-level security, through the use of the Advanced
Message Queuing Protocol (AMQP), and fast communication
over the Transmission Control Protocol (TCP).

In order for the robot apps to be executed successfully,
the robot must be connected (via WiFi) to the same network
with the computer executing the robot SDK. Both the robot’s
application and the Tensorflow model can be accessed by an
API built using the Django web framework.

IV. DISCUSSION

We presented the design and development of platform for
automated diet tracking based on a programmable social robot,
the application of a deep learning model for fruit recognition,
and the integration of the model outcomes with a comput-
erised system targeting childhood obesity prevention, through
a REST microservice architecture. Our platform constitutes
a proof-of-concept, demonstrating the integration of different
enabling technologies, towards the development of the next-
generation computer-assisted systems for automated diet as-
sessment, which are also capable to motivate individuals to
be more engaged with the acquisition of healthy diet habits.
Through taking advantage of the programmable robot’s in-built
capabilities such as a camera, text-to-speech synthesis and
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eye animations, the predictive capabilities of deep learning,
as well as an architecture which allows extensibility and
interoperability with other software components, our aim was
to develop a novel unobtrusive system requiring minimal user
interactions.

The system developed could be particularly useful for chil-
dren, which may face difficulties in self-reporting diet informa-
tion due to issues related to recall or tedious repetitive user-to-
system interactions. Furthermore, child interaction with other
computerised systems such as mobile phone devices, would be
likely to require parental consent, a good knowledge of using
mobile apps, as well as manual taking of photos which may be
of low quality. In this context, our system differentiates from
previously systems which have been examined [15], [16], [17],
and shows the high potential of the application of significantly
more engaging and automated systems. In particular, social
robot-assisted systems have been demonstrated to be highly
attractive to children and useful [18], [19], which has been a
motivation for following this approach.

Our future work involves the recognition of different cate-
gories of food through social robot-captured images, which
would enable a more holistic approach in accurate dietary
assessment. Furthermore, the addition of speech recognition
in the system would enable dialogue interactions between
the robot and the child, which could facilitate motivation of
children to acquire healthy diet habits or improve system
certainty (e.g., the social robot could ask the child about
a meal in the case of robot’s low certainty in detecting a
specific food in an image, and receive a verbal response).
Moreover, the longitudinal collection of all captured diet
information would reinforce personalised data analytics, which
could indicate behaviours requiring guidance and attention,
or revealing potential risks. The deployment of computational
models and decision support systems has shown promise in
this direction [20]. Finally, a study with children should be
conducted, enabling the evaluation of the platform in real-
world scenarios, e.g. at home, or within educational sessions at
school settings. Furthermore this will allow us to measure the
real-world accuracy of the model on a set of images captured
by the social robot in practical usage scenarios.

In conclusion, we regard social robots as valuable agents
that can support humans in engagement with healthy be-
haviours. To this end, the work presented in this paper is a
step towards automated dietary support of children by social
robots.
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Abstract—The effects of air pollution on people, the envi-
ronment, and the global economy are profound - and often
under-recognized. Air pollution is becoming a global problem.
Urban areas have dense populations and a high concentration of
emission sources: vehicles, buildings, industrial activity, waste,
and wastewater. Tackling air pollution is an immediate problem
in developing countries, such as North Macedonia, especially
in larger urban areas. This paper exploits Recurrent Neural
Network (RNN) models with Long Short-Term Memory units
to predict the level of PM10 particles in the near future (+3
hours), measured with sensors deployed in different locations
in the city of Skopje. Historical air quality measurements data
were used to train the models. In order to capture the relation of
air pollution and seasonal changes in meteorological conditions,
we introduced temperature and humidity data to improve the
performance. The accuracy of the models is compared to PM10
concentration forecast using an Autoregressive Integrated Moving
Average (ARIMA) model. The obtained results show that specific
deep learning models consistently outperform the ARIMA model,
particularly when combining meteorological and air pollution
historical data. The benefit of the proposed models for reliable
predictions of only 0.01 MSE could facilitate preemptive actions
to reduce air pollution, such as temporarily shutting main
polluters, or issuing warnings so the citizens can go to a safer
environment and minimize exposure.

Index Terms—RNN, LSTM, deep learning, air pollution

I. INTRODUCTION

IR pollutants exert a wide range of impacts on biological

and socio-economic systems. Their effects on human
health are of great interest. In particular, PM2.5 and PM10
(Particulate Matter) have been proven to have a significant im-
pact on human respiratory efficiency. A number of studies have
shown that the increase of respiratory diseases is correlated
by a high concentration of air pollutants [1]. [2] represents a
useful review of the emerging challenges and requirements for
understanding adverse health outcomes from ambient particles.
Consequently, it has become an important task to accurately
track and analyze ambient air pollution in order to adjust
public policies and health protection measures. The ability
to predict exceeding of critical air quality thresholds is of
particular importance. The potential for alert management sys-
tems that will provide warning communication to authorities
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and the population of health and environmental risks is high.
Such systems have already been developed and deployed [3].
Studies such as [4], have shown that the data of ambient air
quality can be modelled as stochastic time series, thereby
making it possible to make a short-term forecast based on
historical data. There are successful approaches relying on
successful forecasting models over large multi-sensor data sets,
based on sliding-window-based feature extraction and feature
subset ensemble selection [5]-[9]. The latter approaches also
show that it is feasible to use short-term predictions of danger-
ous concentrations in coal mines to reduce the workload, so
preventing to reach the dangerous thresholds. The air pollution
forecast in cities can be employed in a similar manner, such as
temporarily shutting main polluters, or issuing warnings so the
citizens can go to a safer environment and minimize exposure.

Long short-term memory (LSTM) [10] is an artificial recur-
rent neural network (RNN) [11] architecture used in the field
of deep learning. Due to their chain-like nature, LSTMs are
considered to be the typical architecture of neural networks to
be used with sequences and lists. LSTM networks have already
been used for time series multistep forecasting in multiple
studies [12] [13] [14] [15] [16]. In [17] a similar approach is
described, where convolutional neural networks are combined
with LSTM to classify PM10 levels. In [18], an approach for
air pollution forecasting using RNN with LSTM is presented.
Alternative studies in the literature exploit feature extraction
as a pre-processing step for the predictive task [19] [20] [21]
[22] [23].

The widespread adoption of LSTM across different do-
mains shows the effectiveness and reliability of this model
in multistep forecasting task. The reason for their effective-
ness is the ability to extract time-variant dependencies and
correlations that are inherently present in real-life scenarios,
and exploit them to predict future time steps. Differently
than ARIMA models, which are autoregressive and capable to
analyze exclusively univariate time series, LSTM models can
exploit multiple time series in a combined manner. Potentially,
leveraging the existing correlations between them can lead to
obtain more accurate predictions.
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In this paper, we performed experiments with air quality
measurements data from the area of Skopje, North Macedonia.
We used PM10 level measurements of the pollution combined
with meteorological parameters to predict the PM10 level at
point +3 hours in the future. The main contribution of this
paper is that it combines different data sources to perform
forecasting and compares the results to predictions when only
air quality data is used. Our approach was to train the models
with a data set from a single sensor, then gradually increase the
number of air quality sensors used. A graphical representation
of the workflow is shown in Figure 1. The results were
then compared with the performance of the models trained
using air quality and meteorological sensor data combined.
Additionally, we used the data to examine the performance
of different RNN architectures. For this purpose, we used the
Keras framework, a high-level neural networks API capable
of running on top of Tensorflow.

II. METHODS
A. Dataset

The dataset consists of air quality sensor measurements
from sensors deployed to different locations in the city of
Skopje. Variety of parameters are monitored by the sensors,
including PM10 and PM2.5 particles, as well as the presence
of NO2, CO, O3, and SO2. Measurements are done in intervals
of one hour. This dataset was also enriched with meteorologi-
cal parameters, namely temperature and atmospheric pressure,
measured at the Skopje-Petrovec meteorological station. For
the purpose of this research, 12 consecutive measurements
from the air pollution measurement points and from the me-
teorological station are used. In some of the models, we used
a set of 24 consecutive measurements, but no considerable
improvement was observed.

The dataset in this form has not been studied and published
before. However, a subset of the data has been used in a previ-
ous study. In [17] a similar approach is described, where subset
of the data is used to classify future values using a combination
of LSTM and convolutional neural networks. Repository with
the source code used, as well as the preprocessed dataset, is
available at https://gitlab.com/magix.ai/air-pollution-skopje.

Fig. 2 shows the seasonality and trend in the data set. It
is clearly noticeable that disturbances and irregularities are
present in the air quality sensor data. Due to these reasons,
to train the recurrent neural network models, we used data in
the range from December 2011 to December 2019. In order
to model possible malfunctions in the sensors, we introduced
a Dropout layer in some of the architectures.

The used measurements are listed bellow, grouped by loca-
tion:

o Municipality of Karposh, North Macedonia

— PMI10 concentration
o Municipality of Centar, North Macedonia

— Measurement station Centar - PM10 concentration
— Measurement station Rektorat - PM10 concentration

o Municipality of Miladinovci, North Macedonia

PROCEEDINGS OF THE FEDCSIS. SOFIA, 2020

— PMI10 concentration
o Municipality of Petrovec, North Macedonia

— Temperature (in Degrees Celsius)
— Atmospheric Pressure at station level

The sampling frequency of the meteorological parameters
differs from the one used in the air quality sensors. A pre-
processing phase was needed to fit the data set for training
and validation purposes. The pre-processing consists of the
following steps:

« Missing data interpolation
« Min-Max normalization
o 12 samples data window preparation

The data was divided into train, validation and test data sets.
For training, we used data in the time interval 01.12.2011 -
31.12.2019. This dataset consists of 70129 samples. Validation
samples were taken dynamically as 1 per cent from the training
data points (709 samples). Before the training process, we
used a smaller two-year subset of the data for hyperparameter
optimization. Data points for optimization were taken from
the interval from 01.08.2014 to 01.08.2016 (17534 samples).
Hyper-parameter tuning was validated using a small two-
months data set in the time frame 01.11.2016 - 31.12.2016
(1430 samples).

For testing the performance of the different architectures, a
test data set was used. This data set consists of the data points
in January 2020.

B. Baseline model: ARIMA

Among many available methods for time series regression,
one of the most popular and broadly used are Autoregressive
integrated moving average (ARIMA) model [24]. Results
obtained in this study confirmed that the ARIMA has a strong
potential for short-term spot prediction. ARIMA form a class
of time series models that are widely applicable in the field
of time series forecasting. In the ARIMA model, the future
value of a variable is a linear combination of past values and
errors after removing the trend — by differencing.

C. Deep learning models architecture

In this paper, we wanted to compare several different
architectures and see how they perform in comparison to the
ARIMA model. We used LSTM, SimpleRNN and GRU layers.
In some of the architectures, we added a dropout layer to
mitigate temporary failures of some sensors.

RNN mainly deals with the processing of sequence data,
such as text, speech, and time series. This type of data exists
in an orderly relationship with each other; each piece of data is
associated with the previous piece. Another example is climate
data, where, for example, the temperature of a day is related to
the temperature of the previous day. Therefore, we can form
many sets of sequences from the data using time from a set
of continuous data, and the correlation between sequences can
be observed from multiple sets of sequences.

Our approach was to build a simple model using LSTM and
Dense layers and then gradually increase the complexity of the
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Fig. 1: Graphical representation of the proposed method for pollution forecasting.

architecture. An overview of the models is given in Table I-II.
We started with the simplest architecture, one LSTM layers
with optimized number of units and one Dense layer. Then,
we trained the network using a univariate data set, values from
one air quality sensor, and we validated the ability to make
short-term predictions, +3 hours in the future.

This simple architecture performed slightly better than the
ARIMA model. 3 shows the loss function for the training and
validation phases while 4 show the performance of this model
compared to the performance of the ARIMA model.

In order to improve the performance, we added data from
a second sensor to treat the problem as a multivariate series
and compared the performance of the architecture. Then we
increased the data set to include data from 4 sensors on
different locations (Table I, approach number 3 and 4). This
caused a small decrease in the performance of the LSTM
model. One of the main ideas of this paper was to investigate
the influence of meteorological data. Therefore as a final
test, we added temperature and air pressure parameters to the
training data set (Table I, approach number 5). The result was
an increase in accuracy and performance. Figure 4 shows the
performance compared to the ARIMA model in the first week
of the test data. This architecture showed the best performance
when we compared the models using MSE as a performance
metric. The simple LSTM model seems to outperform all other
models described in this paper.

As a second approach in this paper, we increased the
complexity of the architecture and the number of hidden
layers. A second layer of optimized LSTM was added with
a Dropout layer in between (Table I-1I, approach number 6).
This model showed a slightly decreased accuracy.

As a next step, we introduced a SimpleRNN layer in two
variants. In [25], it is shown that RNN can be used for
time series forecasting. SimpleRNN is a fully-connected RNN
layer where the output is to be fed back to the input. As
a first experiment, we replaced the first LSTM layer with a
SimpleRNN, and in the second the RNN layer was added as
an input to the first LSTM followed by a Dropout layer (Table
I approach number 8 and 9). The latter approach exhibited a
better performance than the first.

As an additional attempt to improve the results, the data
set was extended to 24 hours history data window (Table
I approach number 10). This did not bring any significant
improvement. Gated Recurrent Unit or GRU [26] modifies the

LSTM by fusing the forget and input gates into an update gate.
Additionally, the cell states and hidden states are merged. The
resulting model is simpler than standard LSTM models, and
has been growing increasingly popular in the past few years.
Due to sensor failures, the data set, as most of the real-life time
series data, is characterized by a variety of missing values. It
has been noted that missing values and their missing patterns
are often correlated with the target labels. There are studies
[27] that examine architectures based on GRU to time series
data analysis. An experiment with a GRU layer was made. We
extended the RNN architecture with a GRU layer followed by
a SimpleRNN + LSTM, and a Dense layer as an output. This
architecture showed a decreased performance in comparison
to ARIMA and the previous architectures (Table I, approach
number 7). During training and validation, the model showed
improvements, such as faster learning (steeper decline in the
loss function in the first couple of epochs). For the test data
set, the accuracy decreased, which was an indicator that this
architecture was overfitting to the training data set.

Due to the small number of features, we expected that addi-
tional layers could only increase the probability of overfitting
on the data, although further research is experimentation is
necessary to prove this.

For this particular experiment, we use mean squared er-
ror loss function, and for the model optimization, we used
the Adam optimizer [28]. The implementation is done with
Keras [29].

D. Parameter tuning

We used parameter tuning in order to obtain the best
predictive model. For hyperparameter optimization, a smaller
subset of the training data was used. Data points were taken in
the interval from 01.08.2014 to 01.08.2016 (17534 samples).
Hyper-parameter tuning was validated using a two-months
validation data set in the time frame 01.11.2016 - 31.12.2016
(1430 samples). Table III presents the parameters that are
tuned with the ranging values. Optimization was done using
the Keras-Tuner library!.

The following parameters were tuned in order to obtain the
best architecture:

o Dropout - Deep neural networks with a large number of
parameters can be powerful tools. However, overfitting

Uhttps://keras-team.github.io/keras-tuner/
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TABLE I: Summary of evaluated approaches with achieved average forecasting performance in terms of Mean Square Error
(MSE), Root Mean Square Error (RMSE), and percentage of improvement in terms of reduction in RMSE with respect to

ARIMA.

# Input Data Architecture MSE RMSE % Impr.
1 1x12 PMI10 LSTM + Dense 0.0140 0.1185 6.02
2 1x12 PMI10 ARIMA (12) 0.0159 0.1261 /

3 2x12 2xPMIO LSTM + Dense 0.0143 0.1198 4.90
4 4x12 4x PMI10 LSTM + Dense 0.0124 0.1114 11.60
5 6x12 4 x PMI10 + Temp. + Pressure LSTM + Dense 0.0109 0.1043 17.28
6 6x12 4 x PMI10 + Temp. + Pressure LSTM + Dropout + LSTM + Dense 0.0115 0.1072 14.90
7 6x12 4 x PMI10 + Temp. + Pressure GRU + SimpleRNN + LSTM + Dense 0.0428 0.2069 -6.40
8 6x12 4xPMI0 + Temp. + Pressure SimpleRNN + LSTM + Dense 0.0150 0.1224 2.93
9 6x12 4 x PMI10 + Temp. + Pressure SimpleRNN + LSTM + Dropout + LSTM + Dense 0.0125 0.1118 11.34
10 6 x 24 4 x PM10 + Temp. + Pressure SimpleRNN + LSTM + Dropout + LSTM + Dense 0.0127 0.1126 10.70

TABLE II: Summary of evaluated approaches with different configurations in terms of number of units in the LSTM layer

(U), Learning Rate (LR), Dropout rates (D).

#  Architecture Parameters optimized

1 LSTM + Dense U: 2-128 + LR [0.01, 01]

2 ARIMA (12) None

3 LSTM + Dense U: 2-124 + Learning rates [0.01, 01]

4 LSTM + Dense U: 2-124 + LR [0.01, 01]

5 LSTM + Dense U: 2-124 + LR [0.01, 01]

6 LSTM + Dropout + LSTM + Dense LSTM (2-24) + D [0.3, 0.2, 0.1] + LSTM (2-124) + LR [0.01, 01]

7 GRU + SimpleRNN + LSTM + Dense GRU (12-256) + RNN (1-128) + LSTM (2-124) + LR [0.01, 01]

8 SimpleRNN + LSTM + Dense RNN (1-128) + LSTM (2-124) + LR [0.01, 01]

9  SimpleRNN + LSTM + Dropout + LSTM + Dense RNN (1-128) + LSTM (2-24) + D [0.3, 0.2, 0.1] + LSTM (2-124) + LR [0.01, 01]
10 SimpleRNN + LSTM + Dropout + LSTM + Dense RNN (1-128) + LSTM (2-24) + D [0.3, 0.2, 0.1] + LSTM (2-124) + LR [0.01, 01]
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Fig. 3: Train and validation MSE of the single layer LSTM
model tested

o
N

can be a problem in such networks. This often happens
when neural nets are trained on relatively small datasets.
The lack of control over the learning process often leads
to cases where the neural network can not generalize and
make forecasts for new data. Dropout is a technique for
addressing this problem. The idea is to randomly drop

—— PM10 Values
o7 ARIMA
—— Forecast

ALy )\

01-01 00

010112 01-02 00 0102 12 01-03 00 010312 01-04 00 01-0412 01-05 00 01-05 12

Fig. 4: Performance comparison to ARIMA model in the first
week of the test data set

units from the neural network in the training phase in
order to prevent units from co-adapting too much.

o Learning rate - The learning rate is a hyperparameter
that controls how much to change the model in response
to the estimated error each time the model weights are
updated. Choosing the learning rate is challenging as a
value too small may result in a lengthy training process
that could get stuck, whereas a value too large may result
in learning a sub-optimal set of weights too fast or an
unstable training process. The learning rate controls how
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Fig. 5: Performance comparison to ARIMA model in the first
week of the test data set. Training data includes meteorological
parameters
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Fig. 6: Performance comparison of the SimpleRNN+LSTM
architecture to the ARIMA model in the first week of the test
data set. Training data includes meteorological parameters

quickly the model is adapted to the problem.

o LSTM layer units - the number of LSTM cells in the layer
is a parameter that we used in our model optimization.
The number of units determines the dimensionality of the
output space.

e RNN units - the number of RNN cells in the layer. By
default, the output of an RNN layer contains a single
vector per sample. This vector is the RNN cell output
corresponding to the last timestep, containing information
about the entire input sequence. The units parameter
determines the shape of this output. A RNN layer can
also return the entire sequence of outputs for each sample
(one vector per timestep per sample).

e GRU units - parameter that determines the dimensionality

TABLE III: Parameters used for tuning the neural network

Parameter name Min Value Max Value  Step
Learning rate 32 128 2
Dropout rate 0.1 0.3 0.1
LSTM 1 layer units 2 128 2
LSTM 2 layer units 2 124 4
RNN layer units 1 128 4
GRU layer units 12 256 4
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with 24 hours training data samples
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Fig. 8: Performance comparison of the RNN+LSTM architec-
ture trained with extended 24 hours data sequence

of the output vector.

We performed a grid search through the parameter space,
trying every possible combination of the parameters.
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Fig. 9: Performance of the LSTM model with data from two
Sensors
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Fig. 10: Performance of the LSTM model with data extended
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I1I. CONCLUSION

All architectures, except for the model with GRU layer,
outperformed the ARIMA model in forecasting near-term
future values (+3 hours). Models based on simple LSTM archi-
tecture exhibited the best results, leading to an improvement
of up to 17.28% in terms of RMSE reduction with respect
to ARIMA. Table I shows a summary of the results obtained
in the experiments. More complex architectures can lead to
overfitting. Further research is needed to solve this problem.
We concluded that the combination of meteorological and
air pollution measurements data improves the performance
of LSTM and RNN+LSTM neural networks as a near-term
predictive models over the performance of the same archi-
tectures used with air quality data alone. Additionally, the
results show that the combination of meteorological and air
pollution measurements data with LSTM and RNN + LSTM
neural networks leads to good short-term predictive models.

It is important to note that our approach can be used to
analyze different pollution datasets, as well as time series data
in other domains. In fact, the possibility to query weather
stations through web services allows to easily complement
on-site sensor measurements of pollutants with historical and
predicted weather data.

Further experiments are needed to examine the existing
models by introducing additional data of air quality as well
as of meteorological nature. Other experiments should also
be performed to examine the model’s accuracy for extended
near-term future forecasts, for example, +6 and +9 hours in
the future.
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Abstract—Crime hotspot forecasting is an important part of
crime prevention and reducing the delay between a 911 call
and the physical intervention. Current developments in the field
focus on enriching the historical data and sophisticated point
process analysis methods with a fixed grid. In the paper we
present a simple spatio-temporal point process allowing one to
perform exhaustive (literal) grid searches. We then show that this
approach can compete with more complex methods, as evidenced
by the results on data collected by the Portland Bureau of Police.
Finally, we discuss the advantages and potential implications of
the new method.

I. INTRODUCTION

PATIO-TEMPORAL crime forecasting is a field that grabs

the attention of both scientists and practitioners. Many
academic researchers have published results based on time
series analysis ([1]), regression methods ([2], [3], [4]), kernel
density estimation ([5], [6], [7], [8], [9], [10]) or self-exciting
point processes ([11], [12], [13], [14], [15], [16], [17]). More-
over, the US Government appreciates the impact predictive
policing has on society (see [18]).

In a typical crime prediction task, the forecast area is fixed
and divided into small sub-regions, called cells. The cells are
then scored separately over a given future time window. The
ones with the highest rate are chosen as the most dangerous
areas and called hotspots. In this article we present a point
of view for hotspot forecasting that differs from those which
can be found in the literature. We emphasise the simplicity
and efficiency of our algorithm for a fixed grid to get an
opportunity to check as many grids as possible. We place
those attributes over sophisticated methods, with state-of-the-
art results in practice. Our models won eight categories of
the Real-Time Crime Forecasting Challenge conducted by the
National Institute of Justice ([19]).

The rest of the paper is organized as follows. In section
IT we explain our approach in detail. Section III contains a
comprehensive description of case study of our method — the
Real-Time Crime Forecasting Challenge. Further comments
and summary are placed in section IV.

II. THE MODEL
A. The choice of grid

There is a vast literature available about crime forecasting
for a given grid of cells based on past crimes committed
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(see references in the Introduction). In such a setup, more or
less sophisticated methods are applied to predict which fixed
parts of the investigated region will experience the highest
future rate of crime. Clearly, changing the grid changes the
entire task as well and may lead to completely different
predictions with different levels of effectiveness in the real
world. However, as far as we know, whenever the cell division
is not imposed in advance, searching for a good grid is in
practice reduced to grid search, random search (see [20]) or
another primitive method of walking among parametrizations
of possible tessellations. The reason there is a lack of ’smarter’
grid choosing techniques may be that spatial distributions of
crimes committed in urban areas are ’weird’: they contain
atoms with very high crime rates (related to, for example,
large-area stores or shelters for the homeless). Therefore, using
the same data-driven algorithm for even very similar grids can
cause a huge discrepancy in the qualities of the predictions
obtained. Hence, grid optimization cannot be neglected.

Taking into consideration the massive number of grids worth
checking we concluded there was a need for a very fast but
still well performing supervised model for a fixed grid, one
that would simply execute a random search on a rich space of
grid parameterizations to find the ’optimal’ grid. This would
yield a better final result than a more sophisticated, but slower
algorithm applied to a random set of grids that would be too
small to contain any decent tessellation.

B. Fast algorithm for a given grid

The main idea behind our algorithm for a fixed grid is
simple: count the past crimes in every cell and mark the
cells with ’the worst past’ as hotspots. In other words, we
assume that if many crimes occurred somewhere, more are
likely to happen. This principle may strike some as naive
and outdated, but we believe that it is both accurate enough
and fast. Up-to-date crime registries are freely available for
several US cities. They form the main dataset in data-driven
crime forecasting algorithms. One can search for any external
data which could affect future crimes, but have not left a
trace on those crimes that have already been committed.
We are aware that weather, demographics and even social
media information (see [4]) are sometimes used in similar
contexts. Unfortunately, they significantly increase the model’s
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complexity, often without a guarantee of noticeably improved
accuracy. Keeping computations as simple as possible, by
using merely historical crime data, enables us to spend more
time on selecting the right grid.

We refine the raw algorithm by taking care of data aging and
seasonality. Namely, we assign weights to all the past crimes
and then sum up the weights of all the crimes in consecutive
cells to find the hotspots. The weight of an event decreases
exponentially as a function of age (in days) of a crime. The
intensity of the decrease is a hyperparameter. Also, we boost
the weights of crimes committed on the same days of the year
as those in the forecasted time span. The power of boosting
is a hyperparameter as well.

Moreover, we introduce a primitive ’spatial radiation’ of
past crimes. For each data point, we put eight of its copies
with reduced weights in the corners and in the center of the
sides of the rthombus around it (see Figure 1). In this way,
a ’part’ of an event that has occured close to the cell border
could fall into a neighboring cell. We chose to use a rhombus
because it reflects the Manhattan metric, a reasonable match
for North-South-oriented axis grid street plans, of which there
are many in US cities. The size of the rhombus and reduction
of weights of added copies are hyperparameters.

(z%,y%)

Fig. 1. Points on the rhombus around given point.

The approach presented here can be expressed in the lan-
guage of spatio-temporal point processes (cf., e.g., [14] and
references therein). Consider a counting process N (t,z,y)
characterized by its conditional intensity function A. In our
case we define lambda as (1), where

o Hagelty 1) = e A=),

o pseas(tj) =1+ B -v(t;) for v(t;) = 1if t; is the same
day of year as those placed in the forecasted timespan
and v(t;) = 0 elsewhere,

1, if (z;,y;) and (z,y)
o o(zj,y5,2,y) = are in the same cell
0, elsewhere,

o ooz, y5,2,y) =C - Z{ZED} c,o(x;-,y;-?x,.y) for D =
{N,NE,E,SE,S,SW,W, NW} and (z*, y") defined as
in Figure 1, ie., (2, y") = (z,y + D), (zVE,yNE) =
(x+D/2,y+D/2), (¥, yF) = (x + D, y), etc.
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We sum through all the past events (t;,z;,y;) with t; < t.
A, B, C, D are hyperparameters. Our lambda is much simpler
than those found in the literature. We need neither smoothing
nor symmetry properties. Also, for a fixed ¢, A(¢,z,y)
A(t, 2',y') for every (z,y) and (z,y’) lying in the same cell.
Hence, we can think about \ as of the intensity of the entire
cell and simply choose cells with the greatest values of \ as
hotspots.

C. Validation

To find the best grid and hyperparameter values, we split the
dataset into training, validation and test parts in the following
way: the last period becomes the test set, the second-to-last
is treated as the validation set and all the earlier events make
up the training set. Then we generate hotspots for different
grids and hyperparameters using training data and compare
them on validation data to choose the best settings. Finally,
we compute the hotspots for the best model once more - this
time with use of both training and validation data - and obtain
the ultimate score using test data.

In classic crime forecasting, the score functions taken from
the binary classification — ROC/AUC, sensitivity, etc. — are
used (see [6]). There are also two newer functions on the
market: predictive accuracy index (PAI, [6]) and prediction
efficiency index (PEIL [21]) given by PAI = ://jlvr, PEI =
7%, respectively, where:

o n - the number of future crimes in k proposed hotspots,

e n* - the number of future crimes in k ’worst’ cells,

e N - the number of all future crimes in the entire area,

o a - the total volume of k proposed hotspots,

o Ar - the volume of the entire area,

assuming that k cells were indicated as hotspots. They all have
their disadvantages. Binary classification-based functions are
inconvenient if the area of the hot-spots to be forecast is a
very small fraction of the investigated jurisdiction, which is
typical. As for other functions, PAI favors smaller single cell
areas while PEI likes as great a single cell area as possible.
For this reason it is impossible to maximize both PAI and
PEI with the same grid, which casts doubt on the validity of
using either of them. Moreover, PEI is bounded by 1 from
above whereas the range of PAI is a positive half line, so
they are not directly comparable. Nevertheless, our approach
is metric-agnostic, therefore any reasonable score function can
be applied here.

ITII. CASE STUDY
A. The competition

In September 2016, the National Institute of Justice in the
US announced the Real-Time Crime Forecasting Challenge.
The goal was to predict future crimes in Portland, Oregon.
Contestants were asked to divide the area under Portland police
jurisdiction (an area roughly 15 by 20 miles) into a grid of
small cells (i.e., 250 by 250 feet) and indicate the cells that
would have the highest future crime rate - hotspots. Several
restrictions on the cells’ shape and the total volume of hotspots
were imposed.
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Four different categories of crime were considered sep-
arately: all crimes, burglaries, car thefts and street crimes
(including assaults, robberies, shots fired). Five future time
spans (starting in March 2017) were involved: one week, two
weeks, a month, two months and three months. Hence, there
were 20 type/time categories. In each of them, the predictions
were compared against the actual state of affairs in Portland
using both PAI and PEI. Thus, the competition consisted
of 4-5-2 = 40 separate sub-competitions in total. Only
the best submission was awarded in each of them. Three
independent tracks of the challenge were run simultaneously:
intended for large businesses, small businesses and students,
respectively. Each track had the same rules and goals, but
separate contestants, winners and prizes.

B. Data

The NIJ delivered historical data on all the crimes registered
in Portland between March 2012 and February 2017. Almost
1,000,000 records were provided in total. Each of them con-
tained the day the crime was committed, coordinates (with
accuracy to one foot) and the type of crime committed. There
were no data gaps.

The distribution of data between crime categories was
highly imbalanced: burglaries, car thefts and street crimes were
only 0.5%, 1%, and 16.5% of records, respectively. Thus,
we expected a huge discrepancy in the numbers of crimes
committed between particular type/time categories between
March and May 2017. That was true, two extreme cases were:
all the crimes between March and May 2017 - 65,000 records,
and burglaries in the first week of March 2017 - only 20 events.

Distributions of crimes in all the categories with a big
enough number of events had similar characteristics: they
consisted of the ’dense’ part looking like a sample from
a continuous distribution and the ’discrete’ part made from
atoms. It seems that although the accuracy of the coordinates
of crimes committed was in general one foot, police officers
tended to ’discretize’ some areas like stores or shelters to a
single spatial point next to the entrance to the building/area.

C. Computations

The first attempts showed that in each of the 20 type/time
categories the PAI metric was maximized by a lot of small
hotspots whereas PEI behaved best for a small number of large
hotspots. Hence it was clear that we should not attempt to
satisfy both metrics simultaneously. Since each metric formed
an independent sub-competition with a separate prize, it was
better to have a good score for one metric than mediocre
results for both. So, for each of the 20 type/time categories we
had to decide which metric to focus on in our further work.
The metrics were incomparable, scores between the categories
were incomparable and we did not know other competitors

and their results. Thus, we did not have any hitching point that
would help us to choose a metric. Moreover, our approach was
metric-agnostic. Hence, to choose a metric, we just tossed a
coin for each of 20 type/time categories.

During the competition we were examining parallelogram,
triangular and hexagonal grids. No shape proved noticeably
better than other ones. We ultimately decided to only use
unrotated rectangular grids, parameterized by cell height,
width, horizontal and vertical shift. The number of predicted
hotspots was also a hyperparameter. We optimized the grid and
our model hyperparameters for each of 20 type/time categories
separately.

D. Results

Table I gathers information about seven categories with the
largest numbers of crimes committed during the test periods.
Our predictions proved the most accurate in all of them
in the contest track for large businesses. Moreover, all of
those predictions remained on the top after comparing results
from the competition’s three tracks (for large business, small
businesses and students). This was the best result among all
the competitors, while the runner-up achieved four across-track
wins.

TABLE I
COMPETITION CATEGORIES WITH THE LARGEST NUMBERS OF CRIMES
COMMITTED.
category number of crimes  metric used  metric value
all, 3 months 55744 PAI 60.53
all, 2 months 35770 PEI 0.989
all, 1 month 17873 PAI 61.37
street, 3 months 8480 PEI 0.967
all, 2 weeks 8021 PEI 0.957
street, 2 months 5352 PEI 0.940
all, 1 week 3876 PAI 62.35

One more category for which our prediction was the most
effective in the large business competition (but not in the
total rank) was for burglaries between March and May 2017.
However, in our opinion the number of crimes committed,
268, was so low that no model would be able to credibly
predict them, so our success was just a matter of luck. We
would conclude the same about seven more categories: the
other time periods for burglaries (175, 93, 41, and 20 crimes)
and car thefts in a one-month period and less (273, 135, and
71 incidents).

The results allowed us to conclude that for both the PAI
and PEI metrics we were able to find grids and hotspots with
quality competing with predictions obtained by authors of
more complicated methods described in the literature (cf. [22],
[23]). Our approach proved especially effective in categories
with the biggest number of crimes committed.
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Since different competitors submitted different grids, we
are unable to compare algorithms for a fixed grid created by
particular contestants. Therefore, we cannot judge whether the
good performance of our models was an effect of thoroughly
scouring potential grids or the power of simplicity of our
algorithm for a fixed grid, or perhaps both.

IV. DISCcUSSION

The comparative case study on crime data from Portland,
OR, shows that our computation time-oriented approach can
compete with more sophisticated crime forecasting methods
existing in the literature. This result is somewhat surprising.
One may conclude that the spatio-temporal distribution of
crimes committed is too complicated to be estimated well
enough with the use of parametric methods. Or maybe the
choice of the proper grid matters much more than it seems.
Moreover, we have no reason to claim that the good perfor-
mance of our algorithm is a one-shot success valid only for
Portland since our model contains no part priorly adapted
to any particular city. Unfortunately, we did not have the
opportunity to compare the quality of crime forecasts done
with use of different methods (including our own) for the same
fixed grid. Such research would shed more light on this field.

The advantage of our algorithm for cases with thousands or
more crimes to forecast can be attributed to two possible fac-
tors: a specific spatial distribution of crimes or computational
simplicity. As stated above, for most statistical parametric
methods it may be intractable to cover a distribution containing
both a continuous and a discrete part. Comparing the perfor-
mance of different models for a fixed grid would bear this out.
On the other hand, sophisticated algorithms can paradoxically
struggle to find the optimal grid and hotspots when presented
with large volumes of training data. A time-consuming training
procedure for a fixed grid does not allow one to check a
sufficient number of potential grids. This problem may be
addressed by more efficient algorithms’ implementations and
significantly increasing computing resources. Also, adding
more constraints on the admissible grid shapes clearly solves
the problem, though it also makes it less universal.

Finally, we note that in the perspective of maintaining and
updating the crime forecasting system, using only the historical
crime data seems to be a good solution. It is hard to find any
non-constant external factor which can both influence future
crimes and be easier to predict than crimes themselves. Be-
sides, the impact of any hidden important feature is ultimately
reflected in the historical data. Moreover, changes in the
spatial crime distribution caused by system-driven preventive
police activities may be not easy to manage when external
data sources are used for forecasting. At the same time, a
forecasting system based on merely historical data is able to
simply retune to the current crime distribution.
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