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Abstract—Several previous studies have focused on Distributed
Denial of Service (DDoS) attacks, which are a crucial problem
in computer network security. In this paper we explore the
applicability of a a time series method known as a matrix profile
to the anomaly based DDoS attacks detection. The study thus
examined how the matrix profile method performed in diverse
situations related to DDoS attacks, as well as identifying those
features that are most applicable in various scenarios. Based
on reported empirical evaluation the matrix profile method is
shown to be efficient against most of the considered types of
DDoS attacks.

I. INTRODUCTION

THE Internet has grown at an exponential rate since the

1960s [1], and 3 billion people now surf the Internet

every day to access social media, banking, shopping, and other

everyday services [1]. However, the Internet is not a safe zone,

and privacy and information security are major causes for

concern. Any system connected to the Internet is subject to

security threats from hackers, viruses, or sniffers [2]. The most

common approach to degrading the availability of a targeted

service on the Internet is a Distributed Denial of Service

(DDoS) attack. DDoS attacks can range from the misuse of

application-level vulnerabilities to high-volume flooding on a

network [3] , and they are undoubtedly one of the leading

causes of concern for many companies, organisations, and

institutions [1]. A DDoS attack may thus refer to any malicious

coordinated attack against any form of online services, whether

these are commercial websites, bank websites, or government

websites. A DDoS attack is usually performed by a massive

number of bots over a specified period, either flooding a

network with high volumes of irrelevant data to create excess

traffic or attacking a vulnerable application to render it useless

[4]. Although it is often easy to probe service availability

and decongest the network, the most significant challenge in

assessing such attacks lies in differentiating between legitimate

congestion and attacker-initiated congestion, however, as these

may manifest in similar ways [5].

There are many types of DDoS attacks, though these can

be summarised as follows:

• Value Based Attacks. Such attacks include i) User Data-

gram Protocol (UDP) floods, ii) Ping Floods, and iii)

Spoofed-packet floods.

• Protocol Based Attacks. Such attacks include i) SYN

Floods, ii) fragmented packet attacks, iii) “Ping of

Death”, and iv) Smurf DDoS.

• Application Layer Attacks. Such attacks include i) low-

and-slow attacks, ii) GET/POST floods, iii) attacks that

target Apache, iv) attacks that target Windows, and vi)

OpenBSD vulnerabilities.

Fig. 1. DDoS attacks

As Cisco reports,The DDoS is predicted to become more

harmful in the future and the world needs to develop appro-

priate solutions for the many scenarios that could arise. Over

the next few years, all forms of DDoS attacks are likely to

become more common, with predictions suggesting that the

total number of DDoS attacks will double from the 7.9 million

seen in 2018 to over 15 million by 2023.

Research on DDoS attacks detection and mitigation has

proposed many efficient solutions [6]–[8]. Still due to un-

precedented scale of the threat, a need for new highly scalable

and precise solutions remains high. In this paper we present

our initial study on the applicability of very powerful and

promising approach in time series data mining, matrix profile

[9], method for the detection of DDoS attacks. The paper

is organized as follows. In the next section we present the

basics of the matrix profile (MP) method, anomaly based

detection using MP, dataset used in the experiments and data

pre-processing. In the following section we discuss the details

of the implementation. Section IV presents the results and

discussion. Section V concludes the paper.

II. MATRIX PROFILE

The Matrix profile is a method, including a data struc-

ture and very efficient algorithms for computing all-pairs-

similarity-search (or similarity join) for time series subse-

quences [10]. Since its invention, matrix profile has been

shown to be a powerful method for solving various tasks in
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time series data mining including motif discovery, classifi-

cation and anomaly detection among others [9], [11], [12].

The idea of matrix profile is very natural. For a time series

T = t0, . . . tn and a positive integer m denoted by Ti,m a sub-

sequence ti, . . . , ii+m−1 of T . The matrix profile of T includes

the following data: 1) distance profile which is a vector of

distances between all pairs of subsequences Ti,m and Tj,m of

T ; 2) profile index which for every i stores j such that Tj,m is

the closest to Ti,m among all m-subsequences (“a distance to

the nearest neighbour”). While any concept of distance/metrics

can be used in matrix profile, the standard euclidean distance

between z-normalized values is a common choice [9], [11],

[12]. The advantages of the matrix profile method include its

support for very efficient and highly parallelizable algorithms

for similarity join, the fact that it is domain agnostic, that

fact that it offers precise solutions and requires only a single

parameter (but can be expanded to multi-dimensional cases

as well). Yet another crucial feature for many applications of

matrix profile is that it supports incremental algorithms, so it

can be applied for online processing.

Algorithm 1 Matrix profile

1: procedure MATRIX PROFILE(T , m)
2: n← length of (T), l← n-m+1

3: µ, σ ← ComputeMeanStd(T,m)

4: QT ← SlidingDotProduct(T [1 : m], T )
5: QTfirst ← QT
6: D ← CalculateDistanceProfile(QT, µ, σ)
7: P ← D, I ← ones
8: for i = 2 to l do

9: for j = l downto 2 do

10: QT [j] ← QT [j− 1]−T [j− 1] ·T [i− 1]+T [j +m− l] ·T [j +m− l]

11: end for

12: QT [1]← QTfrist[i]
13: D ← CalculateDistanceProfile(QT, µ, σ, i)
14: P, I ← ElementWiseMin(P, I, D, i)
15: end for

16: Return P, I
17: end procedure

Time series discords, that is subsequences with the large

(maximal) distances to their nearest neighbours have already

been proposed as novelty/anomaly detectors [9] and they can

be easily identified using matrix profile data. Indeed, one

has just to check the values of | p(i) − i |, where p(i) is

a profile index value for i. Thus, if we consider the metric

used in matrix profile as a similarity measure, an anomalous

subsequence is the one for which the most similar subsequence

is found far away. Such an approach for anomaly detection has

been considered already in [13], [14] for the medical domain.

A. Anomaly based detection with MP

In this study we investigate the applicability of matrix

profile method in computer networks security domain, in

particular, for anomaly based intrusion detection.

The outline of the proposed generic scheme for such a de-

tection is as follows. We fix a time window W , subsequences

length M and threshold value T .

• The traffic data is converted into time series;

• Matrix Profile method is applied to the subsequences of

length M of the time series;

• If MP value for a given time window is greater than

T then an anomaly is detected, if it is lower than T,

no anomaly is detected and the traffic is considered as

normal.

The implementation of such a scheme requires some choices

to be made. The conversion of traffic data into time series can

be done in various ways using different features of the data.

Depending on the format of the data further processing might

be needed as well. Finally the choices of the time window and

threshold value have to be made.

We have focused on detection of DDoS attacks and have

used for experiments a DDoS Evaluation Dataset (CIC-

DDOS2019) obtained from the Canadian Institute for Cyber-

security1 . This dataset is fully labelled, which helps in terms

of measuring the performance matrix profile based on making

comparisons with the times when attacks take place. We have

conducted the experiments in offline scenario, while the case

of online processing is a topic of our ongoing research.

B. Dataset CIC-DDoS2019

This dataset can be publicly accessed and includes two data

formats: the first is pcap, while the second is CSV. While the

pcap files include raw data recorded over two days, the CSV

files include the information on network flows extracted using

CICFlowMeter-V3. There are 80 variable features available.

The features used in this work included Total Fwd Packets,

Total Bwd Packets, Total Length of Fwd Packets, Total Length

of Bwd Packets, Fwd Packet Length, Max, Fwd Packet Length,

Min, ’Subflow Fwd Packets’, Fwd Packet Length Mean, Fwd

Packet Length Std, ’Bwd Avg Bulk Rate, and Bwd Packet

Length Max.

Each CSV file contains a label for the flow that describe

the flow type (normal or named for the nature of the attack);

thus, for each type of attack, there is a separate CSV file.

Fig. 2. Dataset for DDoS ( https://www.unb.ca/cic/datasets/ddos-2019.html)

C. Data pre-processing

Fig. 3 shows the data sample used in this implementation.

The data set file includes a time stamp indicating the time of

1https://www.unb.ca/cic/datasets/ddos-2019.html
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Fig. 3. Dataset Before conversion

Fig. 4. Dataset after conversion

the start of the flow. In order to use this data set in a matrix

profile it has to be converted. The first step is to aggregate

the data set for the traffic based on the time window: different

flows have different times, and it is important to sum or group

all the flows for each feature.

In this work, we have applied the following form of aggre-

gation. For a chosen feature and for each time window we

consider all flows which start in that window and aggregate

the feature values across all these flows. For numerical features

the summation is used as an aggregation operation.

As an example, Figure 4 shows the result of converting the

data where Total Length of Bwd Packets is used as

a feature. As most of the data in the data set were attacks, an

additional normal traffic was also added to the data set; this

was added thirty minutes before the attack start and after the

attack end.

III. IMPLEMENTATION

Our implementation has proceeded by following steps.

1) Reading the dataset

2) Increasing normal traffic

3) Feature selection

4) Resampling traffic (time window aggregation)

5) Running data in matrix profile mode

6) Processing the output for each threshold

7) Measuring performance .

8) Repeating the experiment with different features and

different attacks

This section offers details for each step in the implementa-

tion process. In this experiment, several attacks were assessed

on both day 1 and day 2, as shown in table 2. The CSV file

consists of different traffic flows including labels, with two

types of labels (normal or attack). Most of the flows in the csv

file as downloaded were attacks. Normal traffic in this dataset

is labelled (BEIGN), while attacks are each named after the

specific type of attack. As attacks dominated the traffic in

the dataset, an increase in normal traffic was required before

beginning the experiment for the following reasons:

1) The matrix profile works to identify anomalies, which

must thus anomaly be unusual events; a dataset where

attacks seem to be the norm is thus inappropriate for

attack detection.

2) In real network scenarios, the normal traffic should

dominate the anomalous traffic rather than the other way

around.
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TABLE I
RESULTS FOR EXPERIMENT THRESHOLD 0.5 FOR DAY 1

Distributed denial of service attacks

Day Attack Threshold Features Accuracy

1 DrDNS 0.5 All 66%
1 LDAP 0.5 Fwd Packet Length Std 86%
1 MSSQL 0.5 Fwd Packet Length Std 80%
1 NETBIOS 0.5 Fwd Packet Length Std 82%
1 NTP 0.5 All 38%
1 SNMP 0.5 All 72%
1 SSDP 0.5 Total Length of Bwd Packets 82%
1 UDP 0.5 Fwd IAT MEAN 69%
1 SYN 0.5 Fwd packets Length Std 93%
1 TFTP 0.5 All 93%
1 UDPLag 0.5 All 69%

Normal traffic was thus increased to make it the most

common. As the attack duration in each case was around 10

to 15 minutes, similar steps were followed in each case: to

increase the normal traffic, all the normal traffic available in

a given dataset was duplicated multiple times; the resulting

new normal traffic block was then inserted 30 minutes before

the attack began, with a random time function to change the

distribution within that 30 minutes. This was repeated for the

30 minutes after the attack ended in each case. This created

datasets dominated by normal traffic.

The next step was to select features one by one, as the ma-

trix profile accepts only one dimension. It was thus necessary

to run the experiment for each feature separately. Re-sampling

of the traffic to deliver time window aggregation was required

after feature selection, based on the time window required.

The time window used in the experiments was one second.

Further choices were 1) the length of the subsequences used

in Matrix Profile set to M=10; 2) threshold MP values tested

were 0.5, 1, 2.

The performance of the detection procedure was measured

in terms of detection precision using labelled data in the

dataset as the source of ground truth. The detection event is

considered as true positive if the anomaly in a time window

was detected and there was at least one flow starting in that

window which is labelled as an attack.

In this study, a Python 3 library from the Matrix Profile

Foundation was used to perform Matrxi Profile computations.2

IV. RESULTS AND DISCUSSION

We conducted the experiments and created confusion ma-

trices for each combination of an attack, chosen features and

chosen threshold values. The results were then assessed against

the following criteria.

1) Success: Where the confusion matrix accuracy for each

threshold value in each feature is over 70%, it is consid-

ered to represent a successful detection. This occurred

for LDAP, MSSQL, NETBIOS, SSDP, SYN and TFTP

in the day one results.

2) Struggling: Where the confusion matrix accuracy for

each threshold value in each feature is 50% to 70%

2https://pypi.org/project/matrixprofile/

TABLE II
RESULTS FOR EXPERIMENT THRESHOLD 1 FOR DAY 1

Distributed Denial of service attacks

Day Attack name threshold value features Accuracy

1 DrDNS 1 All features 66%
1 LDAP 1 Fwd IAT min 88%
1 MSSQL 1 Syn flag count 86%
1 NETBIOS 1 Bwd IAT Std 82%
1 NTP 1 All features 38%
1 SNMP 1 All features 72%
1 SSDP 1 Bwd IAT Max 81%
1 UDP 1 Fwd IAT Std 68%
1 SYN 1 All features 93%
1 TFTP 1 All features 82%
1 UDPLag 1 All features 69%

TABLE III
RESULTS FOR EXPERIMENT THRESHOLD 2 FOR DAY 1

Distributed Denial of service attacks

Day Attack name threshold value features Accuracy

1 DNS 2 All features 66%
1 LDAP 2 All features 86%
1 MSSQL 2 All features 80%
1 NETBIOS 2 All features 82%
1 NTP 2 All features 38%
1 SNMP 2 All features 72%
1 SSDP 2 All features 81%
1 UDP 2 All features 68%
1 SYN 2 All features 93%
1 TFTP 2 All features 82%
1 UDPLag 2 All features 69%

inclusive, the detection cannot be considered good. This

occurred for the portmap attack, where detection showed

57% accuracy.

3) Failure: When the confusion matrix accuracy for each

threshold value in each feature is 50% or lower, this is

considered as a failure of detection, as seen in the day

one attack NTP, which had an accuracy of only 38%.

After all the experiments were completed, the best result

for each attack at each threshold value was recorded. As seen

in the tables:

• The average of all accuracy result in threshold value 0.5

is 64.68%

• The average of all accuracy result in threshold value 1.0

is 67.84%

• The average of all accuracy result in threshold value 2.0

is 74.53%

Different threshold values produce different accuracy results.

Consequently, based on our experiment we suggest that the

optimal threshold value to be 2.0.

Finally, we notice, based on the literature review that thus

far no study have used any unsupervised learning method

with this dataset. However, there have been some works that

used supervised learning exemplified in [15]. Their method

successfully achieved an accuracy of 99%. While this result is

typical in supervised learning, our work is different. First of

all, we use unsupervised processing/learning based on matrix

profile. Second, Matrix profile only accepts one-dimensional

data . Further to that our pre-processing of the data is done

to increase normal traffic in the dataset which simulates how
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TABLE VI
RESULTS FOR EXPERIMENT THRESHOLD 2 DAY 2

Distributed Denial of service attacks

attack day Attack name threshold value features Accuracy

2 LDAP 0.5 All features 74%
2 MSSQL 0.5 All features 82%
2 NETBIOS 0.5 All features 89%
2 portmap 0.5 All features 57%

TABLE IV
RESULTS FOR EXPERIMENT THRESHOLD 0.5 FOR DAY 2

Distributed Denial of service attacks

attack day Attack name threshold value features Accuracy

2 LDAP 0.5 All features 74%
2 MSSQL 0.5 All features 82%
2 NETBIOS 0.5 All features 89%
2 portmap 0.5 All features 57%

TABLE V
RESULTS FOR EXPERIMENT THRESHOLD 1 DAY 2

Distributed Denial of service attacks

attack day Attack name threshold value features Accuracy

2 LDAP 0.5 All features 74%
2 MSSQL 0.5 All features 82%
2 NETBIOS 0.5 All features 89%
2 portmap 0.5 All features 57%

DDoS attacks normally happen in the network. Also we give

more details of the detection of different types of DDoS attack

while other studies treated all DDoS attack as one group.

V. CONCLUSION

This study aimed to examine the advantages of using a

Matrix Profile algorithm to address network security problems

with DDoS attacks. The results of this initial study showed

that this method is effective against multiple specific types of

DDoS attacks. The next step will be to develop a module

to allow the Matrix Profile method to be used online and

the resulting performance to be assessed. Broader classes of

settings should be explored and the detection of wider classes

of attacks should be considered.
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