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Abstract—Defining input values in the decision-making process
can be done with appropriate methods or based on expert
knowledge. It is essential to ensure that the values are adequate
for the problem to be solved in both cases. There may be
situations where values are overestimated, and it should be
checked whether this affects the final results.

In this paper, the Characteristic Objects Method (COMET)
was used to investigate the overestimation effect on the final
rankings. The decision matrixes with a different number of
alternatives and criteria were assessed The obtained results were
compared using the WS similarity coefficient and Spearman’s
weighted correlation coefficient. The study showed that overesti-
mation has a significant effect on the rankings. A larger number
of criteria has a positive effect on the correlation strength of
the compared rankings. In contrast, a large overestimation of
characteristic values has a negative effect on the similarity of the
results.

I. INTRODUCTION

In decision-making, expert knowledge is an important el-
ement influencing the results obtained [1]. It is important in
specifying the importance of criteria and the weighting of each
criterion in the process of evaluating alternatives [2], [3]. These
decisions directly translate into the obtained preference values
guaranteed by the selected multi-criteria methods [4], [5], [6].

For some Multi-Criteria Decision-Making (MCDM) meth-
ods to solve decision-making problems, the expert must define
the algorithm’s input parameters based on his experience and
knowledge [7], [8]. Some methods allow the use of methods
that determine weights for criteria in a defined problem [9],
[10]. In other cases, the data determined for the method’s oper-
ation must be specified solely based on expert knowledge [11],
[12]. Multi-Criteria Decision-Making methods are eagerly
used in solving problems where many factors contribute to
the final assessment [13]. The development of new techniques
attracts the attention of a growing audience, who use them
to solve medical problems [14], [15], [16], [17], for resource
planning [18], [19], [20], or the selection of sustainable means
of transport [21], [22], [23].

One of the multi-criteria methods is the Characteristic Ob-
jects Method (COMET), which uses the rule-based approach
when evaluating the quality of alternatives [24]. The expert’s
task using this method to solve the problem is to determine

the characteristic values, which will be used to assess the
preference of alternatives in subsequent steps [25], [26]. The
advantage of this method is that it is resistant to the phe-
nomenon of ranking reversal when the number of alternatives
in the analyzed set changes [8].

In this paper, based on the COMET method’s operation,
an attempt has been made to determine the effect of over-
estimation of characteristic values on the results depending
on the number of alternatives and criteria. Different levels
of overestimation were used to examine and compare the
results obtained. The results were then compared using the WS
similarity coefficient and the weighted Spearman correlation
coefficient to analyze the resulting rankings’ correlation.

The rest of the paper is organized as follows. Section 2
presents the preliminaries and main assumptions of the
COMET method. Section 3 includes the study case descrip-
tion, where the influence of the overestimation of characteristic
values on the received results was examined. Finally, in
Section 4 the summary and conclusions from the research are
drawn.

II. PRELIMINARIES

A. Weighted Spearman’s Rank Coefficient

Weighted Spearman’s rank coefficient is defined as (1),
where N is a sample size, rank values for both rankings is
named as xi and yi. In this approach, the positions at the top
of both rankings are the most important. The weight of signif-
icance is calculated for each alternative. It is the element that
determines the main difference to Spearman’s rank correlation
coefficient, which examines whether the differences appeared
and not where they appeared [27].

rw = 1−
6
∑N

i=1(xi − yi)
2((N − xi + 1) + (N − yi + 1))

N4 +N3 −N2 −N
(1)

B. WS Rank Similarity Coefficient

Rank Similarity Coefficient WS is defined as (2). Un-
like rw, it is an asymmetric measure. The weight of a given
comparison is determined based on the significance of the
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Fig. 1. The detailed procedure of the characteristic objects method (COMET).

position in the first ranking, which is used as a reference
ranking [28].

WS = 1−

N
∑

i=1

2−xi
|xi − yi|

max(|xi − 1|, |xi −N |)
(2)

C. The Characteristic Objects Method

The Characteristic Objects Method (COMET) is the
first method which is completely free of the rank reversal
phenomenon [29]. The preferences for the set of alternatives
are calculated using the rule base, which is obtained in the
process of the pairwise comparison for the Characteristic
Objects (COs) [30], [31], [32]. The main assumptions of
the COMET method are shortly recalled below following
[33]. Additionally, Fig. 1 presents the whole flowchart of the
COMET procedure.

Step 1. Define the space of the problem.
An expert determines dimensionality of the problem by se-
lecting number r of criteria, C1, C2, ..., Cr. Subsequently, the
set of fuzzy numbers for each criterion Ci is selected, i.e.,
C̃i1, C̃i2, ..., C̃ici . Each fuzzy number determines the value of
the membership for a particular linguistic concept for specific
crisp values. Therefore it is also useful for variables that are
not continuous. In this way, the following result is obtained (3).

C1 = {C̃11, C̃12, ..., C̃1c1}

C2 = {C̃21, C̃22, ..., C̃2c2}
.......................................

Cr = {C̃r1, C̃r2, ..., C̃rcr}

(3)

where c1, c2, ..., cr are numbers of the fuzzy numbers for all
criteria.

Step 2. Generate the characteristic objects.
Characteristic objects are objects that define reference points
in n-dimensional space. They can be either real or idealized
objects that cannot exist [34], [35], [36]. The characteristic
objects (CO) are obtained by using the Cartesian product of
fuzzy numbers cores for each criterion.

As the result, the ordered set of all CO is obtained (4):

CO1 = {C(C̃11), C(C̃21), ..., C(C̃r1)}

CO2 = {C(C̃11), C(C̃21), ..., C(C̃r2)}
.........................................................

COt = {C(C̃1c1), C(C̃2c2), ..., C(C̃rcr )}

(4)

where t is a number of CO (5):

t =
r
∏

i=1

ci (5)

Step 3. Rank the characteristic objects.
The expert determines the Matrix of Expert Judgement
(MEJ). It is a result of pairwise comparison of the charac-
teristic objects according to the expert knowledge. The MEJ

structure is as follows (6):

MEJ =









α11 α12 ... α1t

α21 α22 ... α2t

... ... ... ...

αt1 αt2 ... αtt









(6)

where αij is a result of comparing COi and COj by the expert
[37], [38]. The more preferred characteristic object gets one
point and the second object get zero points. If the preferences
are balanced, the both objects get half point. It depends solely
on the knowledge of the expert and can be presented as (7):

αij =







0.0, fexp(COi) < fexp(COj)
0.5, fexp(COi) = fexp(COj)
1.0, fexp(COi) > fexp(COj)

(7)

where fexp is an expert mental judgement function. After-
wards, the vertical vector of the Summed Judgements (SJ) is
obtained as follows (8):

SJi =
t

∑

j=1

αij (8)

The number of query is equal to p = t(t−1)
2 because for

each element αij we can observe that αji = 1 − αij . In the
last step, an approximate value of preference Pi is assigned
to each characteristic object using Algorithm 1. As a result,
vector P is obtained, where i-th row contains the approximate
value of preference for COi.
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Algorithm 1

k = l e n g t h ( u n iq u e ( SJ ) ) ;
P = z e r o s ( t , 1 ) ;
f o r i = 1 : k

i n d = f i n d ( SJ == max ( SJ ) ) ;
p ( i n d ) = ( k − i ) / ( k − 1 ) ;
SJ ( i n d ) = 0 ;

end

Step 4. The rule base.
Each characteristic object is converted into a fuzzy rule, where
the degree of belonging to particular criteria is a premise for
activating conclusions in the form of Pi. Each characteristic
object and value of preference is converted to a fuzzy rule (for
more details see [39]). n this way, the complete fuzzy rule
base that approximates the expert mental judgement function
fexp(COi) is obtained.

Step 5. Inference and final ranking.
The each one alternative Ai is a set of crisp numbers ari
corresponding to criteria C1, C2, ..., Cr. It can be presented as
follows (9):

Ai = {a1i, a2i, ..., ari} (9)

Each alternative activates the specified number of fuzzy rules,
where for each one the fulfilment degree of the complex
conjunctive premise is determined. Fulfilment degrees of all
activated rules are summed up to one. The preference of alter-
native is computed as the sum of products of all activated rules,
their fulfilment degrees, and their values of the preference.
The final ranking of alternatives is obtained by sorting the
preference of alternatives, where one is the best result, and
zero is the worst. More details can be found in [40], [41].

III. CASE STUDY

To determine the impact of overestimating the characteristic
values in the application of the COMET method, it was
decided to carry out two research cases, in which changes
in the obtained rankings were observed. In the first case study
different numbers of alternatives ([5, 10, 15, 20, 30]) were
taken into account, with the number of criteria equal to 4. The
second case study involved changes in the number of criteria
([4, 6, 8]), with 10 alternatives in the considered set.

Additionally, in both research cases, the types of criteria
were determined by dividing the number of criteria in half and
assigning the profit type to one of them and the cost type to
the other. Moreover, the established levels of overestimation
of characteristic values were described by the range [0.05,
0.10, 0.15, 0.20, 0.25, 0.30]. It is also worth mentioning that
the Characteristic Objects values were defined as [0, 0.5, 1].
The overestimation level was subtracted and added for the
lower and upper limits of the COs, respectively. The obtained
alternatives’ preference rankings were then compared using
the WS similarity coefficient and the weighted Spearman
correlation coefficient.

Fig. 2. Distribution of rw similarity coefficient for rankings with five
alternatives and four criteria.

Fig. 3. Distribution of WS similarity coefficient for rankings with five
alternatives and four criteria.

Fig. 2 and 3 present a visualization of the ranking values
obtained for a matrix size of 5 alternatives and 4 criteria for
both similarity coefficients. In both cases, it can be seen that
the least divergent values were obtained in the case when the
overestimation level was 0.05. In the WS coefficient case,
the correlation values were less differentiated. They mainly
oscillated in the range [0.6, 1.0], while for the Spearman
coefficient, the values were more diverse, where the interval
settled in the range [0.2, 1.0]. It can also be noted that the
change in the overestimation of values in the examined interval
[0.15, 0.30] did not significantly affect the differences between
the rankings.

A test case with 15 alternatives and 4 criteria in the
decision matrix showed that when the overestimation value
was increased, the rankings’ similarity decreased slightly for
both similarity coefficients used. The values of the weighted
Spearman coefficient returned higher similarity than the WS
similarity coefficient. In the cases analyzed for the different
overestimation values, the rankings showed a high similarity
of above 0.92 for the Spearman coefficient and above 0.825
for the WS coefficient. The visualization is shown in Fig. 4
and 5.

In turn, Fig. 6 and 7 show the correlation values obtained
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Fig. 4. Distribution of rw similarity coefficient for rankings with fifteen
alternatives and four criteria.

Fig. 5. Distribution of WS similarity coefficient for rankings with fifteen
alternatives and four criteria.

Fig. 6. Distribution of rw coefficient for rankings with ten alternatives and
six criteria.

Fig. 7. Distribution of WS similarity coefficient for rankings with ten
alternatives and six criteria.

for the defined range of overestimation values and the deci-
sion matrix for 10 alternatives and 6 criteria. The returned
correlations were similar and guaranteed values in the range
[0.85, 1.0]. It is worth noting that increasing the overestimation
value again affected obtaining more significant variation in the
rankings’ similarity.

More significant overestimation had a negative effect on the
obtained rankings correlation values and resulted in greater
diversity. Additionally, it was noted that an increase in the
number of criteria has a positive impact on the recorded
similarity of the rankings.

IV. CONCLUSIONS

Determining the impact of decisions made by the expert
when using multi-criteria methods is an important element
in the process of evaluating alternatives. The data defined
by the expert, based on his knowledge and experience, can
sometimes be overestimated, and it can directly impact the
results achieved.

For this purpose, it was decided to use the COMET method,
in which a numerical interval containing three values must
be specified to define the Characteristic Objects. Values that
change the baseline boundary limits were defined, which
allowed the study of overestimating the final rankings. Two
test cases were conducted in which changes in the number of
alternatives with a constant number of criteria and changes in
the number of criteria with a constant number of alternatives
were investigated. The resulting rankings were then compared
using two selected similarity coefficients. It was observed that
a higher number of alternatives positively affects the correla-
tion strength of the rankings. On the other hand, increasing the
overestimation of the boundary values decreases the obtained
results’ similarity.

For further directions, it is worth considering how the
overestimation affects the results when fuzzy extensions are
involved in the COMET method application. Moreover, it can
be determined whether the overestimation occurring in other
MCDM methods can affect the resulting rankings.
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[16] Ž. Stević, D. Pamučar, A. Puška, and P. Chatterjee, “Sustainable supplier

selection in healthcare industries using a new mcdm method: Mea-
surement of alternatives and ranking according to compromise solution
(marcos),” Computers & Industrial Engineering, vol. 140, p. 106231,
2020.

[17] J. Roy, K. Adhikary, S. Kar, and D. Pamucar, “A rough strength
relational dematel model for analysing the key success factors of hospital
service quality,” Decision Making: Applications in Management and

Engineering, vol. 1, no. 1, pp. 121–142, 2018.
[18] V. Y. Chen, H.-P. Lien, C.-H. Liu, J. J. Liou, G.-H. Tzeng, and L.-

S. Yang, “Fuzzy MCDM approach for selecting the best environment-
watershed plan,” Applied soft computing, vol. 11, no. 1, pp. 265–275,
2011.

[19] A. Shekhovtsov, V. Kozlov, V. Nosov, and W. Sałabun, “Efficiency of
methods for determining the relevance of criteria in sustainable transport
problems: A comparative case study,” Sustainability, vol. 12, no. 19, p.
7915, 2020.
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