
Abstract—This paper focuses on recognizing different postal

shipment  types  from  images  taken  by  the  sorting  machine.

Greyscale images obtained from sorting machines are used to

build a classifier using transfer learning to recognize seven dif-

ferent  classes  of  shipments.  Three  convolutional  neural  net-

works  (VGG16,  GoogLeNet  and  ResNet50),  that  were  pre-

trained using the ImageNet dataset, were used as feature ex-

tractors and the extracted features were subsequently supplied

to a neural network classifier. VGG16 demonstrated the best

performance for six out of the seven classes and achieved an

overall mean accuracy of 95.69% on the independent test set.

The model accomplished F1 scores exceeding 90% for five out

of seven classes, only having a lower recall for the aggregated

class “Other” and shipments from abroad. The results of this

study highlight the potential of transfer learning for computer

vision in the context of shipment classification.

I. INTRODUCTION

 HE objective in this study is to build a classifier to ef-

fectively  recognize  different  shipment  types from im-

ages taken by a sorting machine. Data for the shipment type

classification problem is obtained from a company operating

in the field of postal and logistics services. Different types of

shipments arrive from several sources to the company’s net-

works. These shipments pass through a sorting process which

divides the shipments based on the location of the destina-

tion. However, the sorting machine is not capable of recog-

nising the type of each shipment and the number of  ship-

ments of each type, which are both of interest to the com-

pany.  Especially  the  recognition  of  consumer-to-consumer

letters is pivotal since there are no preannouncements related

to this shipment type whereas some larger customers make

preannouncements  about  future  shipments  to  ensure  their

smooth processing. Thus, being able to recognize the type of

shipments,  especially the “Consumer Letter” type, but also

all other types, is the main aim of this work. The problem

presents itself as a computer vision problem where an image

is taken by a sorting machine and a classifier  needs to be

built to recognize which shipment type is present in the im-

age.  From this  information,  the quantities  for  all  types  of

shipments  can be inferred,  thus addressing both objectives

for the case company.

T

For this type of problem deep learning and convolutional

neural networks (CNN) have proven to be useful. Nowadays

the databases that CNNs are trained on are so large that at

least low-level features extracted in the first convolutional

blocks are useful in almost any computer vision application.

Thus, the features extracted from such pretrained models are

commonly used, whereas training a new CNN from scratch

is rare [1]. The advantage of using a pretrained CNN is that

it is computationally less complex, and less data is needed to

fit  a  new classifier  than  for  fully  training  a  CNN model.

Limitations  on  the  computational  complexity  are  also  the

reason for the application of a pretrained CNN in this study.

Pretrained  convolutional  neural  networks  are  usable  in

many different fields. For example, Pardamean et al. [2] had

a small size mammogram dataset and used transfer learning

of a convolutional neural network pretrained on chest X-ray

data to overcome this problem. The best model was able to

achieve a 90.38% accuracy. Sun and Qian [3] worked on a

Chinese herbal medicine recognition task from images using

a  pretrained  convolutional  neural  network  VGG16.  They

managed  to  achieve  an  average  precision  of  71%  which

these  authors  considered  promising.  Reddy  and  Juliet  [4]

used transfer learning with the objective to classify malarial

infected cells and improve the malaria diagnostics accuracy

with the pretrained convolutional neural network ResNet50.

They reported to have obtained an accuracy of 95.4%. In the

study of Chmielinska’s and Jakubowski [5] the problem was

to develop a detector for driver fatigue symptoms based on

facial images. Driver fatigue is considered one of the main

causes for car accidents. In this case the authors used a pre-

trained convolutional neural network called AlexNet. Their

results indicate that it is possible to use transfer learning for

the detection of driver fatigue symptoms. The best class had

an error rate of less than 2%. Abu Mallouh et al. [6] worked

on classifying peoples’ age range from images. They man-

aged  to  show that  pretrained  CNNs  can  be  used  for  this

problem. Their model outperformed the previous state of the

art solution by 12%. Sert and Boyacı [7] worked on a free-

hand sketch recognition problem. They deployed three pre-

trained convolutional neural networks for feature extraction:

AlexNet, VGG16 and GN-Triplet [8]. A support vector ma-

chine was used as a classifier. The model which was able to

achieve the best accuracy of 97.91% used a combination of

AlexNet and GN-Triplet together with PCA. Fu and Aldrich

[9] used convolutional neural networks for analysing a froth

flotation process from images.  In their study AlexNet per-

formed the best  and  managed to outperform the previous

best solutions. Shao et al. [10] worked on a machine fault di-

agnostic problem. They selected the VGG16 pretrained con-

volutional neural network for their study. The best perform-

ing, finetuned VGG16 model’s accuracy was reported to be

almost 100%. The recognition of plant species was the sub-
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ject in the research problem covered by Ghazi et al. [11].

They  used  three  different  pretrained  convolutional  neural

networks: VGG16, AlexNet and GoogLeNet. The best per-

forming model with accuracy of 80.18% was achieved with

a combination of VGG16 and GoogLeNet. Data augmenta-

tion and finetuning the number of iterations was considered

the  most  important  factors  influencing  the  results.  Tree

species identification from wooden boards was the subject

in the study by Shustrov et al. [12]. They used the four con-

volutional  neural  network  architectures  AlexNet,  VGG16,

GoogLeNet and ResNet to address this problem. The highest

accuracy of 94.7 % was obtained with GoogLeNet. Besides

this, Camargo et al. [13] used the pretrained convolutional

neural network AlexNet to classify sunspots and were able

to achieve an accuracy of 91.70%. Finally, Zhao et al. [14]

built a classifier for land-use with a transfer learning tech-

nique and spatial resolution images available for the land-

use.

The  results  show  that  transfer  learning  based  on  pre-

trained convolutional neural networks was successfully ap-

plied in many different fields and contexts. It is thus also se-

lected for the machine vision problem in this study.

II. CONVOLUTIONAL NEURAL NETWORKS

Fully connected neural networks connect each neuron in a

layer with all neurons in the subsequent layer [15]. Since the

weight of each of these connections represents a parameter

to be learned during model training, fully connected neural

networks  tend  to  have  a  large  number  of  parameters  that

need to be trained [1]. This problem is amplified when there

are many neurons in each layer and / or there are many lay-

ers in the network - which is not uncommon in deep learning

problems.  The  key  idea  behind  convolutional  neural  net-

works (CNN) is to create a solution in a way that reduces

the number of parameters compared to fully connected neu-

ral networks. This allows to train deeper networks with less

parameters [16], [29], [30].

One of the first convolutional architectures was LenNet-5,

which was applied to identify hand-written numbers  [17].

Since LeNet-5, convolutional neural networks have evolved

in terms of the number of layers and the use of different ac-

tivation functions. 

Convolutional neural networks are combinations of con-

volutional  and  pooling  layers.  The  last  layers  are  usually

fully connected ones. The network can be defined through

the number of filters, stride lengths, the number of convolu-

tion pooling  combinations  and the fully  connected  layers.

Fig. 1 represents such a simple network [18].

Fig 1. A simple convolutional neural network, reproduced from Rebala 

et al. [18]

The key aspect of convolutional neural networks is an op-

eration called “convolution”. Convolution is a dot product

operation  between  grid-structured  inputs  and  a  grid-struc-

tured set of weights which is drawn from different spatial lo-

calities in the input volume. It is useful when there is a high

level of spatial locality in the data, for instance, in case of

image data.

The goal of the pooling layer is to reduce the dimension-

ality  of  feature  maps.  Hence,  the  pooling  can  be  called

“down sampling”. In a pooling operation, the maximum (or

sometimes the average) of  a small grid region is returned

[1]. The pooling is applied to every feature map separately,

whereas  a convolution operation uses  all  feature maps si-

multaneously [1], [16]. This is the reason why the pooling

operation doesn’t change the number of feature maps – the

depth stays the same [1]. Nevertheless, the dimensionality of

the feature maps reduces spatially [16].

The convolutional neural network works in a similar way

as a regular feed-forward neural network. The difference is

that the operations in the layers are spatially organized with

sparse connections.  The ReLU activation typically follows

the convolutional operation hence it is not usually shown in-

dependently  when  illustrating  convolutional  neural  net-

works.  Compared  to  other  common  activation  functions,

ReLU is advantageous in terms of speed and accuracy [1].

Convolutional  neural  networks  allow translation  invari-

ance [19]. This means, for instance, in images that an object

is the same object no matter where it is located in the image

[19]. This is related to weight (or parameter) sharing - a par-

ticular shape should be processed the same way regardless

of its spatial location [1]. There has been a great advance-

ment in the field of image classification in the 2010s due to

the development of the ImageNet database [20]. It contains

over  14  million  images  with a large  number  of  sub-cate-

gories [21]. The ImageNet Large Scale Visual Recognition

Challenge (ILSVRC) is a competition where participants use

the ImageNet database in different tasks. ILSVRC has been

arranged from 2010 to 2017 yearly and many state-of-the-art

CNN architectures have participated and won the challenge.

A. VGG

Visual  Geometry  Group’s  (VGG)  convolutional  neural

network placed second in the ILSVRCs image classification

task.  Simonyan  and  Zisserman  [22]  present  different  ver-

sions of their model in their article, for instance VGG16 and

VGG19. The architecture of VGG16 is shown in Fig. 2.

There are 16 weight layers in VGG16, out of which there

are 13 convolutional weight layers. In between each two to

three convolutional layers is a max-pooling layer. Moreover,

the three last layers are fully connected. The ReLU activa-

tion function is selected in the convolutional part and in the

first two fully connected layers, while the softmax activation

function is used in the last layer which provides  the class

probabilities (outputs). The core idea is to use 3x3 filters in-

stead of the widely used 5x5 or 7x7 filters. In particular, a

3x3 filter is used three times in a row. The advantage of this

approach is that  the decision function is more discrimina-

tive. Another advantage is that there are less parameters in

this approach compared to the versions with 5x5 or 7x7 fil-
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ters, reducing the overfitting problem. There are altogether

138 million parameters in the VGG16 model [22].

B. GoogLeNet

GoogLeNet is a convolutional neural network architecture

and  the  winner  of  the  ILSVRC 2014  challenge  in  image

classification  [23].  To  reduce  the  dimensionality  and  the

computation load, GoogleLeNet heavily relies on 1x1 con-

volutions. The inception module is displayed in Fig. 3. The

idea of inception modules is to extract features using 1x1,

3x3, 5x5 convolutions and 3x3 max-pooling and then com-

bine them together [24]. 

Fig 3. Inception module, reproduced from Szegedy et al. [24]

GoogLeNet is a deep CNN, containing 27 layers - count-

ing both weight layers (22) and pooling (5) layers. All the

convolutions are using the ReLU activation, also the convo-

lutions inside the inception modules. 

GoogLeNet uses one average pooling layer instead of a

fully  connected  layer  after  the  convolutional  layers  and,

thus,  reduces  overfitting.  There  is  also  one  dropout  layer

after  the  average  pooling  layer.  The  last  layer  is  fully

connected, and it uses a softmax activation. On top of the

original  GoogLeNet  model,  some  of  the  authors  have

introduced  modifications  called  InceptionV2  and

InceptionV3. The goal of these modifications is to scale up

the  network  and  add  regularization  in  as  computationally

efficient ways as possible [24].

C. ResNet

ResNet  is  a  CNN  architecture  and  the  winner  of  the

ILSVRC 2015 image classification task. The winning model

contained 152 trainable layers. It is the deepest model ever

presented in the ILSVRC. However, it is noteworthy that the

complexity of ResNet-152 is still lower than VGG’s CNN

[25].  Deep  convolutional  neural  networks  suffer  from the

vanishing/exploding gradient problem. This increases the er-

ror in a very deep CNN. The solution to the stated problem

is shortcut connections as shown in Fig. 4. The shortcut con-

nection  can  skip  one  or  more  layers  and  the  outputs  are

added to the outputs of the stacked layer. This reduces the

vanishing/exploding  gradient  problem and allows  to build

deeper networks. Basic identity shortcut connections do not

add parameters or complexity to the model. Identity short-

cuts can be used when the input and output have the same

dimensions [25].

Fig 4. The identity shortcut connection, reproduced from [25]

A bottleneck design is used for the deep ResNet models.

In particular, 1x1 convolutions are added to the start and the

end of the network. This approach is the same kind as in

GoogLeNet. Convolutional layers use the ReLU activation.

After  the convolutional  part,  the average pooling and one

fully connected layer are used [25].

D.  Transfer learning and finetuning

Deep convolutional neural networks contain a large num-

ber of parameters. The large number of parameters ensures

their ability to learn complex tasks. However, it also means

that a considerable amount of data is needed to fully train

such models adequately. Having said this, for many applica-

tions a large amount of labelled data might not be available

[1],  [26].  If there is not sufficient training data, the model

will suffer from overfitting and won’t generalize well [26].

Data availability is the key reason why the technique called

transfer learning has been developed. 

Pattanayak [26] (p. 211) describes transfer learning as fol-

lows: “Transfer learning in a broad sense refers to storing

knowledge  gained  while  solving  a  problem  using  that

Fig 2. Illustration of the VGG16 architecture
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knowledge for a different problem in a similar domain.” Ag-

garwal [1] points out that using features extracted from pub-

lic data sources, such as ImageNet, can be viewed as transfer

learning. This is beneficial for image data since features ex-

tracted  from  a  certain  dataset  are  reusable  across  data

sources [1]. For a new problem, less data is needed because

low-level  features  were  already extracted  previously  from

another data domain. The reason for this is that when images

are processed through many layers of convolutions, the ini-

tial layers learned to detect universal features such as shapes

and edges [1], [26]. 

The simplest way to implement transfer learning is to re-

move the original output layer of an existing, trained model

and replace it with the one suitable to the new problem [19].

Another option is to remove the topmost layers of the origi-

nal network and use the output as features (inputs) in a new

machine  learning  model  [19].  The  new  machine  learning

model can be, for instance, a support vector machine, a ran-

dom forest or a neural network [19]. There is also the possi-

bility to freeze certain  layers  of  the pretrained model  and

then retrain the model [19]. This means that weights of the

frozen layers are not updated during the training [19]. Re-

training some of the layers is often referred to as ‘finetun-

ing’ [1], [27].

III. SHIPMENT TYPE CLASSIFICATION PROBLEM AND RESULTS.

A. Dataset and transfer learning strategy

The dataset  used in this study contains  images of ship-

ments from sorting machines with the shipment ID and ship-

ment type. The shipment type was classified manually (by

hand). The size of the dataset is 25’979 shipments with 13

different  shipment  types.  The  rarest  shipment  types  were

grouped together to the class “Other”, so that this classifica-

tion  problem  eventually  contained  only  seven  different

classes (Table I). 

TABLE I. 

Classes and their frequency of occurrence in the dataset.

Class number Class name Number of samples

0 Image not found 333

1 Consumer letter 1’677

2 Commercial shipment 3’938

3 Shipment from abroad 1’125

4 Corporate letter 16’265

5 Magazine 1’956

6 Other 685

To build the classifier, a technique of transfer learning is

used.  Three  pretrained  convolutional  neural  networks,

VGG16, GoogLeNet and ResNet50 are used. All three mod-

els were selected since they are commonly used for image

classification in the literature and, additionally, have demon-

strated  their  ability  to perform well  on  challenging  image

classification problems e.g., in the ILSVRC. The top layers

of these models are removed, and all the other layers remain

frozen. The pretrained models are used as feature extractors.

On top of these models,  a simple three layered fully con-

nected neural network classifier is utilized. The first layer is

a  dense  layer,  which  takes  the  features  as  an  input.  It

contains 256 nodes and uses the ReLU activation. The next

layer is a dropout layer. This is used to avoid overfitting and

to add regularization.  A dropout  ratio of 0.5 is used.  The

final  layer  is  the  output  layer,  which  makes  the  actual

prediction.  The activation function softmax is used in this

layer.  The  output  is  a  probability  distribution.  The  class

which has the highest probability is the one that the model

predicts.  Different  classes  are  evaluated  in  terms  of  F1

score,  precision as well as recall and based on the results,

there is a variability of the model’s performance on the dif-

ferent classes.

Based on the scientific literature, three different CNN ar-

chitectures were selected for the application to this problem.

These were the 16-layer VGG model (VGG16), GoogLeNet

(InceptionV3)  and  the  50-layer  ResNet  (ResNet50).  The

strategy  was  to  apply  transfer  learning  to  these  models,

which had been pretrained on the ImageNet dataset, and to

compare these models’ performance to find the best one for

classifying the shipment types from images.

The data is divided into training and testing sets with a

90-10%  split  (holdout  method).  Additionally,  a  10-fold

cross validation is performed for the training data and the

results are averaged over the 10 folds of the cross validation.

The batch size is set to 25 and the number of epochs to 100.

B. Results from the models

The  classification  accuracies,  cross-entropy  losses  and

standard deviations of the validation results are displayed in

Table II. The highest accuracy of 95.11% was obtained with

the  VGG16.  However,  the  other  two  models  were  also

capable of achieving an accuracy of over 90 %. The lowest

categorical  cross-entropy  loss  was  obtained  by  ResNet50

and the highest by VGG16. The sample standard deviation

of VGG16’s loss was relatively high compared to the other

models. The results indicate that VGG16 might be suffering

from some degree of overfitting. This was supported by the

observation  that  the  loss  value  varied  much  between  the

folds, compared to GoogLeNet and ResNet50. However, the

model is clearly performing best in terms of accuracy.

Additionally,  F1 scores  and  their  sample  standard

deviations are presented for  each class and each model in

Table  III. It  is noteworthy that all models tend to perform

poorer on the classes “Other” and “Shipment from abroad”

and  also  have  clearly  higher  sample  standard  deviations.

Overall,  VGG16 produces the best  F1  scores  in six out of

seven classes.

TABLE II.

Accuracies, categorical cross-entropy losses and their sample

standard deviation (validation results).

VGG16 GoogLeNet ResNet50

Accuracy
95.11%

(+-0.6265%)

91.87%

(+-0.5622%)

93.24%

(+-0.4261%)

Categorical 

cross-

entropy loss

1.121

(+-0.2988)

0.3621

(+-0.0337)

0.3773

(+-0.0341)

In Table  IV the precision and recall values together with

their standard deviations are reported for VGG16. Since F1

scores are based only on precision and recall, the results for
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GoogleLeNet  and  ResNet50  are  lower  for  most  of  the

classes also in terms of these two metrics and can be found

in Table VII and Table VIII in the appendix.

According to Table  IV,  all precision values  for  VGG16

are  relatively  high.  Two  of  the  lowest  precision  values,

which  are  also  characterized  by  high  sample  standard

deviations,  are  linked  to the “Other” and  “Shipment  from

abroad” classes. For instance, a precision value of over 90 %

was achieved for all classes, except for the class “Other”.

A  similar  situation  is  encountered  for  the  recall  of

VGG16,  where  the  “Other”  and  “Shipment  from  abroad”

classes both show values below 80% - the lowest recalls of

all classes. On the “Consumer letter” class, which is one of

the classes of the highest interest for the case company, the

model  is  overall  performing  well:  the  precision  value  is

93.45% and the recall value is 92.38%.

C. Test set results

Applying VGG16 on the test set, an accuracy of 95.69%

and a categorical  cross-entropy loss value of  0.9176 were

achieved, which are close to the average results obtained on

the  validation  sets.  These  results  indicate  that  VGG16  is

indeed performing well and has the ability to generalize its

performance  for  shipment  classification. The  test  set’s  F1

score, precision and recall are presented in Table V. The F1

score is higher than 90% for five out of seven classes and is

still above 80% for the “Shipment from abroad” and “Other”

classes.  When  compared  to  the  validation  results,  it  is

apparent that for the “Consumer letter” class the F1 score,

precision and recall are a bit lower in the test set results. 

The  recall  values  of  the  “Shipment  from  abroad”  and

“Other” class are comparably low. The low recall values in-

dicate that the classifier is not able to identify these classes

very well from the samples and many of the samples that ac-

tually belong to these classes are falsely assigned to one of

the other classes. One reason for the low recall value is that

the class “Other” consists of several smaller classes which

were combined to one (13 classes originally of which seven

were aggregated into this class). This of course also entails

that samples in this class are more dissimilar among each

other  than  in  other  classes.  The  results  indicate  that  this

clearly has an effect  on the recall  (and precision) for  this

class. Another reason for the low recall in this class can be

the low sample size. Overall, there were only 685 samples in

this class which is the second smallest of  all classes.  The

fact that the class “Image not found”, which has the smallest

sample size but is not aggregated, has a considerably lower

recall than all other classes (other than “Other” and “Ship-

ment from abroad”) reinforces this reasoning. 

TABLE V.

F1 score, precision and recall for each class of the test set.

VGG16 F1 score Precision Recall

Image not

found (0)
90.14% 96.97% 84.21%

Consumer

letter (1)
91.93% 92.25% 91.61%

Commercial

shipment (2)
94.01% 93.42% 94.62%

Shipment from

abroad (3)
83.81% 92.63% 76.52%

Corporate

letter (4)
98.02% 96.98% 99.09%

Magazine (5) 93.99% 94.24% 93.75%

Other (6) 80.65% 90.91% 72.46%

For  the  class  “Shipment  from  abroad”  the  comparably

low performance values can be explained by the fact that it –

even  though  it  was  not  aggregated  from  classes  -  also

contains different types of shipments, which are all coming

from abroad. These shipments can vary considerably, and it

seems that the classifier has some difficulty in finding the

similarities between shipments belonging to this class (see

Table VI). Table VI highlights that the class “Shipment from

abroad”  is  most  often  misclassified  into  the  classes

“Consumer letter” and “Corporate letter”. 

TABLE III.

F1 scores and sample standard deviations of each class, the

highest F1 score for each class is in bold.

Method
VGG16

F1 score

GoogLeNet

F1 score

ResNet50

F1 score

Image not found

(0)

89.47%

(+-4.457%)

89.51%

(+-3.483%)

87.58%

(+-4.640%)

Consumer letter

(1)

92.89%

(+-1.234%)

87.74%

(+-1.414%)

90.10%

(+-1.913%)

Commercial

shipment (2)

92.75%

(+-1.739%)

86.74%

(+-1.785%)

89.54%

(+-1.081%)

Shipment from

abroad (3)

83.85%

(+-3.750%)

72.17%

(+-4.434%)

77.09%

(+-4.103%)

Corporate letter

(4)

97.78%

(+-0.3716%)

95.96%

(+-0.3776%)

96.70%

(+-0.2292%)

Magazine (5)
91.27%

(+-1.721%)

88.43%

(+-1.875%)

89.82%

(+-1.534%)

Other (6)
79.48%

(+-5.286%)

68.49%

(+-5.723%)

73.21%

(+-6.879%)

TABLE IV.

Precision, recall and their sample standard deviations for

VGG16 (validation results).

VGG16 Precision Recall

Image not found (0)
97.36%

(+-3.445%)

83.06%

(+-6.969%)

Consumer letter (1)
93.45%

(+-1.972%)

92.38%

(+-1.361%)

Commercial shipment (2)
92.94%

(+-1.866%)

92.59%

(+-2.086%)

Shipment from abroad (3)
91.66%

(+-4.002%)

77.52%

(+-5.812%)

Corporate letter (4)
96.89%

(+-0.5723%)

98.69%

(+-0.3279%)

Magazine (5)
90.09%

(+-1.827%)

92.52%

(+-2.484%)

Other (6)
86.95%

(+-5.098%)

73.51%

(+-7.310%)
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The reason for  this can be that shipments coming from

abroad are often letter type shipments – making it hard to

differentiate the “Shipment  from abroad” class from these

other two classes and, to some smaller degree, vice versa. 

A noticeable misclassification error can also be detected

between  the  classes  “Commercial  shipment”  and

“Magazine”.  This appears  plausible since some magazines

have commercial contents on the back cover. Besides this,

“Commercial shipment” is a relatively heterogeneous class

since it contains different kinds of shipments. Overall, the

test set indicates that the classifier is performing well for the

shipment type classification. Moreover, the confusion matrix

and  the  misclassification  errors  are  consistent  with  those

obtained  during  the  validation  (see  Table  IX in  the

appendix).

IV. CONCLUSIONS

In  this  study,  pretrained  convolutional  neural  networks

were applied for a shipment type recognition problem. The

convolutional neural networks were pretrained using the Im-

ageNet dataset and a transfer learning strategy that is suit-

able for shipment type classification was developed. In par-

ticular, three different models were selected for the applica-

tion  to  this  particular  problem:  VGG16,  GoogLeNet  and

ResNet50.

These  models  were  used  as  feature  extractors  and  the

extracted  features  were  subsequently  supplied  to  the

classifier.  The classifier  developed for  this purpose was a

simple neural network. The dataset available for this study

contained  images of  shipments taken by sorting machines

and differentiates  seven  classes  of  shipments.  The highest

mean  accuracy  of  95.11%  was  obtained  with  VGG16

selected  as  the  feature  extractor  on  the  validation  data.

ResNet50  achieved  a  mean  accuracy  of  93.24%  and

GoogLeNet of 91.87%. For the validation data sets VGG16

performed overall the best and produced the best results in

every class except one. From the business perspective, the

most  important  class  to  recognise  in  this  study  was

“Consumer letter”. The model demonstrated on this class its

second-best  performance  of  all  classes  in  terms  of  the F1

score  (92.89%) and precision  (93.45%) and a comparably

high recall (92.38%). On the independent test set, VGG16

obtained an accuracy of 95.69%, which is almost identical to

the  mean  accuracy  obtained  on  the  validation  data  sets.

Moreover,  given that  the majority  class  accounts  for  only

62.61% of the data, this result seems overall very promising.

The F1 score for the “Consumer letter” class in the test set

was with 91.93% also comparable to that obtained during

the validation. Overall, the confusion matrix also indicated

that the misclassification error is largely based on plausible

misclassifications  that  are  linked  to  same  classes  being

similar  to  each  other  and/or  heterogenous  within  (e.g.,

“Shipments  from  Abroad”  with  “Consumer  Letter”  and

“Corporate Letter”).

It  is  noteworthy  that  there  was more variability  for  the

categorical  cross-entropy  loss  and  accuracy  for  the  cross

validated results of VGG16 in terms of the sample standard

deviations than for  the other models. It should be kept in

mind,  that  the  trained  classifier  with  the  VGG16  model

possesses considerably more parameters than the other two

models due to the larger output vector of VGG16. Because

of this,  there is  a  larger  possibility  to run  into overfitting

problems with VGG16. When for a dataset of given size, the

number of parameters is larger, there is a greater chance to

tune also the less useful  parameters’  values  as part  of the

final  model.  However,  given  the  consistently  high  and

similar results of VGG16 for  cross-validation and the test

set, this is likely neither a major concern nor critical. The

training of all three models was relatively fast  – which is

one  of  the  main  advantages  of  the  transfer  learning

approach. Unsurprisingly, VGG16 took the longest to train

since it has more parameters than the two other classifiers.

However,  training  a  full  model  from  scratch  would  have

taken considerably longer. ˇ
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APPENDIX

TABLE VII.

Precision, recall and their sample standard deviations for

GoogLeNet.(validation results)

GoogLeNet Precision Recall

Image not found (0)
97.40%

(+-3.799%)

83.09%

(+-6.022%)

Consumer letter (1)
87.97%

(+-3.000%)

87.62%

(+-2.434%)

Commercial shipment (2)
88.03%

(+-3.011%)

85.62%

(+-3.264%)

Shipment from abroad (3)
85.03%

(+-5.892%)

63.27%

(+-7.008%)

Corporate letter (4)
94.46%

(+-0.8449%)

97.52%

(+-0.5742%)

Magazine (5)
86.74%

(+-3.205%)

90.36%

(+-3.545%)

Other (6)
80.94%

(+-3.453%)

59.93%

(+-8.844%)

TABLE VIII.

Precision, recall and their sample standard deviations for

ResNet50 (validation set results).

ResNet50 Precision Recall

Image not found (0)
95.11%

(+-3.213%)

81.66%

(+-8.461%)

Consumer letter (1)
91.16%

(+-1.892%)

89.11%

(+-2.856%)

Commercial shipment (2)
90.57%

(+-1.658%)

88.58%

(+-2.186%)

Shipment from abroad (3)
84.28%

(+-4.302%)

71.19%

(+-5.331%)

Corporate letter (4)
95.45%

(+-0.4993%)

97.98%

(+-0.5020%)

Magazine (5)
88.44%

(+-3.589%)

91.44%

(+-3.084%)

Other (6)
85.50%

(+-7.973%)

64.76%

(+-9.042%)
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TABLE IX.

Confusion matrix of VGG16 (Average validation performance).

Predictions

T
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u

e
 l
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b

e
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VGG 16 

(n = 2338.1)

Image not

found (0)

Consumer

letter (1)

Commercial

shipment

(2)

Shipment

from

abroad (3)

Corporate

letter (4)

Magazine

(5)
Other (6)

Image not found

(0)

24.50

(+-2.07)

0.30

(+-0.48)

1.40

(+-1.17)

0.00

(+-0.00)

2.40

(+-1.84)

0.30

(+-0.48)

0.60

(+-0.84)

Consumer letter

(1)

0.00

(+-0.00)

141.70

(+-1.89)

1.50

(+-1.51)

2.80

(+-1.81)

7.20

(+-1.93)

0.10

(+-0.32)

0.10

(+-0.2)

Commercial

shipment (2)

0.10

(+-0.32)

0.00

(+-0.00)

328.50

(+-7.32)

0.70

(+-0.68)

14.30

(+-6.06)

11.00

(+-2.75)

0.20

(+-0.42)

Shipment from

abroad (3)

0.00

(+-0.00)

7.00

(+-2.21)

3.90

(+-2.47)

78.30

(+-5.87)

9.20

(+-3.65)

1.70

(+-1.42)

0.90

(+-0.74)

Corporate letter

(4)

0.20

(+-0.63)

1.80

(+-0.92)

8.40

(+-2.37)

3.00

(+-2.16)

1442.30

(+-4.62)

2.10

(+-1.79)

3.60

(+-2.01)

Magazine (5)
0.10

(+-0.32)

0.00

(+-0.00)

9.30

(+-3.30)

0.30

(+-0.68)

2.00

(+-1.25)

163.20

(+-4.34)

1.50

(+-1.51)

Other (6)
0.30

(+-0.48)

0.90

(+-0.99)

0.50

(+-0.71)

0.50

(+-0.71)

11.30

(+-4.11)

2.80

(+-1.81)

45.30

(+-4.72)
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