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Abstract—Allowing access to real legal documents is an im-
portant element both for the development of science and the
judiciary. On the other hand, protecting information about
citizens or organizations, that appear in these documents, is
crucial and required by law. Therefore, before the documents
are distributed, the data anonymisation process should be carried
out. Unfortunately, there is no perfect tool that can automatically
anonymise documents in such a way, that the main concept of
the document is preserved; especially in the case of documents
written in inflectional language. The aim of this article is to
show how important (and at the same time how difficult) is the
task to identify personal or corporate data of a client, as well
as other related personal data in documents that are subject
to legal protection. We conducted research aimed at assessing
the usefulness of IT techniques as well as decision rules and
patterns in the anonymisation of legal documents. A set of real
legal documents written in Polish was used for the research
in which we identified selected types of data that need to be
anonymised. Eventually, the obtained results were assessed by
field experts. Additionally, in order to verify the effectiveness of
the proposed solution, we conducted research on a set of 50,000
false identities with names, company names, addresses and other
confidential information. The collection was created using Fake
Name Generator'. The obtained results from both experiments
confirmed that the solutions we proposed is accurate even in the
case of real legal documents.

I. INTRODUCTION AND RELATED WORKS

HE PROCESS of anonymising documents is important
Tto protect individuals and institutions from the illegal
dissemination of information [1]. However, in the case of legal
documents, this is a very difficult process due to unstructured
content of the documents [2]. In addition, the provisions of
law, i.e. the GDPR [3], will force institutions to appropriately
transform their current IT systems in the field of personal data
processing. Due to the large variety of document structures
and the lack of a uniform system applicable to all judicial
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organizations, there is a high risk of privacy breach. Due to
the variety of document structures and the lack of a uniform
system applicable to all judicial organizations, there is a high
risk of privacy breach. For this reason, the anonymisation
process is often widely regarded as an expensive and inefficient
process [4]. Additionally, due to the low effectiveness of the
available data anonymisation tools, the anonymisation process
in law firms is most often performed manually by trained
employees [5].

In this article, we will look at the theoretical assumptions
of a basic IT tool designed to identify selected types of data
in text documents. On the other hand, the research goal is to
check and evaluate the usefulness of IT techniques as well
as decision rules and patterns in the anonymisation of legal
documents. In the case of legal documents, data identifying
individuals or organizations must be removed, anonymised
or pseudonymised from the digital document following the
end of the legal service. Authors are convinced that if such
data are not manually obliterated - either manually or us-
ing a computer-assisted method - any lawyer should delete
all documents of clients from law firm’s digital media and
computers in a time demanded by national regulation of
legal occupation or implicit period of time assumed by the
professional need (processing by the purpose). By all above
mentioned regulations personal data and other types must be
deleted or pseudonymised by legal tech. To achieve this goal,
a team of coauthors is working on a project designed to build
such a technology?.

The first step in anonymising text documents is the ex-

ZProject developed by Infojura Sp. z 0. 0. (KRS 0000502117 ) carried out
in the period from 01/01/2022 to 31/12/2023 under the name “Technologies
for Automatic anonymisation of Personal Data” in digital documents. It is
financed with the support of EU as part of the Regional Operational Program
of the Silesian Voivodeship for 2014-2020 (European Regional Development
Fund). Action 1.2. Research, development and innovation in enterprises.
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traction of information that directly identifies individuals or
organizations. They are referred to as Named Entities (NE) [6].
Most often, NE are classified into predefined semantic cat-
egories, i.e. first name, last name, organization name or
location [7], [8]. Natural language processing (NLP) methods
are used to automatically recognize NE [9]. For this purpose,
Named Entity Recognition (NER) [10] was created. It is
the process of locating information in the text, which then
becomes a specific category. In addition to the basic categories,
i.e. the name of an organization or person, NER has added
categories that define time and numerical expressions, such as
monetary values [11].

In the process of identifying named entities, the language
in which the text document is written is very important.
In the case of languages with an extensive morphological
structure, the processing of text documents and the extraction
of information is very difficult [12]. Therefore, Gralifiski
et al [13] presented a formalism for the rule-based NER.
Their research focuses on the use of NER for inflectional
languages (especially for Polish and Czech) and the translation
of Named Entities. Researchers developed two applications
that could be used for machine anonymisation and machine
translation. Similarly, J. Pisowski [14] created the formalism
of recognizing NE from Polish texts and manually created a
set of NER rules for the Polish language.

To assist researchers in sharing raw textual data, Kleinberg
et al. [15] proposed the NETANOS anonymisation system that
identifies and modifies named entities (e.g. people, locations,
times, dates). Bayesian tests showed that NETANOS anonymi-
sation was practically equivalent to human anonymisation.
The authors only used NER to detect personal data. Using
this method, they hypothesized that the ability to discover
the original meaning of anonymised data could ultimately be
similar to that of humans if the training data set is large
enough.

Unfortunately, the NER in the field of law, despite its impor-
tance, is not a well-researched area. Many current approaches
use different techniques and classification methods on different
datasets [16]. Additionally, most of the obtained anonymisa-
tion results are only assessed by experts. For this reason, it
is not possible to properly compare the results. However, the
proposed solutions make a significant contribution and are the
basis for further research. It should be remembered that an
additional problem in the field of law is the natural language of
legal documents and the different legal provisions in individual
countries.

C. Dozier et al. [17] were one of the first to conduct research
based on Named Entity Recognition in the legal field. Using
the example of American case law, testimonies, pleadings
and other legal documents, the authors analyzed the NER. C.
Cardellino et al. [18] have developed a tool to identify, classify
and link legal NE. The authors focused on four different
levels of detail, one of which was NER. They used a Stanford
NER [19] support vector machine and a neural network in
the learning algorithm. Elena Leitner et al. [20] presented the
problem of fine-grained recognition of entities in legal docu-
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ments. The authors developed a data set consisting of decisions
of German courts, in which the source texts were manually
annotated with 19 semantic classes. Then all classes were
automatically generalized to seven classes (person, location,
organization, legal norm, individual regulation, court order and
legal literature). The results obtained show that there is no
universal model with the best understanding of all classes.

II. RESEARCH METHODOLOGY

PII (Personally Identifiable Information) data detection al-
gorithms have to be fine-tuned for each case. It is virtually
impossible to obtain a high accuracy with low noise on the
same pass of detection. Whereas, in the case of data related
to digits, even though a number is a valid KRS/NIP (tax
identification numbers) value, only semantic context might
indicate whether it is a true PII or just a coincidence.

Therefore, in the case of the analysis of specific documents
and adapted to a specific language (legal documents prepared
in Polish), we proposed to use a combination of this methods:

o Dictionary search. A relatively easy search withing the
known dictionary. The example of this method is used
in our experiments where searching for first names (both
female and male). The names were taken from official
PESEL database®. However convenient, this list has a lot
of potential to give many false positives, as the PESEL
number (unique person identification number) was given
to a lot of non-Polish citizens; often with short names
being homonyms of common Polish words (like “Na”).

o Decision rules and patterns. Using this approach, one
is using regular expressions to describe the patterns of
potential PII data. For instance, a NIP number is usually
consisted of 10 digits divided by hyphens.

o Special type of validation for self-checking numbers.
NIP number are self-checking numbers, as they use a
Luhn algorithm [21], as well as additional constrains for
numbers being valid. Checking this constrains is a great
way to decrease greatly the number of false positives.

« Validation using external services is often used for IBAN
numbers or KRS numbers in Poland. KRS number is a 10
digit number with no additional constrains, being just a
next element in a single sequence of all entities in Poland.
Thus, an external validator is used to make sure that the
10 digit number is an actual and up to date KRS for a
valid company.

o Heuristic search using some known patterns like "sp z
0.0." for a private limited company. Due to law regula-
tions in Poland, some equities need to include mandatory
information in company name.

III. COMPUTATIONAL EXPERIMENTS

The research objective of this paper was to investigate the
applicability of decision rule and pattern search methods in
legal document anonymisation. Therefore, in order to test the

3https://dane.gov.pl/pl/dataset/1667 lista-imion-wystepujacych-w-rejestrze-
pesel-osoby-zyjace
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proposed approach, we conducted two types of experimental
studies. In the first one, we wanted to test the efficiency of the
proposed solution for large amounts of data — artificial data
generated for this purpose. In the second one, we performed
the actual anonymisation of legal documents, and their evalu-
ation was done by domain experts.

The first research attempt, related to achieving the stated
goal of anonymising selected data in legal documents, was
to test the algorithm on artificial data. In this case we used
Fake Name Generator* service and generated 50000 fake
identities with names, company names, addresses and other
sensitive information. Each line in this set should contain
exactly one of name, email, phone and company name. The
perfect scenario will have a mean value of detection equal to
1 for each column. The data is adapted to the Polish language
and contains on average 73 words and 422 characters per line.
The data preparation was followed by the application of the
proposed solution to each case. The results of the experiments
are presented by a box plot (Fig. 1) in which, for each PII, the
minimum, Ist, 2nd (median) and 3rd quantile and maximum
values are given — often these values are repeated, which is
why whole box plots do not appear in the figure.

As it can be seen, in the case of the name, too many values
are detected (the maximum found is 8, the median is 2, and
the expected value, which is 1, is also the 1st quantile). This
is because the first name often appears in the address (e.g.
street name established by a famous person); in one line,
in addition to the correctly detected name, the one from the
address is also recognised. The ideal situation is in the case
of e-mail address, where all cases were correctly detected;
so was the case of phone number (there, in one case, apart
from the correct number, also the false positive is detected).
For the KRS number, as it is just a sequential number, false
positives were found in different parts of data, as it was
the case in first name. In addition to the correctly detected
KRS number also NIP number is included — this explains the
very low detectability of NIP number. In these experiments,
once detected, the element could not be recognised again. We
proposed a different approach in later experiments on real data.

The worst situation appears for the company name, which
was basically not detected. This is because in our heuristic
approach we require the presence of certain keywords. The
generator in question was not characterised by the presence
of appropriate prefixes in the name. However, in the case of
legal documents, such full names are always used.

In order to assess the achievement of the final goal, the
proposed method has been applied to a real-life study of a
law firm operating in the territory of Poland. Fifteen legal
documents written in Polish and concerning different legal
scopes and cases were analysed. All documents were originally
saved in DOCX format, from which, in order to apply the
model, they were converted into text format. The analysis was
based on the documents of different length and number of
words per line (see Tab. I). It can be observed that the low

“https://www.fakenamegenerator.com
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Fig. 1. Minimum, maximum, and quantiles for the prepared data
TABLE I
FEATURES OF THE DOCUMENTS ANALYSED

Legal document | # lines # words i";’."rds
imes

1 104 500 4.81
T2 500 3730 7.46
T3 121 617 5.10
T4 335 1800 5.37
T5 162 1788 11.04
T6 664 4291 6.46
T7 59 294 4.98
g 399 2906 7.28
T9 50 130 2.60
10 57 201 3.53
11 180 532 2.96
T12 30 74 247
13 139 840 6.04
14 29 123 4.24
T15 135 1474 10.92
sum 2964 19300 6.51
avg. 198 1287 6.50
median 135 617 4.57

number of words per line is related to the short information
provided in the legal document, such as the invoice number or
the service name. Therefore, the table I presents the average
number of words per line.

In the next step, the fields indicated for anonymisation
(with the reason for anonymising an element) were verified by
specialists. They verified the PII described in Section II and
each time described three known elements of the classification
quality assessment:

o TP — true positives, i.e. elements that really should be
anonymised for the reason given;

o FP — false positive, i.e. elements for which the indicated
reason for anonymisation is not appropriate.

o« FN — false negative, i.e. items that should have been
anonymised for a given reason but were not.

The evaluation of TN (true negative), i.e. elements that
should not be anonymised, was omitted and indeed this was
not done. TN was not evaluated because, naturally, all non-
annotated words mean true negative for this problem. De facto
this is the number of all words in the document, except those
in TP, FP and FN.

Analysing the exact anonymisation result given in Tab. II
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TABLE II
RESULTS OF THE ANONYMISATION OF LEGAL DOCUMENTS

Legal name e-mail NIP number phone number KRS number company name
document | TP FP FN | TP FP FN | TP FP FN | TP FP FN | TP FP FN | TP FP FN
T1 5 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1
T2 8 10 5 0 0 0 0 0 0 0 0 0 0 0 0 2 13 0
3 12 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
T4 0 3 0 0 0 0 3 0 0 0 3 0 3 3 0 5 0 0
5 2 1 0 0 0 0 0 0 0 0 0 0 0 1 0 7 10 0
e 3 6 0 3 0 1 3 0 0 0 0 0 4 4 0 6 0 0
T7 0 1 0 0 0 0 3 0 0 0 0 0 4 3 0 4 1 0
g 13 2 0 0 0 0 3 0 0 0 0 0 5 5 0 5 1 0
Tg 7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
10 2 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2
T11 4 0 1 0 0 0 6 0 0 0 0 0 3 6 0 10 1 3
T12 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
13 1 0 2 0 0 0 2 0 0 0 0 0 2 2 0 2 0 0
T14 1 0 0 0 0 0 1 0 0 0 0 0 0 1 0 2 0 0
T15 2 0 1 0 0 0 2 0 0 0 0 0 1 2 0 1 0 1
TABLE III

and reading the actual document, it can be seen that in
the case of PIl-name there are many FP, i.e. false positive
indications for anonymisation. This is mainly due to street
names (consistent with first name) and first names that are
also names of months (e.g. "Maja’). FN-related errors, on the
other hand, occur in the case of an atypical linguistic variant
of a name.

E-mail addresses only appeared in one document and were
mostly well recognised. The error associated with the address
not being found was due to a transcription error (the domain
extension was single character). Thus, future consideration
could be given to analysing email addresses not only according
to the rules, but also assuming human error in the transcription.

The situation looks very good in the case of PII-NIP
number, which is a tax identification number that was correctly
recognised in all documents. This is largely made possible by
the Luhn algorithm. The phone number, on the other hand, did
not actually appear in any document, although three times the
algorithm incorrectly indicated that the found string of digits
was a phone number.

An interesting situation concerns the PII-KRS number, i.e.
the national court register number. All KRS numbers were
detected (true positive — TP), but also other numbers in the
document were incorrectly indicated as KRS. This was most
often the case with the NIP number, but there were also other
strings of numbers which did not relate to the KRS (it should
be noted, however, that in further work, each of the elements
indicated in the experiments as KRS should be anonymised
anyway — whether as NIP number or national identifier of a
person).

Big problems arise in the case of company names. For the
analysed data, the algorithm often incorrectly indicated data
for anonymisation although it was not necessary (false positive
— FP). There were also situations where the company name
was not detected at all. However, to sum up the work of the
algorithm, in the vast majority of the cases, the algorithm
detected company names that should be anonymised.

At the same time, it should be noted that in this type of
documents it is a much bigger mistake to omit an element to

RESULTS OF THE ANONYMISATION OF LEGAL DOCUMENTS IN TERMS OF
TP, FP, FN AND IN TERMS OF MEASURES TO ASSESS CLASSIFICATION
QUALITY: PRECISION, RECALL AND F—SCORE

Legal document | TP  FP FN  precision recall F-score
1 6 1 1 0.8571 0.8571  0.8571
T2 10 23 5 0.3030 0.6667  0.4167
z3 12 1 1 0.9231 0.9231  0.9231
T4 11 6 0 0.6471 1.0000  0.7857
z5 9 12 0 0.4286 1.0000  0.6000
Z6 19 6 1 0.7600 0.9500  0.8444
7 11 2 0 0.8462 1.0000  0.9167
g 26 3 0 0.8966 1.0000  0.9455
Z9 8 0 0 1.0000 1.0000  1.0000
10 2 2 2 0.5000 0.5000  0.5000
T11 23 1 4 0.9583 0.8519  0.9020
T12 3 0 0 1.0000 1.0000  1.0000
13 7 0 2 1.0000 0.7778  0.8750
T14 4 0 0 1.0000 1.0000  1.0000
15 6 0 2 1.0000 0.7500  0.8571
sum 157 57 18 0.7336 0.8971  0.8072
avg. 10 4 1 0.8080 0.8851  0.8448
median 9 1 1 0.8966 0.9500  0.9225

be anonymised (i.e. those indicated in FN) than to anonymise
it incorrectly (in our case FP). In addition, often elements that
showed FP for one of the methods were in fact anonymised
anyway for another reason. Therefore, in Tab. III, the summary
results are presented, in which the reason for anonymisation is
not indicated, but only the information whether a given word
should be anonymised or not.

With these values, it can be indicated that in all analysed
documents 185 words should have been anonymised (out of
a total of 19300 words), with 168 words actually detected,
17 words not anonymised (although they should have been),
and 57 words incorrectly indicated as requiring anonymisation.
This gives a median of 10 words per document (requiring
anonymisation) while omitting 1 word per document and
indicating 1 additional word incorrectly. This allows us to
assess the effectiveness of the solution.

With the values in Tab III, it is possible to calculate mea-
sures of classification evaluation, such as precision (eq. (1)),
recall (eq. (2)) and F' — score (eq. (3)). These are important
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measures, where the precision determines with what certainty
we can trust the classifier that a given element (word) should
actually be anonymised, while recall determines how many
elements (words) that should be anonymised in the document
have been indicated as anonymised, and F' — score is the
harmonic mean of precision and recall.

L TP 0
precision = TP+ FP
TP
= ——-— 2
reca TP+ FN )
TP
F — score = 3)

TP+05-(FP+FN)

As mentioned earlier, from the point of view of the
anonymisation of legal documents, it is more important to
detect the elements that should be anonymised. Therefore,
when analysing the results, the recall measure should be
optimised first. The results related to the quality assessment
of the anonymisation work are presented in Tab. III. In the
case of the proposed solution, our method achieves a recall of
89.71% (in terms of the sum of all documents) and 95.00% in
terms of the median recall calculated separately for each legal
document.

Of course, it is important to note that all the results reported
in this section relate to the analysis of only 6 types of
PII: name, e-mail address, tax identification number (NIP
number), phone number, national court register number (KRS
number) and company name. Other data that should actually
be anonymised have not been analysed by us at this stage of
the project — the proposed solution. For subsequent work, a
more sophisticated use machine learning and natural language
processing methods is required.

IV. CONCLUSIONS AND FUTURE WORKS

It should be emphasised that the research objective was to
analyse a limited range of data — only a selected type of data
was anonymised. Thus, we wanted to assess the applicability
of IT techniques and decision rules and patterns in document
anonymisation. The conducted experiments confirm that the
solutions we have applied allow us to obtain good results —
this is particularly evident in the case of real legal documents.
Therefore, in the future, in addition to improving the rules
proposed so far, we believe that it is worth to develop the
modelling of machine learning on bigger groups of real legal
documents that can be used as learning data in supervised
machine learning models.

Future work may include developing a multi-criteria model
for multi-step analysis. It is possible to initially verify data on
the basis of unit names, and then carry out a thorough analysis
on the basis of the content only for selected data. Such a
solution is possible with the use of machine learning meth-
ods and natural language processing techniques. However, it
should be remembered that the task of creating a universal
system that would recognize all classes is very difficult, and

the effectiveness of anonymisation largely depends on the
structure of the documents that could be referred to given types

of legal documents.
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