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Abstract—With the advancement of digitalization, critical in-
formation infrastructures, such as intelligent energy distribution,
transportation, or healthcare, have opened themselves towards
intelligent technological opportunities, including automation of
previously manual decision making. As a side effect, the dig-
italization of these infrastructures gives rise to new challenges,
especially linked to the complexity of architecture design of these
infrastructures, to later support necessary software quality and
safeguard the systems against attacks and other harm. To support
software architects in the design of these critical software systems,
well structure architectural knowledge would be of great help to
prevent the architects from missing some of the crucial concerns
that need to be reflected with built-in architectural mechanisms,
early during architecture design.

Given the narrow scope of existing guidelines, with the need
of browsing and combining multiple sources, this paper proposes
an integrated checklist to cover the breath of architectural
concerns for the design of critical software systems, covering the
need for built-in mechanisms to prevent, detect, stop, recover
from and analyse intentional as well as unintentional threats
to system dependability. Contrary to existing guidelines that
typically focus on runtime incident handling, our checklist is to
be used during architecture design to ensure that the system has
built-in mechanisms to either handle the incidents automatically
or include the right mechanisms to support the runtime incident
handling.

Index Terms—Software architecture, design checklist, critical
information infrastructure, dependability

I. INTRODUCTION

C
RITICAL information infrastructures could be under-

stood as digital and vital systems that require immediate

attention and protection in modern cities (e.g., intelligent

transportation) because they contribute in the improvement of

the quality of life and sustainable development of our society.

Over the past decades, critical infrastructures in various do-

mains of human life have become largely digitized, stressing

achievement of system security, resilience, reliability and other

characteristics of failure-free and dependable operation [1],

[2]. However, although these systems have become highly

software intensive, software architecture experts have often not

been involved in the design of these systems, which is why the

operators of these systems are seeking software architecture

expertise ex-post to evaluate and improve software architecture

design of these systems.
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While software architects have access to numerous stan-

dards and guidelines for system design and auditing in con-

crete domains of critical infrastructures, e.g., CIPSEC [3] or

Cybersecurity Certification [4], there is no general overview

of design guidelines they shall consider, which is leaving

them with substantial risk that they might miss some crucial

consideration. More so that existing standards and guidelines

disproportionately more focus on hardware considerations,

which might make it even more likely for software architect

that they miss some software-architecture related aspects.

To address this gap, the aim of this paper is to propose

the creation of an integrated checklist supporting software

architects in the design of critical software systems. The

checklist is meant to cover guidelines that help the architect

to design buit-in mechanisms to improve the dependability

of the designed system. Given the existence of various low-

level tactics and patterns, e.g. for availability, reliability or

security in specific types of systems [5], [6], the suggested

critical infrastructure design guidance shall be high-level and

integrative, emphasizing the specifics of critical information

infrastructures that might otherwise be missed. This paper

introduces the reader to the context of critical infrastructures

and software incidents and explains the checklist creation

process and its usage, with additional supplementary material

available for download at [7].

The structure of the paper is as follows. After the intro-

duction, the context of the topic together with the state of

the art and related work is presented in Section II. Section

III lays down the design considerations guiding the design

of the checklist. Section IV details the methodology used

to create the checklist, after which the resulting checklist is

presented in Section V. Additionally, supplementary material

is available at [7], containing the full guidelines classification

data, detailed guidelines descriptions, and a demonstration of

the checklist in a real-life context.

II. CRITICAL SYSTEMS AND INFRASTRUCTURES

There are numerous definitions of the term critical (in-

formation) infrastructure (CI)1 in the literature from legal,

political, technical, economical, geographical or social per-

spectives [8]. The German Federal Ministry of the Interior,

1The word information within critical information infrastructures is being
used to emphasize reference to ICT enhanced critical infrastructures.
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for instance, defines critical infrastructures as: "organizational

and physical structures and facilities of such vital importance

to a nation’s society and economy that their failure or degra-

dation would result in sustained supply shortages, significant

disruption of public safety and security, or other dramatic

consequences" [9]. Overall, there is an agreement that critical

infrastructure is an infrastructure that is needed to keep other

major technical and/or social systems running or which is

needed to provide goods or services that are considered vital

to the functioning of modern society [8].

1) Challenges in Architecture Design of CIs: Quality engi-

neering is an inherent goal of software architecture design in

any domain, driving the main software architecture activities,

such as encapsulation, partitioning, or legacy components

integration, using techniques such as isolation, redundancy

allocation, or distribution [5], [10].

While in more wide-spread and popular domains, such as

enterprise systems and web applications, many architectural

patterns and styles exist [11], [12], integrated guidance for

critical infrastructures is so far missing.

Obviously, various low level recommendations exist for spe-

cific infrastructures and quality attributes to be optimized [5],

[6], where the infrastructures differ according to the local con-

text of each nation, and the quality attributes differ according

to the infrastructure, with many specific attributes not covered

in existing software architecture literature (e.g. absorbtion as

the ability to absorb the effects of system failures and thus

minimize the consequences, or preparedness as the ability

to withstand the expected crisis situations). This guidance,

besides being isolated and localised, is moreover scarce and

often provided in terms of answers rather than questions to be

asked, which makes the critical infrastructure design process

highly error-prone.

2) SW Architecture Design Checklist: Simple checklists can

help reduce human error dramatically. As emphasized by Ivar

Jacobson when advocating for software project checklists [13],

"Neil Armstrong had a checklist printed on the back of his

glove to ensure he remembered the important things as he

made history as the first person to walk on the moon, so why

not utilize them to keep software projects on track." Checklists

in software engineering are not a new concept, being employed

to facilitate software development processes by efficiently

guiding industry experts and professional developers.

III. DESIGN CONSIDERATIONS FOR DEPENDABLE CIS

Critical infrastructures are by definition safety-critical and

often handle sensitive, secret, or in other way valuable

data [14]. Consequently, they are an attractive target for

attackers and need more robust protection.

Software-intensive critical infrastructures are highly com-

plex as they operate with various technologies and have to

be highly reliable. While designing the system, an architect

may forget numerous basic features and cause vulnerabilities.

This could endanger people or cost money. Our checklist is

designed for these infrastructures to help its architects to meet

the crucial safety and security standards and meet their high

reliability expectations.

In this section, we set the foundations for the checklist,

discussing its scope and analysing the types of incidents it

shall cover, supporting the software architecture mechanisms

to prevent, detect and handle them.

A. Domains

The most common CIs around the world, according to

CIPSEC [15] are in the domains of health, energy, transporta-

tion, finance, food, water, and civil administration. Each of

these CIs faces a different set of threats and safety concerns,

but in their essence, the infrastructures need to meet very high

standards that are very similar among them. In the presented

version of the checklist, we thus focus on the design concerns

that need to be reflected by all of them.

CI domains are usually interdependent [16]. For example,

all of those mentioned above depend on the energy sector as

they use software systems and machines for their operations.

The energy sector relies on water supply used for cooling,

which is impossible without transporting material within the

infrastructure [15]. This can cause a domino effect throughout

the whole system [17]. That is why it is necessary to stop an

error as soon as possible and ensure the functioning of the

most critical parts.

B. Types of Incidents

A software incident is an event that brings the system

to an unwanted, anomalous state [18]. Incidents in CIs can

be catastrophic and endanger human lives or the economy.

Therefore software should be prepared to prevent and stop

them.

We can classify incident causes in different ways. They can

be intentional or unintentional, man-made or caused by natural

disasters, caused by an error in code or hardware [19].

One of the most significant challenges of software depend-

ability is, for the time being, unknown threats and attacks.

New types of vulnerabilities are discovered every day [20],

and natural disasters are often also unpredictable. Due to this,

the software architect may not be aware of perils that will be

ordinary for the system in a few years, months, or even days.

Therefore we should prepare the system universally and not

rely on a concrete list of possible threats.

1) Natural-Disaster Causes: Natural incidents are caused

by natural disasters like floods, tornados, earthquakes, etc. [21]

They can cause damage to the system hardware and therefore

impact the correct functioning of the software. From the

software point of view, we can also include in this category

the incidents triggered by hardware errors (i. e., outage of

parts) or by other damage to the hardware (i. e., incompetent

manipulation or militarized attack). Natural disasters can be

unpredictable, devastating, and cause a domino effect on

other domains of CIs [21]. This enormously complicates the

possibilities of testing the system’s behavior during these

incidents [22].
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2) Man-Made Causes: By man-made incidents, we mean

inadvertent mistakes made by a user or a premeditated attack

from an attacker. In contrast to natural incidents, we can

prevent many of these.

a) Accidental Errors: There are many reasons why users

can make mistakes while using the system. For example, they

may not know how to use the system, they can be tired

and careless, or the system may be confusing [23]. In any

case, this inappropriate usage should not endanger the correct

functioning of the system.

b) Deliberate Attacks: Deliberate attacks on CIs occur

increasingly often [24]. Main objectives of attackers are [25]:

• Corruption of information: Attackers try to change or

damage data stored in the system or corrupt communica-

tion.

• Denial of service: Attackers try to overload or disrupt

the system to become unavailable for authorized users.

• Disclosure of information: Attackers try to obtain pri-

vate data or publish them to unauthorized entities.

• Theft of resources: Attackers try to access and misuse

the system resources or provide them to unauthorized

entities.

• Physical destruction: Attackers try to cause physical

damage using the system.

The software should be prepared for all kinds of attacks,

prevent them, and ensure safety in case of malicious usage. In

contrast to accidental errors, deliberate attacks may last longer

and be more complex. Attackers systematically conceal their

activity, so detecting such incidents can be tricky.

C. The Role of Checklists

A checklist is a structured list of requirements or steps

needed to achieve the given goal. It can have various struc-

tures [26] but should be brief and synoptical to minimalize the

cognitive load of its usage [27]. When designing a software

system, we can come across checklists, for example, in chosen

standards. Checklists usually contain a list of conditionals that

need to be fulfilled to meet the given standard [26].

In this work, we were inspired by checklists used by experts

to facilitate their decision-making, e.g., in healthcare. Here, it

can help us on two different levels – to make our decision

(or diagnosis) or to check the correctness of our already-made

decision [27]. Experts often tend to evaluate the system based

on experienced patterns, which, however, may be superficial.

In this case, the checklist reminds them of essential points that

they should consider [28].

IV. METHODOLOGY

To ensure the comprehensiveness and completeness of the

checklist, we had to collect guideline sources to base the

checklist on. First, we gathered 32 standards related to soft-

ware or software-intensive CIs based on criteria in Section

IV-A, filtered them to select the representatives with complete

coverage of the others, prioritizing freely available sources

so that the architect can be pointed to them from the check-

list [29], [30], [31], [32], [33], [34], [35], [36]. We collected

all requirements meeting our inclusion and exclusion criteria

(see section IV-B) from these standards and extracted the

most common categories (i.e., Authorization, Authentication,

Data protection, Logging, Input and Output, Network, Safety

Ensuring, Backups, Encryption, and Third-Party Components).

We added categories to cover incident phases described

in Section IV-C, i.e., Access Control, Anomaly Detection,

Phenomenon Evaluation, Stopping from Propagating, Self-

Adaptiveness, and Evidence. For each category, we went

through existing studies and other sources [37], [38], [39],

[40], [41], [42], [43], [44], [45], [46], [47], [48], [49], [50],

[51], [52], [53], [54], [55], [56], [57] to examine the com-

pleteness of the coverage by the standards and complement

the missing pieces. All these recommendations were again

validated against our inclusion and exclusion criteria.

Finally, we revised categories, some of them were merged

or removed, but we also added some to facilitate orientation

within the checklist.

A. Sources of Guidelines

The checklist is based on two categories of sources: stan-

dards and other recommendations. Each has slightly different

conditions for inclusion, but both must be primarily software-

related.

Standards must be official and published by an approved

organization, government department or peer-reviewed pub-

lisher. They should contain a set of rules and aims which

ensure software security or safety. They can be designed for

critical infrastructure in general, but they have to include a

part aimed concretely at software.

When choosing standards, we primarily focused on their

domain subsumption to critical infrastructures. Some of them

are universal to all software. In that case, they should mention

critical systems in their scope or focus on technology com-

monly used in our target domains.

By recommendations, we mean the research studies and

books that software architect can study and abide by to

accomplish system security and reliability. It is out of the

scope of the checklist to go in a fine detail, it shall rather

focus on a general guidance with great coverage in terms of

the breath, not depth.

B. Scope

To fully utilize the advantages of the checklist form (e.g.,

briefness, coverage), we have to set strict inclusion and exclu-

sion criteria of guidelines. The checklist should be compact

but cover all identified categories.

1) Inclusion Criteria: Every guideline should be generally

usable within CI systems. There may be exceptions for par-

ticular systems, but in general, all guidelines should focus on

the design of dependable (safe, reliable and secure) critical

systems. All guidelines must be relevant to the software ar-

chitect and propose design improvement to software systems.

The included guidelines shall reflect that not only do we try

to prevent problems or incidents, but we are also designing

systems to be able to operate safely in presence of such
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problems and incidents, i.e. we have to prepare the system to

withstand accidents that have penetrated. Even with the robust,

firmly secure architecture, we cannot presume that incidents

are impossible [58].

2) Exclusion Criteria: (a) Human Resources: Many cyber-

attack related studies support our incident handling phases

division but aim more at management and incident plan-

ning [59], [60], [61]. Human resources and management

are also excluded from the checklist scope. (b) Hardware:

Considering that our guidelines focus on software, we exclude

all purely-hardware related items. Hardware solutions are

often irrelevant for software designers and strongly depend on

their domain and chosen technologies. (c) Coding Practices:

The choice of the programming language [62], frameworks

and libraries can significantly affect the complexity of the

development process. However, that shall is the task of the

software architect to set constraints on such low level of detail.

Therefore purely coding practices are excluded from the scope.

C. Incident-Handling Phases

The process of incident handling, which needs to be sup-

ported by the architecture design checklist, can be structured

in multiple phases. In this work, we use the phases inspired by

the Computer Security Incident Handling Guide [18], which

sets them for handling already running incidents. In our case

instead, we employ the phases to structure the guidelines to

design software architectures towards preparedness for these

phases making systems more robust and dependable (reliable

and secure). The phases are:

• Prevention: The prevention of incidents strongly depends

on the overall environment of the system. To specify

guidelines for this phase, we have to consider all poten-

tial sources of failure and use appropriate architectural

guidelines to safeguard all the possible entry points for

the incidents to enter the system, taking both external and

insider attacks, as well as events such as natural disasters

into consideration.

• Detection: The primary aim of this phase is to design

the system with built-in mechanisms to detect a running

incident. That is to detect anomalies in the behaviour and

discover intruders who might steal data without changing

system behaviour. With the correct Detection in place, the

system can switch on time to the Containment phase. The

secondary (not less important) purpose of the Detection

phase is to classify the fault and find its source. These

are essential for stopping the fault from propagating and

its following elimination.

• Containment: This phase covers tactics prepared for

an immediate reaction to the detected incident, mainly

stopping the problem from propagating and ensuring

safety. While sometimes we need to stop the fault as soon

as possible, in other cases we may only consider slowing

down the attacker or using sandboxing. In any case, it is

essential to bypass critical parts of software, especially

those responsible for ensuring safety. Furthermore, the

checklist shall motivate the architects to identify the must-

work functionalities, on which the safety depends, and

ensuring these parts work.

• Recovery: Right after getting the fault under control, the

system shall have the right mechanisms to start the recov-

ery process. It should be able to isolate and remove all

infected and suspicious parts, as damaged system is more

vulnerable to recurrent failures and attacks. Pre-incident

preparation is fundamental as we need to compare states

before and after and restore backup data.

• Post-Incident Analysis: An essential part of the post-

incident analysis is forensic investigation, so the system

should be designed and prepared for it before the incident

occurs. Pieces of evidence that the system stores should

be admissible at court of law and comply with local

constraints to data monitoring and storing (e.g., GDPR).

The phases are not strictly separated, some guidelines can

support multiple phases. For example, prevention must remain

stable during the incident to impede collateral attack. Col-

lection of evidence starts with recognizing the incident [63].

This classification of phases ensures its clear coverage of the

security and reliability of the designed system. It also provides

better possibilities for synoptical structure.

V. INTEGRATED CHECKLIST FOR DESIGNING CIS

The primary purpose of checklists, in general, is to keep

track of particular processes or units. They remind us of

all steps we have to fulfill to complete the task and record

every subtask we have already accomplished. If well designed,

we can use them for self-evaluating without a checkup from

another entity.

Our checklist provides this feature of self-evaluation of soft-

ware systems by listing the must-haves for handling particular

phases of security incidents and offering relevant standards and

sources. After going through all of the provided guidelines,

the software architect should be able to make sure that the

architecture contains buit-in mechanisms to reflect all the given

concerns.

All systems are unique and struggle with various issues.

The checklist should cover the plentifullest amount of them

and stay adaptive and concrete. Therefore it offers the available

guidelines fulfilling our scope, in its breath, and also allows

the architect to choose which are relevant.

Last but not least profitable feature of the checklist is

facilitating communication in the development team. It should

be readable by all team members independently on whether

they are creators.

A. Structure

The structure has to observe typical qualities of checklists:

briefness and clarity. Its main aim is to classify, sort external

sources, and show only short descriptions and references. Any

user should be able to browse all offered guidelines without

previous knowledge of the checklist.

The form of the checklist is variable. Initially, the designer

gets all the sources categorized by incident phases and tags.

136 POSITION PAPERS OF THE FEDCSIS. SOFIA, BULGARIA, 2022



TABLE I
PHASE 1: PREVENTION

GUIDELINE TAGS SOURCES

Data Protection

Saved data are secured. Data Protec-
tion, Encryp-
tion, Network

[32], [37],
[38]

Network communication (internal too) is
secured.

Data
Protection,
Network, Au-
thentication

[32], [29],
[33], [37],
[36], [38]

Authorization

Each entity has a specific role within the
system with minimal necessary rights.

Authorization,
Access
Control

[32], [33],
[39], [36]

Authorities can assign features to roles or
concrete entities.

Authorization,
Access
Control

[40], [32],
[29], [33],
[36]

Each entity has access to the minimal
amount of data possible.

Authorization,
Access
Control

[32], [29],
[33], [38],
[36]

There is an access timeout (or other con-
trol) set up and automatically disconnects
the entity in case of inactivity.

Authorization,
Access
Control

[32], [33],
[41], [36]

Authentication

All (both local and remote) access should
be protected by a unique entity identifica-
tion and password, token, biometrics, or
multi-factor authentication.

Access Con-
trol, Authen-
tication

[32], [29],
[33], [42],
[37], [36]

Unsuccessful login attempts are logged
and limited.

Access Con-
trol, Authen-
tication, Log-
ging

[32], [33],
[36], [39],
[44]

Used third-party technologies and com-
ponents are certified that do not circum-
vent set IDs or passwords.

Access
Control, Au-
thentication,
Third-party
components

[32]

Used third-party configurations, updates,
or other provided data use digital signa-
tures.

Authentication,
Third-party
components

[32], [36]

Each guideline has one main phase and one main tag to be

classified by. First-level classification is based on the incident

phase, and is presented in Tables I–V. Inside these categories,

guidelines are sorted by their main tag. This checklist view

contains every guideline only once and is destined for the first

walk-through to get to know all included recommendations.

During incident planning, the architect should use it to make

sure they reflect all the essential concerns and consider their

properties. The phase-tags tree here may be a little more

important than the recommendations themselves.

The architect should use the checklist either to guide the

design process or at the end of the designing process to check

that all the mentioned concerns are reflected. In fact, instead

of ticking boxes, it is recommended to briefly describe the

planned or realized extent to which the concern is reflected

within the designed system. This can also improve commu-

nication within the development team or with stakeholders.

Furthermore, when used to inspect the designed architecture,

we recommend to annotate each concern with strengths and

weaknesses of the designed solution with respect to the specific

concern.

TABLE II
PHASE 2: DETECTION

GUIDELINE TAGS SOURCES

Logging

All key events are logged. Logging, Evi-
dence

[46], [32],
[47], [36]

Logs contain all important identification
and classification.

Logging, Evi-
dence

[32], [33],
[36], [47]

Logs have various priority levels. Logging [32], [47]

There is a supervisory system that mon-
itors logs and highlights alarms and
anomalies.

Logging,
Anomaly
Detection

[32], [47],
[48]

There is a mechanism that monitors if the
logging system works.

Logging,
Anomaly
Detection

[32], [36]

Anomaly Detection

The system recognizes distinct changes
in configuration.

Anomaly De-
tection

[34], [29],
[36]

The system recognizes unexpected or in-
complete resets.

Anomaly De-
tection

[34]

The system recognizes memory failures. Anomaly De-
tection

[34]

The system recognizes suspicious in-
structions.

Anomaly De-
tection

[34]

Anomalies in system performance are
recognized and reacted to.

Anomaly De-
tection

[46], [48]

Anomalies in process behavior are recog-
nized and reacted to.

Anomaly De-
tection

[46], [48]

File and directory changes are recognized
and reacted to.

Anomaly De-
tection, Data
Protection

[36], [46]

Input and Output

User inputs and commands are validated
and tested for sanity.

Input and
Output

[49], [35]

External data are validated on entry. Input and
Output, Au-
thentication,
Third-party
Components

[35]

The system controls all data before pro-
cessing.

Input and
Output

[34]

Phenomenon Evaluation

Fault severity is classified into multiple
levels.

Phenomenon
Evaluation,
Logging

[36], [48]

The system has a precisely defined failure
tolerance threshold.

Phenomenon
Evaluation

[32], [48]

Before launching a critical mode, the
system checks if the trigger is valid.

Phenomenon
Evaluation,
Safety
Ensuring

[32], [48]

Network

Network data are collected. Network, Ev-
idence

[46]

All network alerts and error reports are
checked.

Network,
Anomaly
Detection

[46]

The system recognizes unexpected, un-
usual, or suspicious traffic.

Network,
Anomaly
Detection

[46], [37]

Unauthorized entities connected to the
system’s network are recognized and re-
stricted.

Network,
Anomaly
Detection,
Autho-
rization,
Third-party
Components

[29], [33],
[36], [46]
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TABLE III
PHASE 3: CONTAINMENT

GUIDELINE TAGS SOURCES

Stopping from Propagating

The system is divided into independent
parts with the possibility of a partial
shutdown.

Stopping
from
Propagating

[34]

Safety-critical functions are isolated from
non-safety-critical.

Stopping
from
Propagating

[46]

The system uses sandboxing to encapsu-
late high-risk parts.

Stopping
from
Propagating

[50]

Safety Ensuring

The system is tolerant of an unstable or
missing power source.

Safety Ensur-
ing

[34]

Safety-critical software requirements are
precisely identified and described.

Safety Ensur-
ing

[30], [46]

There are must-work functions identified
within the system.

Safety
Ensuring,
Self-
Adaptiveness

[34], [51]

Must-work functions are redundant. Safety
Ensuring,
Self-
Adaptiveness

[34], [36],
[51], [52]

Each of the must-work functions has at
least two independent ways to control
them.

Safety Ensur-
ing

[34], [36]

TABLE IV
PHASE 4: RECOVERY

GUIDELINE TAGS SOURCES

Backups

Critical data have a backup. Backups [29], [37]

Backups are off-site to be protected from
local disasters (e.g., fire, flood, ...).

Backups [36], [53]

Backup time intervals vary based on the
frequency of changes.

Backups [53]

Backups are protected from unauthorized
access.

Backups, Ac-
cess Control

[53]

Every backup process is checked to see
if it was successful.

Backups [29]

Before recovery from backup, data are
preserved for further analysis of the in-
cident.

Backups,
Post-Incident
Analysis

[29]

Self-Adaptiveness

Must-work functions have a self-healing
mechanism.

Self-
Adaptiveness

[51]

System is prepared to adapt to operating
without damaged parts.

Self-
Adaptiveness,
Safety
Ensuring

[51]

B. Tags

Tags serve for a more detailed classification of the guide-

lines. Overall, they are based on system procedures, features,

possibly used technologies, or specify parts of the incident

phase more accurately. The tags, selected based on our

methodology in Section IV, were also validated against the 20

common security requirements defined by CIPSEC [15]. They

cover all these requirements except one requirement (number

15) that is management-oriented and thus out of the checklist

scope, and add some requirements that were not covered by

CIPSEC.

TABLE V
PHASE 5: POST-INCIDENT ANALYSIS

GUIDELINE TAGS SOURCES

Logging

Logs are archived. Logging, Evi-
dence

[46]

Logs are secured. Logging, En-
cryption

[46]

Old or useless logs are disposed of. Logging [46]

Evidence

All possible evidence sources are identi-
fied.

Evidence [54]

Evidence contains all necessary informa-
tion to be classified as complete and
valid.

Evidence [33], [54]

All evidence data are secured. Evidence, En-
cryption

[56], [57]

Evidence storage is reliable. Evidence [55]

a) Access Control: Access control ensures that data

cannot be changed or read by unauthorized entities. This

enhances their confidentiality and integrity, which are essential

for software security [64].

b) Authentication: Authentication is a process of ded-

ication and confirmation of the true identity of an external

entity [42]. CI systems work with sensitive data, and their

functionalities are safety-critical; therefore, access to them

should be limited to trusted people and components.

c) Authorization: Authorization is deciding if a concrete

authenticated entity is allowed to execute or make a specific

action. Users and devices should have various roles based on

their permission and have minimal possible rights [65], [39].

d) Data Protection: Data are often the main target of cy-

berattacks. They have to be protected from theft, unauthorized

changes, or corruption [37].

e) Logging: Logging is the fundamental method to con-

trol and collect information about the program’s behavior. It

can help us detect an ongoing attack, gather evidence, improve

the development process, etc. Therefore the whole mechanism

is quite complex and should not be underestimated [47], [66].

f) Anomaly Detection: Anomaly detection means search-

ing for deviations from the expected behavior of the system.

All found anomalies should be inspected because they could

signify an incident or danger. Correct detection can be tricky;

possible false positives and negatives can be disastrous [48].

g) Input and Output (I/O): I/O vulnerabilities are not

only frequent targets of attacks but also weak points vulnerable

to inadequate usage by ordinary users. Operating a system

without proper I/O handling is like leaving a house with doors

and windows open [49].

h) Phenomenon Evaluation: This category covers a thin

layer between anomaly detection and reaction to the incident.

The reaction should not be reckless and hasty and must be

evaluated adequately to the severity of the detected anomaly.

i) Network: With availability improvement and new tech-

nologies it is not imaginable to operate a CI system without

any network connection anymore [67]. That brings up a variety

of potential problems and vulnerabilities [68].
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j) Stopping from Propagating: There can be many weak

points across the software, and attackers may want to gain

control of the entire system from them. Therefore we have to

stop the spreading of any incident so it will not be possible

for a localised fault to endanger distant parts of the system.

k) Safety Ensuring: Safety is an essential property of CI

systems. As it strongly depends on the CI domain, we provide

only an abstract solution to its ensuring within the system. This

tag also indicates guidelines in other categories that may affect

system safety.

l) Backups: System recovery depends directly on back-

ups. Without proper backup, we may not be able to repair the

system, and data will be lost. We must plan backups while

designing the system because it would be too late to save data

when an incident is detected. We also have to protect backups

so they will not be damaged together with the system during

the incident [69].

m) Evidence: Evidence is a cornerstone of forensic

readiness. Identifying and collecting pieces of evidence should

be taken into account already during the design of the system,

not during the incident [70]. Evidence does not come by itself;

we must be prepared to collect it and maximize its quality

to facilitate the investigation [54], i.e. to ensure its integrity,

prevent leaks, and protect contained sensitive data.

n) Third-Party Components: Third-party components of-

ten do not have as strict quality requirements as CI systems.

Due to this, they may have safety issues that can propagate

to our system. Therefore third-party components should be

observed and not trusted by default [71].

o) Encryption: Encryption helps us preserve the integrity

and confidentiality of the data within the system [72]. Similar

to Network, this tag is mainly intended to identify encryption-

related guidelines. Choice of concrete encryption techniques

is out of the scope of architectural considerations.

p) Self-Adaptivness: CI systems may be too complex

to be managed entirely by humans. Self-adaptive software

monitors itself and its environment and reacts appropriately

to detected changes. Therefore, such a system will be easier

to maintain, and its responses to incidents will be faster [73].

VI. CONCLUSION

In this paper, we have presented a vision of an integrated

checklist guiding the design of critical software systems, and

presented first version of such a checklist. To this end, we did

research to collect relevant standards and sources, all covering

the scope only partially, and proposed a set of guidelines in

the form of a checklist to enhance its straightforward usability

during the software design. Guidelines were classified and

sorted out to meet our defined checklist scope. Additionally,

supplementary material is available at [7], containing the full

guidelines classification data, detailed guidelines descriptions,

and a demonstration of the checklist in a real-life context.

In the future, we would like to validate the checklist with

industrial experts and refining it with further views and layers

of detail.
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