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Abstract—Today, people fulfill their needs in many areas
such as shopping, health, and finance online. Besides many
well-meaning people who use websites for their own needs,
there are also people who send attack requests to get these
people’s personal data, get website owners’ information, and
damage the application. The attack types such as SQL injection
and XSS can seriously harm web applications and users.
Detecting these cyber-attacks manually is very time-consuming
and difficult to adapt to new attack types. Our proposed study
performs attack detection using different machine learning and
deep learning approaches with a larger dataset obtained by
combining CSIC 2012 and ECML/PKDD datasets. In this study,
we evaluated our classification results which experimented with
different algorithms based on computation time and accuracy.
In addition to applying different algorithms, experiments on
various learning models were applied with our data upsample
method for balancing the dataset labels. As a result of the binary
classification, LSTM achieves the best result in terms of accuracy,
and a positive effect of the upsampled data on accuracy has
been observed. LightGBM was the algorithm with the highest
performance in terms of computation time.

Index Terms—Web Application Firewall, Intrusion Detection,
Data Upsampling, CNN, LSTM, XGBoost, LightGBM, Random
Forest, Deep Learning

I. INTRODUCTION

With the increase of devices and applications such as the
Internet of Things (IoT), efforts to ensure the security of
these applications are also increasing. Ensuring the security
of web applications is a critical step for the continuity of
the application. The Verizon 2020 Data Breach Investigations
Report [5] found that web application attacks doubled in 2019,
to nearly 43% of all attacks analyzed in the report. It is
still an actively used approach to detect and prevent Hyper
Text Transfer Protocol (HTTP) requests from coming into the

application with rule-based software. However, in rule-based
software, attack detection depends on the rule. It is not adapted
for incoming attacks outside the rules. Apart from detecting
attacks with the signature-based software, there are studies in
the literature that classify using traditional machine learning
[1], [2] and deep learning algorithms [4], [18], [23].

Along with detecting incoming attacks with high accuracy,
rapid detection is also important for quick intervention [3]. For
this reason, machine learning algorithms used in this study,
which take less training time and detection time and need less
data, have great importance in attack detection.

Hoang et al. [8] have included Naive Bayes, Support Vector
Machine (SVM), Decision Tree, and Random Forest (RF) for
binary classification. The best performance is obtained with
RF, and the worst is Naive Bayes. The highest performance
with 99.68% accuracy is obtained with RF.

The use of Natural Language Processing (NLP) techniques
is common due to the frequent use of meaningful or
meaningless characters in extracting the attributes of requests
coming to the application. Since character-level Convolutional
Neural Network (CNN) is constructed using vectors of a
limited character string, it is very advantageous in terms of
computational costs [4]. They build traditional CNN with two
convolutional layers and also build CNN architecture which is
merged final layers in parallel. They proposed a faster and less
computational approach owing to character representation.

As a different feature extraction approach, the vectors of
words are extracted and classified by deep learning. Zhang
[3] et al. split HTTP requests according to certain characters
and extract words and generate word vectors using Word2Vec,
which is a word embedding algorithm. Then they calculated
the Term Frequency — Inverse Document Frequency (TF-
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IDF) value from the word vectors for dimension reduction.
One of the two algorithms used in this study, Light Gradient
Boosting Machine (LightGBM), has lower accuracy than
another algorithm, Category Boosting (CatBoost), using three
available datasets, namely, HTTP DATASET CSIC 2010,
UNSW-NB15, and malicious Uniform Resource Locators
(URL). Different word embedding algorithms such as Global
Vectors (Glove) for Word Representation and Fasttext are
compared with accuracy, true-positive rate, and false-positive
rate performance metrics.

With the increase in the use of machine learning algorithms,
the need for data increases, and the importance of approaches
such as systems that need less data, data augmentation studies,
and automatic data generation are increasing at the same level.
Therefore, machine learning-based studies are now moving
towards high-quality data augmentation [20]–[22] of data or
producing an effective model with fewer data.

Both speed and accuracy are of great importance in
intrusion detection. In this study, we aimed to demonstrate this
evaluation by conducting experiments on different algorithms.
In addition, one of the biggest aims of this study is to increase
the data by diversifying the different headers in the data. In
this way, we have generalized the headers that appear only in
attacks or only in normal requests.

The main contributions of this study are as follows: i) In a
binary classification of HTTP requests, both time and accuracy
performances of traditional machine learning algorithms and
deep learning algorithms are compared. ii) The effect of
increasing the dataset size using upsampling approaches on
the obtained model accuracies is observed.

II. RELATED WORK

Intrusion detection is vital for vulnerable machines and
applications by enabling the detection and subsequent
prevention of malicious software or activity. Before the
anomaly detection step algorithmically, feature selection and
extraction [10]–[14] of HTTP requests is an important step
that affects performance. In addition to these traditional feature
analysis studies, there are also information extraction studies
using NLP techniques. Liu et al. [15] developed a system that
works together with the optimized SVM algorithm and feature
analysis work. HTTP requests were analyzed and selected
using expert knowledge. SVM is used as a classification
algorithm, and a grid search algorithm is used for parameter
optimization. The results of this study, using the CSIC 2010
dataset, can detect attacks with high accuracy performance.

Providing intrusion detection, which is the first step, can be
achieved automatically with machine learning methods. While
Pham et al. [6] used the most important traditional machine
learning methods such as decision tree, logistic regression, and
random forest to detect an anomaly, the best result is achieved
with logistic regression. The CSIC 2010 dataset, which is used
in the evaluation of many studies and consists of requests
coming to an e-commerce site, is used. In general, in this study,
different studies are included in the step of feature extraction
of the text.

In addition to such automatic anomaly detection studies,
signature-based studies still produce effective results. Adem et
al. [7] present a hybrid study using both signature-based and
anomaly detection approaches. With a rule-based study based
on character, word, and request length, a faster detection is
made on CSIC 2010, ECML-PKDD 2007, and WUGD 2015
datasets with 95% accuracy.

Duy et al. [9], as a different approach, also consider user
behavior in anomaly detection. In this study, the attributes
of user behaviors on HTTP requests are determined. For
feature extraction, TF-IDF and common feature approaches
are used together with the random forest algorithm, and TF-
IDF achieves a better result with a 4% difference.

Current malware acts as a benign request to evade attack
detection. In this study [16], the difference between benign
and malicious software is revealed by using a language-based
approach to detect malicious requests. An importance score
calculation is made between the characters of good and bad-
tempered requests, and word order is created according to the
order of importance. Then, a vector representation was created
with doc2vec, which is a document-based approach to creating
a feature vector.

Jemal et al. [18] made CNN, one of the best working
deep learning algorithms, a three-step evaluation for each
classification step, such as variations of the input vector
and hyperparameter tuning. As the first evaluation step,
the representation of the HTTP request as presentation and
splitting is being worked on. As a second evaluation, different
CNN hyperparameter combinations are compared, and as a
final evaluation, the selection of the best deep learning toolbox.
At the end of the study, the effect of the input vector and
hyperparameter tuning on the CNN model is analyzed.

The biggest reason why detecting cyber attacks is
problematic is that attacks are constantly being updated and
become more complex. In order to cope with this problem, it
is necessary to develop systems that are more flexible and
adaptable to new types of attacks. Zhao et al. [17] have
attempted to overcome this challenge with the semi-supervised
Discriminant Autoencoder (AUE) classification method. The
purpose of the algorithm is to ensure that unidentified samples
get a place based on their nearest neighbors. In this way, it is
to produce a generalized model by understanding the nature
of the previously undefined attack.

Eduardo et al. [19] have also done a study as a solution
to intrusion detection models that become obsolete and
outdated over time. They provide anomaly detection with
semi-supervised learning in order to update the existing model
without human intervention. The experiments carried out
within the scope of the study were carried out by considering
the real network traffic of one year, and it is observed that
the accuracy of the new data continues to be preserved. In
the case of no model update, approximately 10% of the data
is rejected, while in the case of a model update, this value
becomes approximately 3%.

Bhati et al. [26] proposed an Intrusion Detection System
(IDS) on an ensemble method using Extreme Gradient
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Boosting (XGBoost), which provides the balance of bias-
variance. The KDD-Cup99 dataset was used in the proposed
model training and the obtained accuracy of the method is
99.95
Liu et al. [27] used the LightGBM ensemble technique
to create a Network Intrusion Detection System (NIDS).
By creating synthetic samples with the Adaptive Synthetic
(ADASYN) oversampling method, the authors addressed
the problem of class imbalance. In the suggested study,
categorization is accomplished utilizing the datasets
CICIDS2017, NSL-KDD and UNSW-NB15. According
to their findings, LightGBM and ADASYN perform better
than other traditional ML algorithms.

III. METHOD

Detecting malicious requests with high accuracy and high
speed is a vital process in order to prevent systems from
important damage. In our work, we aimed to find the best fit
for this purpose. The techniques we applied in the experiments
are divided into two parts. The first technique focuses on the
classification of malicious and normal HTTP requests trained
and tested by different models such as CNN, LSTM, XGBoost,
LightGBM, and Random Forest. This study also focuses on
fast detection of attacks as well as good accuracy results. The
second technique focuses on new data upsampling algorithm
for increasing the variety of normal requests since it aims
to decrease disadvantages, for instance, lack of diversity and
imbalance between classes.

A. Data

In this study, two different publicly available datasets have
been taking considered. The first one is the CSIC dataset
published and produced by the Spanish Research National
Council (CSIC) [24], and it contains over 74000 requests with
three different labels, which are normal, anomalous, Structured
Query Language (SQL) injection, Cross-site scripting (XSS),
Server-Side Includes Injection (SSI), buffer overflow, Carriage
Return Line Feed injection (CRLFi), XML Path Language
(XPATH) injection, Lightweight Directory Access Protocol
injection (LDAPi), and format string. Dataset has been
generated artificially via semi-automatic tools. Second dataset
is the Discovery Challange Data [25] which was provided
LIRMM (Laboratoire dInformatique, de Robotique et de
Microelectronique de Montpellier, FRANCE) and the LGI2P
(Ecole des Mines dAlcs, FRANCE) to use in ECML/PKDD
Discovery Challenge. The dataset was named in this work
as ECML. It was based on a dataset of real-world web
traffic in conjunction with Bee Ware. It has eight labels
which are normal, SQL injection, path traversal, command
execution, LDAPi, XPATH injection, SSI injection and cross-
site scripting. There are over 50000 requests in the dataset.

1) Data Preprocessing: Some important data preprocessing
steps were applied to datasets in order to standardize the
data since two different datasets were used to perform binary
classification. Firstly, common header names were chosen,

Fig. 1: An example of data preprocessing.

considering which header includes the attack in a specific
order. More precisely, "User-Agent", "Accept", "Accept-
Charset", "Accept-Encoding", "Accept-Language", "Content-
Length", "Content-Encoding", and "Cookie" were used with
the request type, URL, and the body part of the HTTP request.
If there is no header in the original request, the header name
will be added only the header name. Second, labels were
changed to binary labels, i.e., normal requests labeled as "0"
and different types of anomalous and malicious attack types
labeled as "1". Finally, all characters turned into lowercase.
See Fig. 1.

2) Data Upsampling: Data upsampling techniques can be
used where a dataset has unbalanced data. In the appended
dataset, we have 62.54% attack requests and 37.46% normal
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Fig. 2: Data distributions. In the red/blue part original dataset
class distributions can be observed. In the purple/green part
upsampled data class distributions can be observed. ni where
i = 2, ..., 8 means that CSIC’s normal requests upsampled i
times.

requests, which refers to unbalanced data (see Fig. 2). We
developed a new data upsampling technique for normal HTTP
requests in order to provide a balanced dataset. Firstly, we
found the number of unique header values for each header
name considering labels (see Table I). As it can be seen in
Table I, ECML has an excessive amount of unique values in
both attack and normal requests. On the contrary, CSIC has a
narrow range of unique values.

TABLE I: The numbers of unique header values

Header Name Dataset Name Attack Normal

ACCEPT
ECML 4440 9044
CSIC 6 2

ACCEPT
Charset

ECML 5559 11738
CSIC 2 1

ACCEPT
Encoding

ECML 3257 6154
CSIC 3 1

ACCEPT
Language

ECML 6543 14210
CSIC 3 1

User Agent
ECML 15075 35006
CSIC 8664 1

Due to the few numbers of normal requests of CSIC
and lacking unique values, we decided to upsample normal
requests of this dataset using ECML’s normal requests header
values. The algorithm works in a way that randomly replaces
the header values for each normal HTTP request of CSIC. See
an example of replacing headers in Fig. 3. To examine if our
upsampling technique works well and due to the number of
samples we need, we applied this process for many times, i.e.,
2 to 8 times. According to each dataset, normal and attack
request percentages and the number of each label and total
data of each upsampled dataset and the original datasets can
be seen in Fig. 2. Moreover, each request converted character
level arrays, i.e., each character has an integer value.

B. Models

Ensemble and deep learning methods are highly used
in classification problems. In this paper, we would like

Fig. 3: An example of our upsampling method. While
upsampling algorithm works, header values are randomly
replaced from a unique list obtained from ECML for each
header name. For example, "Accept-Language" header value
was changed from "en" to "*".

to compare these methods’ outcomes. Ensembles like RF,
XGBoost, and LightGBM use a technique that combines
different base models to produce one ideal predictive model.
On the other hand, deep learning methods like CNN and
LSTM provide automatic feature extraction techniques through
filters/kernels and patterns across time, respectively, with
learning parameters via forward and backward propagations.
In our work, we applied input as character level which means
that each character is translated into its corresponding integer.
We divided the dataset into train, validation and test subsets
with percentages of 60, 20, 20, respectively.

RF, XGBoost, and LightGBM classification models were
fitted using default hyperparameters where estimators were
evaluated using K-Fold cross-validation, where K is 5.
Moreover, CNN and LSTM models are applied. Using
hyperparameter tuning, decided hyperparameters are as
follows. For the CNN model, the learning rate is 0.0001, the
optimizer is Stochastic Gradient Descent (SGD), and filter and
kernel sizes are 64 and 7, respectively. For the LSTM model,
the learning rate is 0.001, and the optimizer is Adam. In Fig.4,
each models layers can be seen. Additionally, both models are
trained with batch sizes 32, and 5 epochs with an input size
of 750.

IV. RESULTS

Our work has two different outcomes. The first one is
model-based and the second one is data-based outcomes. In
model-based evaluation results, the binary LSTM classification
model gave the best results in terms of accuracy, f1 score,
precision, recall, and false-negative rate. Moreover, although
LSTM is better than CNN except for the false-positive rate,
CNN gave the best result on the evaluation of the false-positive
rate. On the other hand, the RF classification model gave the
worst results in terms of all numeric results, see Table II.
Moreover, it can be easily seen that ensemble methods like
XGBoost and LightGBM are as good as learning methods
like CNN. However, RF was not able to perform like other
methods even though it is a kind of ensemble algorithm. In
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Fig. 4: Illustrations of CNN and LSTM classifier models. CNN
and LSTM models have different layers. Separated by purple
part shows CNN layers and separated by yellow part shows
LSTM layers.

Table II, numeric results which is written in blue refers to
the best results according to comparison type. Solely, the red
refers to the worst results according to comparison type.

Secondly, we compared results between models and
upsampled data (see Table II). In general, the LSTM model
concluded that the best results are in accuracy, f1 score,
precision, recall and false negative rate. However, some results
of applications on false-positive rates CNN gave the best
results. As expected from the model-based approach, the RF
model gave the worst results for all numeric outputs. When
we examine the training time outputs, we can easily observe
that there is a vital difference between LSTM and LightGBM
models (see Table II).

V. CONCLUSION

In this work, we tried to illustrate the effectiveness
of different models which are CNN, LSTM, XGBoost,
LightGBM and RF and to illustrate our new method for
data upsampling and prove its efficiency. According to the
results, LSTM is the best algorithm for character-level binary
classification problems with HTTP requests. Additionally,
ensemble methods such as XGBoost and LightGBM work
as efficiently as CNN and LSTM. However, there is a
serious trade-off between training time and the best model
since LSTM average training time is approximately 85 times

higher than LightGBM average training time. Furthermore,
we explained our new data upsampling method for balancing
datasets that have an unbalanced amount of classes. According
to numerical results, our algorithm worked fine and proved its
efficiency. In most cases, it improves the accuracy, f1 score,
precision, recall, false-negative rate, and false-positive rate
results.

VI. FUTURE WORK

Classification of HTTP requests as attack or not is essential
for cyber security applications since hackers are waiting
to steal any confidential information to use them to their
advantage. Balancing the attack types in the dataset will
increase the capability of detecting attacks for models. As
a future work, we are planning to work on synthetic data
generation and develop different upsampling methods for
balancing attack types in the dataset.
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