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Abstract—The accuracy and perfection of layout designing
significantly depend on the designer’s ability. Quick and near-
optimal designs are very difficult to create. In this study, we
propose an automatic design mechanism that can more easily
design layouts for various unit groups and sites using reinforce-
ment learning. Specifically, we devised a mechanism to deploy
units to be able to fill the largest rectangular space in the current
site. We aim to successfully deploy given units within a given
site by filling a part of the site. We apply the mechanism to
the three sets of units in benchmark problems. The performance
was evaluated by changing the learning parameters and iteration
count. Consequently, it was possible to produce a layout that
successfully deployed units within a given one-floor site.

Index Terms—reinforcement learning, machine learning, layout
design, facility layout problem

I. INTRODUCTION

THE FACILITY layout problem (FLP) [1], [2] is an

optimization problem of deploying equipment and ma-

chines in a facility. The solution to this problem depends

on the designer’s ability. Therefore, various methods and

procedures have been proposed to solve the FLP. For example,

Genetic Algorithm (GA), Genetic Programming (GP), and

deep learning are used. In this study, we propose a layout

design support mechanism using reinforcement learning. Re-

inforcement learning is a machine learning method in which

learning is performed without training data. An agent learns

through trial and error. It makes it possible to obtain layouts

for different conditions from training ones. We make learning

agent possible to create a layout in various environment

by predetermining the maximum layout area, and generating

layouts for the sites that are less than that. The object of this

study is to clarify whether reinforcement learning is effective

for solving the FLP.

The structure of this paper proceeds as follows. Section 2

explains the layout design, current problems, and reinforce-

ment learning as the background of this study. Section 3

explains the layout design mechanism using reinforcement

learning. Section 4 describes the results of the experiments

conducted to demonstrate the effectiveness of the proposed

mechanism and performance. Section 5 describes the discus-

sion based on the experiments presented in Section 4. Section

6 describes the prospects, such as the problems found and

future issues, and Section 7 concludes the paper.

II. BACKGROUND

A. Layout design

The FLP is a well studied combinatorial optimization prob-

lem which arises in a variety of problems such as layout

design of the deployment and flow lines of equipment, ma-

terials, parts, work-in-process, workers, circuit board design,

warehouses, backboard wiring problems [3]. An efficient and

rational layout is desirable for the layout design process. The

purpose of layout design is to obtain a layout that is close to

optimal under the specified conditions.

Facility layout design has been studied for a long time [4].

Many of them use GA [5] and GP [6]. GA is a programming

technique which forms its basis from the biological evolution.

GA uses the principles of selection and evolution to produce

several solutions to a given problem. GP is considered to be

a variant of GA, and used to evolve abstractions of knowl-

edge, like mathematical expressions or rule-based systems.

Venkatesh and Jim [7] use GA to reduce the sum of the product

of the three factors of material handling cost, which are: the

volume of material handling (frequency of journeys); the cost

of material handling, and the distance travelled. José et al. [8]

introduced biased random-key GA for the unequal area facility

layout problem where a set of rectangular facilities with

given area requirements has to be placed, without overlapping,

on a rectangular floor space. The role of GA is to evolve

the encoded parameters that represent the facility placement

sequence, the vector of facility aspect ratios, and the position

of the first facility. Stanislas [9] introduced to apply AI to

floor plans analysis and generation. His ultimate goal is three-

fold: (1) to generate floor plans. (2) to qualify floor plans. (3)

to allow users to browse through generated design options.

He have chosen nested Generative Adversarial Neural Net-

works or GANs. Luisa et al. [10] introduced Firefly algorithm

(FA), which was designed to solve continuous optimization

problems. From the map of the layout that contains the (x,

y) coordinates corresponding to the location of each of the

nodes or workstations that are distributed on the plant, and

paths between nodes are defined, the system solves layout

problem as traveling salesman problem (TSP). Jing et al.

[11] introduced the ant colony optimization (ACO) algorithm,

which is a bio-inspired optimization algorithm based on the

behavior of natural ants that succeed in finding the shortest
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paths from their nest to food sources by communicating

via pheromone trails. Singh et al. [12] introduced a layout

generating method using the space-filling curve. The space-

filling curve [13] describes plane spaces based on the trajectory

of an individual curve. The layout was created by allocating

the required area based on the space-filling curve of the site.

In these current layout design, the techniques and methods are

not standardized.

B. Reinforcement learning

Reinforcement learning [14] is a machine learning method

that implement optimal system control through trial and error

by the system itself. Machine learning methods are generally

classified into five types: supervised learning, unsupervised

learning, self-supervised learning, semi-supervised learning,

and reinforcement learning. While supervised, unsupervised

self-supervised and semi-supervised learning require training

data for learning, reinforcement learning obtain the data gen-

erated from its own experience. A reinforcement learning

program developer creates a high learning efficiency model

instead of preparing learning data. An agent in reinforcement

learning learns the behavior to maximize the score set for the

objective in an environment.

Reinforcement learning uses the following concepts.

• agent: subject of learning.

• environment: virtual space in which the agent acts.

• state: situation which the agent is located.

• action: what the agent does in a state.

• reward: value obtained by an action of the agent.

• return: sum of rewards that can be earned in the future.

• policy: guidelines for choosing actions.

• episode: the entire sequence of learning.

• trial: a learning step of an episode.

• action-value function: a function that represents the value

of actions in the current state.

In reinforcement learning, rewards and returns are similar but

different concepts. Reward is the invariant value given as a

score for an action that causes a transition to the next state.

Return, on the other hand, is the expected total value of the

reward that will be finally obtained. In reinforcement learning,

an agent is created that does not simply select an action with

a large immediate reward but evolves to choose the action

toward the one with the highest return. Fig. 1 shows a flow of

reinforcement learning. The agent acts according to the policy

in the environment. This action causes a transition from the

current state to the next state. The reward is obtained based

on the results of the action. The learning proceeds by updating

the action-value function [15]and changing the state based on

this reward. Returns is calculated by rewards and action-value

function is calculated by returns. The agent continues the trial

several times and creates an episode. The series of actions

follow the Markov decision process [16]. The Markov decision

process has the characteristic that the probability distribution

of the future state depends only on the current state and not

on all past states. This is called the Markov property.

Fig. 1. Flow of reinforcement learning.

There are three main learning methods for reinforcement

learning: dynamic programming (DP) method [17], Monte

Carlo (MC) method [18], and time difference (TD) method

[19]. The DP method is a method of obtaining optimal behav-

ior by solving the Bellman equation when each parameter of

the system is known. The MC method was used to obtain the

optimal behavior from the real reward obtained by repeating

the trial. The TD method combines DP and MC methods to

obtain the optimal behavior by solving the Bellman equation

[20], [21] from the obtained reward. Currently, many learning

methods have been developed based on these three methods.

For example, DQN [22], SARSA [23], SAC [24] and Policy

Gradients [25]. In particular, DQN using the TD method is

currently a major part of reinforcement learning [14].

The Bellman equation is expressed as below:

V (St) = r(St+1) + µV (st+1) (1)

• St: t-th states.

• V(St): return in St,

• r(St+1): reward obtained when transitioning to state St+1

• µ: discount factor

The return is expressed by the obtained reward in the current

state and the return in the future state. This means the sum of

the discounted rewards from all future states until the end of

the trial. The discount factor µ is used to express the influence

on the return and is set from 0 to 1. The closer the value is

to 0, the less is the influence on the past states.

This Bellman equation is the basis of many reinforcement

learning methods, and the above mentioned three methods can

also be expressed using this equation.

Several studies have been conducted on reinforcement learn-

ing and space control, including layout problems. Xinhan et

al. [26] introduced a method of searching for an appropriate

arrangement while moving furniture in a room using a deep

Q-Network (DQN) [27]. While this method can be arranged

so as not to interfere with the function of the room, it can be

arranged according to any policy. However it can only learn

one piece of furniture at a time, which means that it is not

possible to assume the arrangement of multiple units. Matthias

et al. [28] study the layout for four functional units next to

the logistic lane where the material is transported by vehicles

using reinforcement learning. Their layout is generated to
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be optimized regarding a single planning objective, i.e., the

transportation time. Richa et al [29] introduced reinforcement

learning framework for selecting and sequencing containers to

load onto ships in ports. The goal is to minimize the number

of crane movements required to load a given ship. We can

regard the problem as an assignment problem in which the

order of assignments is important and therefore the reward

is dependent of the order. Azalia et al [31] introduced a

new graph placement method based on reinforcement learning,

and demonstrate state-of-the-art results on chip floorplanning.

They show that their method can generate chip floorplans

that are comparable or superior to human experts in under

six hours, whereas humans take months to produce accept-

able floorplans for modern accelerators. Ruizhen et al. [30]

introduced the transport-and-pack (TAP) problem, a frequently

encountered instance of real-world packing. They developed a

neural optimization solution based on reinforcement learning.

Given an initial spatial configuration of boxes, they seek an

efficient method to iteratively transport and pack the boxes

compactly into a target container. Xinhan et al. [32] explore

the interior graphics scenes design task as a Markov decision

process, which is solved by deep reinforcement learning.

Their goal is to generate an accurate layout for the furniture

in the indoor graphics scenes simulation. Peter et al. [33]

described the recent surge of research interest in Artificial

Intelligence. They regard machine learning techniques includ-

ing reinforcement learning as the most promising approach to

facility layout research. López et al. [34] developed a virtual

reality application that creates a production line for electric

drills in a virtual space using deep reinforcement learning.

Their PCG method can reduce the resources required for

development and can personalize the 3-Dimentional virtual

environments. Amine et al. [35] developed a Mixed Integer

Programming (MIP) robust model for a form of Multi-floor

layout problem. In the experiment, they created facility layouts

reflecting the relationship between the cellar containing main

storages and upper floors in which departments will be located

in predetermined locations.

III. THE PROPOSED MECHANISM

We propose a layout-deployment mechanism using a rein-

forcement learning technique to deploy given units within a

given site as a solution for FLP. An agent in our mechanism

arranges the units on a flat site and proposes an efficient layout.

This section explains the specific environment settings and

algorithms of the proposed mechanism.

A. The mechanism specifications

Our mechanism assumes the following constraints.

1) Each functional space of the facility is modeled as a

unit.

2) All of the units are represented as rectangles. In this

study, a three-dimensional structure is not considered,

that is, only one-floor layouts are considered.

3) The condition of the site is managed as shown in Fig.

2. Let the upper left block be (0, 0) and associate the

Fig. 2. Unit deployment.

Exampleÿ
Maximum areaÿ5*4
Deployable areaÿ4*3
Unit sizeÿ1*1~5*4
Remaining areaÿ14/20

�ÿgÝhd

Fig. 3. An example site setting.

two-dimensional array with the block whose right and

bottom directions are positive.

4) If the width and the depth of a unit are different, we

should consider a 90-degree-rotated deployment.

B. Layout design mechanism

Site setting

As shown in Fig. 2, the top-left block of the site is the

origin, the rightward direction is the x-axis plus direction, and

the downward direction is the y-axis plus direction. The site

is managed as a two-dimensional array of integers, which is

assigned as zero when a unit is not deployed on it. When the

agent deployed a unit, the array value of the corresponding

location was updated to the number of units deployed. In

the layout method, the agent can only create a layout that

matches the site size initially set. In this mechanism, we set

the maximum depth and width of the site, separately from the

depth and width of the site used for layout. Since the states

are determined based on remaining area in the maximum site,

the agent can use the learning results for sites of other sizes.

In Fig. 3, the entire grid is the maximum extent of the site,

and the maximum area minus the gray area is the area used

for the layout.

Deployment mechanism

Unlike Go or Shogi, it is difficult to determine the placement

of units on a site because there are various sizes of units.

To solve this problem, a starting point was introduced. The

starting point is set according to the current conditions of the

site, and the units are deployed based on the starting point.

The agent searches the site and defines the next starting point

as the point that forms the largest rectangle with no units
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Fig. 4. Movement of the start point.

located. Fig. 4 shows an example of the starting point change.

The first starting point was set to the origin. The dark blue

area is already deployed, and the pale blue area is empty. In

Fig. 4 the block at (0,2) is chosen as the next starting point.

Learning process

The problem to be dealt with in this study is the successful

deployment of units within a given site. It may be difficult to

completely evaluate the quality of unit deployment deployed

in the middle of the trial. Therefore, the MC method, which

allows learning to proceed by trying to achieve the end state

and then evaluating each arrangement, is used in this study.

The MC method requires longer time for learning but can

generate a reliable solution. From the same reason, the MC

method was also used in Mahjong [36], Chess [37], Shogi

[38], and Go [39]. Since these game agents must evaluate

solutions in tree structures, they use MC trees [40]. In our

study, a table of action-value-function (Fig. 5) is created first.

This function is called the action-value table and managed as

a two-dimensional array, as shown in Fig. 5. One index of

the array is state which is represented by the size and the

maximum rectangular in the remaining area. Another index is

action which is represented by the size of the unit that fits the

site. All the values in the table were initialized to zero. The

value in action-value-function is expressed as the average of

the return in the state obtained in each trial.

One trial involved creating a layout for a set of units. The

unit sets are randomly generated with the same number as the

size of the site. The ÷-greedy method [41], [42] was used to se-

lect the unit. The agent selects a random unit with a probability

of ÷ (Exploration) and selects a unit with the highest action-

value with a probability of 1 - ÷ (Exploitation). The ÷-greedy

method can choose unlearned actions in exploration that will

never choose in exploitation. This method is commonly used

with reinforcement learning. When selecting a unit, the agents

consider whether units with different vertical and horizontal

lengths can be arranged as units with interchanged lengths.

Fig. 6 shows the calculation of return. When the mechanism

finds that none of the units can be deployed, the mechanism

finishes the current trial and regards the number of blocks

located by units as the reward value of the trial (Reward N in

Fig. 6). The score of the final state N is 0 (Score N in Fig.

6). Return was calculated using these values and the Bellman

equation. The values of Score N-1 in Fig. 6 (return at state N)

Fig. 5. Action-value table.

¹³²~�ÿ

ûûûûûû

Reward N:RReward N-1:0Reward K+1:0Reward K:0

Final state N

Score N=0

Score N-1

=R+³*Score N

=R

State N-1State K+1State K

Score K+1

=0+³*Score K+2

=³*Score K+2

Score K

=0+³*Score K+1

=³*Score K+1

(=³2*Score K+2)

g�ök {zq»yý²Ý�þ¹upqNx ÷w� xy
» ÿ}¼~w~Þ{~ökw~yý² xwv�x»
ök ~¹³²��ø÷³ ³ ²}tv

¹³² yý ³ ¹³²
xèu¼g�ök{¹¹¿üø~ök{U{sv�ÿu¼»
}~ök{¹Ì×²Ìs�x}{ß¹¼»yýx}~Ywßv
»yý{¸sv¹³²|�ÿu¼vt»

Fig. 6. Calculation of learning value.

were calculated as the sum of the reward N and the product

of the score N and discount factor µ. The values of Score

K in Fig. 6 (return at state K) are calculated as the sum of

the reward K+1 and the product of the score K+1 and the

discount factor µ. Returns are updated by returning to the first

state in the trial. According to the above process, the return

value of a trial is calculated using the following formula:

Scorek = Rk+1 + µ ∗ Scorek+1

= µN−k−1 ∗RN

(2)

• N: Number of deployed units until final state.

• Scorek: the return in k-th state.

• RN : the reward in k-th state.

• µ: discount factor.

Each value in the action-value table (Fig. 5) is calculated by

the average of each return. The agent updates the action-value

table for each trial and adjust the unit selection criteria.

learning mechanism

Fig. 7 shows the flow of one trial in an episode. First, the

agent generates a set of units. Second, the agent selects a

unit using ÷-greedy method. Third, the agent deploys the unit

based on the present starting point. Finally, the agent changes

the staring point according to the site situation. The agent

continues this procedure for as many units and calculates each

value in the action-value table.

The agent learns the procedure to select the best from the

set of units for the current site by repeating the trial.

14 COMMUNICATION PAPERS OF THE FEDCSIS. SOFIA, BULGARIA, 2022



Generate sets of 

units

Deploy the unit

Moving the starting 

point

Finish the trial

Did the agent 

continue at the 

number of units
No

Yes

Is the generated 

random number 

greater than 

epsilon?

Randomly select 

a unit

Select a unit according 

to the action-value

Yes No

Fig. 7. Flow of one trial in our mechanism.

IV. EXPERIMENT

This section represents the contents and results of the

experiment. Two experiments were conducted to demonstrate

the effectiveness and efficiency of the proposed mechanism.

First, the proposed mechanism was applied to the three sets

of units in the benchmark problems [12] to affirm whether

the proposed mechanism can appropriately obtain a layout

that satisfies these conditions. A one-floor plan is considered.

Thereafter, we measure whether the learning will become

faster by executing learning multiple times for each set of units

to affirm the possibility to deep learning for the combinations

of existing units. Learning was conducted according to the

learning process described in Section III-B. The variables ÷

used in the ÷-greedy method and the variables µ used in the

learning value calculation are ÷ = 0.9 and µ = 0.9, respectively.

A. Experiment 1 : Effectiveness of the proposed mechanism

In this experiment, the proposed mechanism was applied

to the benchmark problems to demonstrate the effectiveness.

The site has 7 x 5 blocks, with a total size of 35 blocks.

Learning was performed for 50,000,000-unit sets, and each

unit set randomly generated the same number of units as the

site and the size that fits in the site for each trial. The study

[12], which describes the benchmark problems, illustrates

layouts that deploy units using a space-filling curve (Fig. 8).

Because the proposed mechanism handles rectangular units,

the L-shaped units that appear in the layout of the benchmark

problem are handled by dividing them as appropriate.

Fig. 8. Layouts of the benchmark problem illustrated in [12].

The results of the generation are presented in Fig. 9. It was

observed that the layout in which all the units on each floor

fit in the site could be generated. The maximum change in

learning value is shown in Fig. 10. These change of the values

decrease with learning and converge to a constant value as

the learning stabilizes. In Experiment 1, the maximum change

decreased from 35 to approximately 25. The decrease of the

graph started at approximately 20,000,000 times. The execu-

tion time was about 12 h for learning with the learning model

for 50,000,000 times used this time, while the generation time

was less than 0.1 s.

B. Experiment 2 : Changing the iteration count

In this experiment, the efficiency of repeated learning was

examined for one set of units. It is ensured that the layout

can be generated when the iteration counts of one set of units

are changed. The agent is trained to repeat 100 times and

1,000 times for one set of units, and the layout is derived in

the same way as in Experiment 1. Learning is performed for

500,000-unit sets were repeated 100 times, and for 50,000-unit

sets were repeated 1,000 times. First, the case of continuous

learning of one set of units is examined. Second, the case of

repeated learning for all prepared sets of units is examined.

1) Experiment 2 Result 1: The generation result in the case

of learning one set of units continuously is shown in Fig.
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Fig. 9. Unit layout when learning 1 * 50,000,000 times.
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Fig. 10. Amount of change in learning value for 1*50,000,000 learning.
Horizontal axis represents the iterarion count of learnings and Vertical axis
represents the maximum change of the learning value.

11. The results were derived using a layout that could be

completely satisfied at all iterations. The maximum change

in the action-value function is shown in Fig. 12. This graph

is similar to the graph shown in Fig. 10.

2) Experiment 2 Result 2: The generation result in the case

of repeating learning prepared sets of units is shown in Fig.

13. In this case, a layout that was completely satisfied was

derived for all the repeated numbers. The maximum change

Fig. 11. Unit layout when learning 100*500,000 times.

in the action-value function is shown in Fig. 14. This graph

is similar to the graph illustrated in Fig. 10 and 12.
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The iteration count

Fig. 12. Maximum change of action-value for 100* 500,000 learning.

V. DISCUSSION

A. Unit Deployment

According to Experiments 1 and 2, large units tend to be

deployed earlier in the trial, and one-block-size units tend to

be deployed later in the layout generated by the proposed

mechanism (Fig. 9, Fig. 11, Fig. 13). The agent learns to
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Fig. 13. Unit layout when learning 500,000*100 times.
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Fig. 14. Maximum change of action-value for 500,000*100 learning.

get more rewards and changes the starting point that forms

the largest rectangle in which no units are located. The agent

regards the number of blocks located by units as the reward

value of the trial. Therefore, the agent’s priority is to try

to deploy larger units. This tendency reflects the proposed

mechanism. Additionally, proposed mechanism is superior to

some methods because the mechanism can specify the shape of

units. For example, in JLAV model [43] units are approximated

by a circle to determine the positions. Each unit can specify

TABLE I
FASTEST GENERATION COUNT AND AVERAGE.

1* 2* 3* 10*

Avg. number 54587 94497.33 50315 54104

20* 100* 200* 300*

Avg. number 120883.33 83282.5 66385.33 74313066

400* 500* 1000* *100

Avg. number 196713.833 153687.166 217674 175466.66

*1000

Avg. number 229450

The iteration count
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e
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Fig. 15. Correlation between the number of the iteration counts and the
number of trials until the fastest layout generations.Horizontal axis represents
the iterarion count of learnings and Vertical axis represents number of trials
until the fastest generation.

the size but can not specify the shape. From these viewpoints,

reinforcement learning is effective to the FLP.

B. Repeated learning effect

Although Experiment 2 obtained the result when the it-

eration count was changed, we did not observe the large

differences in the maximum change of action-value. Therefore,

an additional experiment was conducted to demonstrate the

differences of the number of iteration counts. To measure the

learning ability of the agent, we measured how many learning

trials were repeated before the fastest fulfilled layout could be

generated for the three sets of units. A graph of the average

trial times is shown in Fig. 15. As shown in Fig. 15, an

outlier is generated when repeated 300 times. However the

other parts of the graph tended to increase monotonically. It

is considered that such a result was obtained because it takes

time to simply encounter an unknown combination of units

as the number of iterations counts increases. As the number

of iterations increases, the possibility that the unit common

to the desired unit set does not appear in learning increases.

Therefore, it is better not to repeat learning using the same set

of units.

C. Degree of learning

We conduct 50,000,000-iteration learning to perform suffi-

cient learning in Experiment2 1 and 2. The layouts can be
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Fig. 16. Total amount of changes of 50,000,000-iteration learning.

generated by at most 2,000,000-iteration learning in Table I.

According to Fig. 10, Fig. 12, and Fig. 14, the maximum

change in the action-value decreased a few numbers from 35.

Because the maximum change in the action-value is taken

from all the changes in the action-value table, large changes

are frequently observed in the graphs. Therefore, to avoid

the effect of large changes, the total number of changes was

graphed. Fig 16 shows a graph of the total amount of change

of 50,000,000-iteration learning. According to Fig. 16, the

number of changes is decreased from 200 and converged to

around 25 when the agent learned about 10,000,000 times. The

investigation shows that the approximate degree of learning

can be measured by observing the total number of changes.

D. Unit order

Layouts were only generated with the same order sets

of units in Experiment2 1 and 2. Therefore, an additional

experiment was conducted to examine whether the agent can

generate layouts when the order of the set of units is changed.

Hundred different orders of units were prepared, and the agents

were made to generate their layouts at each time step of

learning. The experimental results are presented in Fig. 17.

50,000,000-iteration learning was conducted and check the

layout of each order of sets of units for every 1000 learnings

finished. The figure shows the total number of fulfilled layouts

in three floors. From the figure, we could demonstrate that the

learning with the proposed mechanism gradually increase the

possibility of successful layout generation.

VI. OUTLOOK

The problems and functions that we would like to imple-

ment in future studies are described below.

Enlarged table

The action-value table is created by the number of blocks

that has no unit and the units that can be deployed at the site

as the index. Therefore, the size of the table is the product

T
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u
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b
e
r o

f fu
lfille

d
 la

y
o
u
t

The iteration count devided by 1000

Fig. 17. Number of fulfilled layout using 100 orders of units.

of the number of each index. Because the number of units

increases in response to the site area, the size of the table

increases exponentially. Therefore, if the site area becomes too

large, it may not be possible to secure the memory area. The

study by Seongwoo [44] describes the efficiency of memory

in deep Q-learning, and it is mentioned as one solution to this

problem. Therefore, we will have to use deep Q-learning to

tackle the problem of not only reducing calculation time, but

also memory shortage.

Extension in three-dimensional direction

Most studies on layout creation are for flat sites, similar

to the proposed mechanism. However, many facilities have a

three-dimensional structure to make functions and activities

efficient. This is a common practice in the areas with high

land cost or concerns of the available land [45]. In the future,

we would like to expand on the creation of a three-dimensional

site layout. Helbor et al. [46] and Hahn et al. [47] studied the

layout of the facility over multiple layers and stated that it is

required to multi-floor layout the functions and activities of

the facility at a lower cost.

Correlation between units

The proposed mechanism creates a layout that successfully

deploys the given units within a given site. In actual facilities,

each unit has a function and meaning, and each unit must

be adjacent or should not be close. Therefore, we would like

to set the relationship between the units and modify that

the agent can learn that the units can be deployed close to

each other. Yifei et al. [48], [49] completed the warehouse

layout based on the current situation of comprehensive related

relationships and warehouse problems using the SLP method.

When the SLP method is used to analyze the non-logistics

relationship between the operation units, it depends on several

evaluation indicators. In the process of determining the degree

of correlation, the subjective idea of the designer must be
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mixed. Therefore, introducing correlation between units is a

very time-consuming modification.

Accelerate learning

In the learning of this mechanism, it took approximately

12 h to learn 50,000,000 times. This result is evidently

slow. For example, deep reinforcement learning, which uses a

neural network to represent a table of learning values as an

approximate function and performs learning, can reduce the

time required for table reference and creation. Simultaneously,

it is possible to speed up and reduce the load on the memory

area of the learning table. Zhiang et al. [50] proposed a

whole-building-energy-model-based deep reinforcement learn-

ing control framework. The building energy model (BEM),

which is a detailed physics-based model used to predict a

building’s thermal and energy behaviors, has been widely used

for building design decision support. Therefore, a deep neural

network is expected to contribute to higher speeds.

Utilization of learned agents

To use the learned agent for generating the layout in other

size sites, the maximum deployable site is set, and the remain-

ing site is calculated from it. Therefore, its effectiveness was

not affirmed in the experiments. If the same agent can generate

layouts at different sites, the time and cost can be significantly

reduced. Felipe et al. [51], [52] stated that learning a task from

scratch every time is impractical because of the huge sample

complexity of reinforcement learning algorithms.

VII. CONCLUSION

A mechanism that generates a facility layout using rein-

forcement learning was proposed. The proposed mechanism

generates a layout plan that can successfully deploy the given

units within a given site. Based on the results, reinforcement

learning was considered to be effective to FLP. In addition,

training the agent by providing additional information on the

maximum rectangle in which no units are located, the agent

can generate the layout for a set of various sets of units,

and the effectiveness of learning when the iteration counts

are changed was examined. Consequently, it was discovered

that the agent tends to learn faster by providing new learning

data for each trial without repetition. However, some situations

could not be tested in the experiment. First, we could not

examine whether the agent could learn and generate layouts

at the multi-floor site. Second, we could not examine the

layout generation with interrelationship among the units. The

problem with generating the layout at the multi-floor site is

one of the most important points to be examined for efficiency

in the layout of warehouses and distribution facilities in the

real world. In addition, speeding up learning using multi-agent

[53], [54] or parallelization [55], [56], and comparing the MC

method with other reinforcement learning methods, such as

Q-learning, are future challenges. We would like to focus on

these problems in future studies.
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