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Abstract—The measurement of garments is most often a very
laborious task. Automatic garment measurement systems may
be thus a great convenience in fashion e-commerce cataloguing
issues. In this paper, we propose an automatic garment mea-
surement system that uses classical computer vision algorithms,
as well as an error correction neural network, which reduces
the overall error. We make use of data collected by our partner,
which contains photographs of garments with ArUco markers.
Using such data, we estimate the coordinates of feature points,
which are used to calculate a specific size of a garment. We
apply the error correction neural network to this measured size
to minimize the error. The conducted experiments show, that our
method is a useful tool that meets the requirements of practicality
and its results are comparable with the current state of the art
methods. Additionally, our error correction neural network is
a novelty in the field of automatic garment measurement and
there is no need for the garments templates, which are used in
the previous solutions.

I. INTRODUCTION

I
N RECENT years, a huge increase of interest in online

shopping can be observed. Since 2017, the global e-

commerce market almost doubled its value [1]. Because of

its convenience, more and more people do their shopping

online. However, shopping for garments may very often be

problematic because of the inconsistency in sizes grading.

The same piece of cloth may be tagged as size S by one

producer, and as size M by another. This inconsistency is the

cause of many returns of orders, which is one of the main

problems and unnecessary expenses of running a fashion retail

business online. To reduce the risk of return it is beneficial

to additionally provide the specific dimensions, like sleeve

length, waist width etc., in one of the common metrics -

centimetres or inches.

The accurate measurement technique is particularly useful

in the case of the online second-hand shops. The clothes sold
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there come from different suppliers and producers, whose size

tables may be varied and inconsistent. In some cases, the

clothes may have no indication of size whatsoever.

The solutions proposed in this paper are an answer to

real-life challenges encountered during the commercial R&D

project. The Kidihub (kidihub.com) online second-hand shop

specialises in gathering, listing and selling used children’s

clothes. In Kidihub’s business model the clothes are being sent

to the company’s warehouse by parents, and then assessed and

qualified by the staff. The assessment process not only involves

verification of quality and state (new, like new, small defect,

...) of the particular piece of clothing, but also leads to more

extensive labelling of items. This labelling (tagging) is indeed

the main focus of the R&D project. Once a piece of clothing

is qualified as worthy listing, it is being ironed and arranged

for picture taking. Then, the items need to be tagged with a

number of feature values such as sex, colour, pattern, type, and

– most crucially – size. The strive to increase the automation

of measurement process and reduce the human involvement in

the arrangement of clothes and picture-taking is what drives

this research.

We propose a method for automatic garment measurement

which uses as an input a photograph of a piece of cloth. This

photograph includes ArUco marker [2] for the sake of the

need to determine the pixel to centimetre ratio to calculate

the dimensions in centimetres. However, any marker, even a

piece of cardboard, can be used for this task if the detection

algorithm of this marker is implemented.

We extract the contours of the garment and find the key

feature points essential to determine the specific dimensions,

such as points where sleeves end, hips edge points of pants

etc. We calculate the Euclidean distance between those points

and correct the error using a neural network. The main task

of this network is to reduce the calibration error - the photos

were taken in different camera to plane distances setups and

only a single ArUco marker was provided, so the calibration

was not possible. This neural network is also the main novelty

of our work, one that makes it possible to reduce the error
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by roughly 30%. This paper is organized as follows - in

Section 2. we shortly describe all related works available in

the public domain. In the next section, we describe the dataset

collected by our partner and the methods of filtering that we

applied, as well as preprocessing methods and implementation

details. In Section 4. we explain implemented measurement

algorithms in detail for each of the garment types separately.

In the next section, we introduce the main novelty of our work,

error correction neural network - we explain the purpose of

this network, input data preparation methods and architecture.

In Section 6. we present the performance of our system,

especially laying emphasis on the improvement that the error

correction neural network introduces. In the last section, we

summarize our work and suggest potential ways of future

development and improvement of our system and, in general,

the whole area of automatic garment measurement.

II. RELATED WORK

Even though many automatic garment measurement systems

exist, most of them are based on determining the physical

features of the clothes, where special devices need to be

dressed and often photographs from multiple views have to be

taken. The most comprehensive overview at all of the methods

is presented in [3].

There are only a few works [4], [5], [6] of automatic mea-

surement systems based on the computer vision algorithms. All

of them (as in the case of our system) focus on determining

the key points based on the corner detection algorithm. Those

works then focus on matching the contour of the photographed

garment with the predefined template of the garment type

contour. Those key points are then matched with the points

that are marked on the template contour. We decided to use a

different approach, where we do not use any template.

Our automatic measurement module will be a part of a

bigger system of automatic garment tagging, part of which

will be a garment type classifier. Assuming that we have

the garment type information, we defined four measurement

algorithms, each for one type of garment. Those types include

pants, skirts, sleeveless dresses and top garments with sleeves

(t-shirts, jackets, sweaters etc.). To our surprise, none of

the previously developed methods make use of deep neural

networks, which currently outperform classic algorithms in

most computer vision tasks. The main limitation in applying

deep neural networks to the automatic garment measurement

may be the fact, that they need large amounts of tagged data

to train.

III. DATASET AND PREPROCESSING

A. Dataset

We use a dataset collected by Bakers company (the owner

of Kidihub store). This dataset consists of 900 images of near

HD resolution with various height to width ratios (see Fig.

1). There are nine different types of garments (coats, dresses,

jackets, jerseys, shirts, shorts, skirts, tops, trousers). These nine

types are later grouped into four groups - tops (coats, jackets,

jerseys, shirts, tops), skirts, pants (shorts, trousers) and dresses.

To increase the contrast, photos of dark garments were taken

on a white background. For the same purpose, bright garments

were photographed on black background.

Unfortunately, some parts of the dataset did not meet our

contrast requirements so those photos had to be removed. The

other cause of rejection was the improper orientation of the

photos - some pictures were flipped by 90 degrees. We were

unable to rotate them back automatically using the ArUco

marker orientation, because in many cases the marker itself

was also rotated by some angle. Those requirements resulted

in a rejection of 76 pictures, leaving 824 pictures for further

processing. All ground truth labels for each picture, such as

garment type, color, material and dimensions were annotated

by the human operator during the collection process.

B. Preprocessing

Extracting the contour of the garment is essential for the

feature points extraction task. We reduce the size of each

image so the width of the image is 500 pixels and the height

is properly adjusted to the width so the original proportions of

images are retained. We apply gamma correction with γ = 0.4
and increase the contrast of the image multiplying all pixel

values by two (adjusted to the maximum 8-bit pixel value).

Next, the Canny filter is applied to detect the edges and we

dilate the image twice to avoid the situations where there are

some gaps in the contour which makes it impossible to detect.

Using such preprocessing methods, the maximal outer con-

tour (which, as we assume, belongs to the garment) is found.

Additionally, we detect the ArUco marker (using the function

from OpenCV library) and calculate the pixel to cm ratio (real,

measured by human operator, ArUco marker size is 10cm)

which we then use to adjust the value of the distance between

two feature points to be given in centimetres. The general

flowchart of our algorithm is outlined in Fig 2.

C. Implementation Details

We decided to use the Python programming language for

implementation purposes. Python is known for its syntax

simplicity which is the cause that it is currently one of the

most popular programming languages. Because Python uses

an interpreter, not a compiler, it is considerably slower than

other programming languages, like C, C++ or Java. However,

in our task the inference time (if it is in reasonable range) is

not that important.

We make use of computer vision algorithms implemented in

the OpenCV library [7]. For training deep neural networks task

we use PyTorch library [8] with its wrapper called PyTorch

Lightning [9]. If not stated otherwise we use all functions from

those libraries with default parameters values.

IV. BASELINE MEASUREMENT MODEL

A. Corner points detection

To find the specific dimensions of a garment, we have to

determine the coordinates of feature points, which are usually

the corner points of the contour. We focus on analysing the

variability of the coordinates of points that are part of the
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(a) (b) (c) (d)

Fig. 1: Example pictures from the dataset: dress (a), jacket (b), skirt (c) and trousers (d)

Input image with

garment type label

Resolution reduction

Gamma correction

Contrast increase

Canny filter

Double dilation

Garment contour

estimation

Corner points

detection

ArUco marker

detection

Centimetre to pixel

ratio estimation

Tops dimensions

conventional model

Pants dimensions

conventional model

Skirts dimensions

conventional model

Dresses dimensions

conventional model

Conventional model

output dimensions

Error correction

neural network

Corrected

dimensions

Fig. 2: The flowchart of our proposed measurement method.

Preprocessing steps are outlined as red blocks, blue blocks

are associated with AruCo marker operations, yellow blocks

correspond to dimensioning models’ blocks and green block

are estimated dimensions blocks. Dashed lines are used in

cases where only one processing path is possible.

found contour. Those contour points are ordered counterclock-

wise in a Python array. If x’s or y’s derivative with respect to

point index in array ( dx
d(idx) , dy

d(idx) ) changes its value rapidly

(it is discontinuous) we can suspect, that this point is a corner

point. We decided to use the index step (step used in calculat-

ing the derivatives) equal to five (based on empirical testing) to

make the derivative smoother. After calculating the derivatives

we calculate the absolute differences between the following

derivatives (also using step value equal to five), which should

result in a plot of peaks visible in Figure 3. We sum up those

differences calculated for the x and y coordinates and find

the most distinctive peaks. The whole process is presented in

Figure 3. We use those corner points as candidates for the

extreme points selection, which are described in the following

section, as well as candidates for some of the feature points.

B. Pants Measurement

In the pants measurement task, we need to find the length

of pant legs and waist width. We assume that the waist section

of the photographed pants is not heavily curved, because we

calculate the distance only between two extreme waist points.

In this case, we call the feature points that we need to find the

extreme points - the outer ends of pant legs and waist points

are the four points that are the furthest points of contour with

respect to top left, top right, bottom left and bottom right cor-

ners of the image. These points are selected from the set of de-

tected corner points. To find the waist width, we calculate the

euclidean distance between the top left and top right points of

the contour. Pantlegs length is the average of distances between

the top left - bottom left and top right - bottom right points.

C. Skirts Measurement

In this task, we need to determine the waist width and total

length of the garment. Waist width is found in the same way

as it was in the case of pants. To find total length we calculate

an approximate middle vertical axis value (the mean value of

the x coordinates of the top left and top right points of the

contour). Then we find two intersection points of this axis with
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the contour points - one in the top part of the contour and one

in the bottom.

D. Sleeveless Dresses Measurement

In the sleeveless dresses measurement task we need to

determine the total length (which is done the same ways as in

the case of skirts) and width in the chest. To find chest width

we first define the chest area which is the range of y values

included in the subjectively selected range (0.3h, 0.85h) where

h is the vertical span of the contour of the garment. We once

again define the middle vertical axis the same way, as it was

defined in the measurement of the skirts. Then for each y from

range (0.3h, 0.85h) and constant value of x vertical axis (point

(xv, yn)) we find the points from the left and right part of the

contour (contour is divided by vertical axis), which distances

to those (xv, yn) points are the smallest. This way we obtain

pairs of points from the left and right parts of the contour, and

chest width is the pair which distance is the smallest.

(a) (b)

(c)

Fig. 3: Corner detection algorithm. (a) image with Canny

filter applied, (b) image with marked corner points, (c) plots

of variabilities of x and y coordinates of the contour with

potential corner points marked with orange crosses on peaks

plot.

E. Tops Measurement

Tops measurement was the most challenging task. We need

to find bottom width, chest width, sleeves lengths and total

length.

Fig. 4: Output from our automatic measurement system.

Measurement dimensions are marked as green lines. Garments

are cased in blue contours.

To find the bottom (waist) width we once again use the

vertical axis to split the contour into two parts and specify

the minimal y value over which (counting from the top of the

image, where y = 0) the bottom line should be. We arbitrarily

choose this value to be in the 0.85 of the vertical span of

the garment (difference between top and bottom point of the

contour). We divide the contour using the vertical axis and

minimal y into the bottom left and bottom right parts. Those

parts may include not only the bottom part of the contour,

which is our area of interest but also parts of the sleeves.

However, those sleeves parts of the contour are separated from

our area of interest - the bottom part of the contour. To filter

out those sleeve parts we investigate the variability of the

values of the x coordinates of these parts - if the distance from

the vertical axis increases or decreases rapidly (there is a big

gap betwen the x coordinates of the contour points) we reject

those points. Then we find the maximal distance between

the vertical axis and points of contour left after applying the

filtering procedure. The maximal distance for the left and right

parts of the contour is equal to the sought bottom width.

We select chest points out of all corner points of the contour.

To find chest feature points we firstly restrict the area where
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TABLE I: Experimental results of our measurement module on the test dataset. Mean percentage errors and standard deviations

of errors are presented for the results from the baseline model and error correction neural network model. In the last column

the shares of corrected dimensions in relation to all dimensions are presented.

Mean percentage er-
ror [%]

Error SD [%] Reduced mean per-
centage error [%]

Reduced error SD
[%]

Percentage
corrected [%]

Tops 6.36 5.24 4.10 3.30 66.4

Skirts 4.56 3.30 4.20 3.44 69.2

Pants 7.13 5.29 4.01 2.91 76.7

Dresses 6.08 4.82 3.92 2.66 63.6

All 6.45 5.14 4.07 3.16 69.2

the corner points may be in the xb ± 0.15 · Iwidth area, where

xb is the x coordinate of one of the bottom points and Iwidth

is the width of the image. We also reject all the feature points

for which y coordinates are greater than yb−0.1 ·Iheight. This

way we propose candidates for the potential left and right chest

points out of which we select the pair which distance is the

smallest.

We determine shoulders points (which are used to find the

sleeve lengths and are not corner points, because the curvature

of the contour is too small) by choosing the points from the

top part of the contour which intersects with two vertical

axes. Those axes are x coordinates of the chest points. To

get total sleeve lengths we apply contour corner detection

algorithms starting from the left shoulder point and going

counterclockwise on the contour for the left sleeve and starting

from the right shoulder point going clockwise for the right

sleeve. The first corner point found is identified as the sleeves

feature point. We make sure that the monotonicity changed

permanently to reject "local" corner points, which may be a

result of some distortions in the contour.

After obtaining all feature points in the way described above

we calculate Euclidean distances between them. Sleeve length

is the average of right and left sleeve lengths, similarly to the

pantlegs lengths.

V. ERROR CORRECTION NEURAL NETWORK

After obtaining the dimensions of a measured garment and

recounting it into centimetres (using the ArUco marker of

known size), there are still possible sources of errors. The

main source of errors may be the lack of camera calibration

which is essential to reduce the impact of lenses distortions

errors. There may be also some imperfections in determining

the coordinates of the feature points and we do not take into

account the curvature of the contours.

To overcome those issues (especially to simulate the camera

calibration) we propose the error correction neural network.

This network takes as an input a 14 element vector which

includes x and y coordinates of all four ArUco marker corners

and two feature points used in the specific measurement

process. The two remaining elements of the input are image

width and height. The task of this network is to predict the

normalized residual, which is the difference between target

dimension value (measured by human operator and taken

from the dataset) and baseline model prediction (measured by

our model) in relation to baseline model prediction (relative

percentage error). Such prediction may reduce the total error

of our baseline model.

The model itself consists of four fully connected layers with

64, 128, 64, 32 nodes respectively and returns single value -

relative percentage error - which may be both positive and neg-

ative number. Each layer is followed by batch normalization

layer, leaky ReLU activation and dropout (with the probability

of dropout of 0.3) layers. We use Adam optimizer and MSE

loss function. We did not focus our efforts on finding the most

optimal values of network parameters or architecture. This

model is trained on the dataset of all independent dimensions

evaluated by our base model where the predicted dimensions

error is no greater than the 20% of the target dimension.

We apply this constraint to reject the predictions which were

obvious errors, however, it is not guaranteed that all dataset

elements left are correct. Such a dataset have 2369 elements.

90% of the dataset is then used for training and 10% for

testing. The final measurement of our system Dimcorrected

is obtained by applying the simple equation:

Dimcorrected = (1 + ECNNout) ·Dim (1)

where ECNNout is the output of the error correction neural

network, and Dim is the output dimension from the conven-

tional model.

VI. EXPERIMENTAL RESULTS

As it was stated in the previous section, we reject those

measurements for which the error is greater than 20%. We

assume that such errors will be easy to notice on the output

image (Figure 4) and those images will be rejected by a human

operator after just taking a look at the result of our baseline

model measurement. All ground truth values are measured by

the employees of Kidihub during the process of photographing.

In Table I, we present the experimental results per each

category of our baseline automatic measurement system tested

on test dataset. Each of our measurements is a Euclidean

distance between two specific key points (which are described

in detail in the previous section). We do not consider the

curvature of the cloth, hence our requirement that the garment

should be tiled on a photograph. The mean percentage relative

error (relative error of measured size in centimetres in relation

to ground truth size) varies from 4.56% for skirts to 7.13% for

pants and is 6.45% on average for all garments (row All). The

standard deviation of error for all categories is also quite high

- 5.14%. After applying the error correction neural network
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the mean percentage error is significantly reduced for each

category, and on average by almost 30%. The average error

for all categories is reduced to 4.07%. For each category,

the majority of measurement results errors were reduced (on

average for 69.2% of data). Target data resolution, which is

1cm, also have a significant impact on the final error value.

The value of the average error of which the source is the

measurement resolution is 3.16%. One should also have in

mind that the process of measuring the garments may also

produce some kind of human-related error - the measured

piece of cloth may be partially folded or the human annotator

may read the result of measurement incorrectly. Because of

this quite significant level of measurement resolution error, as

well as potential human annotator errors, it is hard to tell if

our method outperforms state of the art solutions, of which

errors are about 2-3%.

VII. CONCLUSIONS

We proposed a set of fast automatic measuring algorithms

for four different categories of garments. We designed those

algorithms with the quality and characteristics of the dataset

from our partner, as well as their requirements in mind.

The pictures must contain tiled garments on a contrasting

background with the specific ArUco marker. We also must

know the category of the garment, however, this step will be

automated in our system by applying garment classification

neural network in the future. We introduced the error cor-

rection neural network, which reduces the error on average

by 2.38%. This neural network does not need any additional

information as an input, it uses only information extracted

from the images by classic computer vision algorithms. Appli-

cation of this neural network reduces the mean average error

to about 4%, however very significant is the fact, that the

resolution of the ground truth dimensions that we compare

to is rather low (1cm) which results in large measurement

resolution error of 3.16% on average. Taking this into account

our method is very close to the state of the art methods (about

2-3% of relative error) and do not need a special shooting

setup, camera calibration and garment category template as

the previous methods did.

There are still many areas of our system, that can be

improved. We especially have in mind our baseline algorithm

in this regard. We pin our hope on involving more neural

network solutions. In our opinion, if a dataset of images

and all feature points would be provided, the neural network

trained on such dataset would easily outperform state of the

art methods. However, collecting such a dataset is a laborious

task. Our solution also would surely benefit from filtering the

output data from our baseline model on which we train the

error correction neural network. We also think that it would

be beneficial to check how our solution works if the calibration

pattern was present on the images. The reason for this is that

we are not entirely sure what types of errors and to what

extent the error correction neural network reduces. If those

errors were orthogonal to the calibration error, such a system
would probably outperform current state of the art methods

without the additional constraints.
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