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Abstract—Strong economic and city developments have given a
great amount of trash. Trash is made continuously from families,
public and commercial areas, construction places, hospitals, etc.
The enlarging trash amount is a much more serious problem
than climate change, and the cost of trash treatment will be a
big burden to countries in the world. One of the effective trash
treatment measures is to separate trash right from its source,
especially domestic trash. The countries have applied many trash
classification systems, but the requirements for infrastructure,
implementation, and operation are quite complicated. In order
to help people easily sort household trash at home, this paper
proposes a simple convolutional neural network for trash classi-
fication. The network is trained and evaluated on the TrashNet
dataset with an accuracy of 90.71%. In addition, this work also
tests in real-time on low-computation devices such as CPU-based
personal computer and Jetson Nano devices.

Index Terms—Convolutional neural network, trash classifica-
tion, trash recognition.

I. INTRODUCTION

Trash not only pollutes the environment but also directly

affects people’s health. Funding and ways to treat trash are

also a dilemma for many countries around the world. More

specifically, in 2012, humans released 1,300 tons of trash

into the environment, double the amount of trash in 1995. In

2015, the total amount of trash worldwide was 1,999 tons [1].

The quantity of trash in 2020 is 1.1 times higher than in the

previous five years, about 2,220 tons [2]. And with the current

rapid trash generation rate, it is expected that by 2050, the

weight of trash that humans generate every day could be 3,539

million tons [3]. Fig. 1 shows the chart of the annual trash

on the globe. Trash is an inevitable consequence of human

life and production. On average, a person generates 0.74 kg

of trash every day. This amount of daily household trash

includes leftovers, paper, old clothes, damaged electronics, old

furniture, garbage from the yard, etc. The benefits of trash

classification at the place of residence help to save resources,

and bring a great economic source. From that experience, it

contributes to reducing the total quantity of trash that needs to

be destroyed, reducing the load on the environment, and saving

costs of collection, transportation, and treatment. This also

contributes to raising public awareness about the protection

and rational use of natural resources and the environment.

There are many ways to sort trash at home. The first way is

Fig. 1. The chart of the annual amount of trash on the globe.

based on chemical characteristic, we can separate organic trash

and inorganic trash, then continue to classify organic trash for

easy handling. The second way is to use the product standards

listed on the packaging to separate them into recyclable trash

and non-recyclable trash. The third way is optical sorting

or eddy current-based sorting classification techniques [4].

However, to reduce the complexity for people, household trash

can be classified into the following six groups: glass, paper,

cardboard, plastic, metal, and trash. There are many trash

sorting systems in the world. In 2010, Glave et al. announced

an automated vacuum trash collection (AVAC) system, which

transports trash at high speed through underground pneumatic

tubes to a collection station, where they are compacted and

sealed in containers. This system helps to classify and recycle

garbage automatically but requires a large area of land, pipe

system, big industrial fan system, sensors, and automated

software [5]. In 2019, the identify system called Multi Re-

use Facility (MRF) was used to recognize and classify trash

on conveyor belt. Each stage is identified and the trash is

gradually eliminated. The order of identification is hazardous

trash such as batteries, aerosols; soft plastic materials; paper,

bottles, cans and finally ferrous metals. This system also re-

quires high installation costs, making it suitable for small trash

treatment plants [6]. To ensure high accuracy, low installation

cost, and suitability for each family’s size, the paper proposes a
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simple convolutional neural network (CNN) to recognize trash

in daily life according to the six groups mentioned above. This

network exploits basic features such as convolutional layers,

pooling layers, optimization method, and especially the global

average pooling technique to replace fully connected layers to

reduce computational cost. Because of the high accuracy and

the low delay during real-time testing, the network is applied

to classify the trash and help the person to put the correct trash

in the designated bin.

The main contributions of this paper are shown as:

1 - Proposes a simple and efficient CNN with two new

connectors to classify trash.

2 - Develops a trash classification system on low-computing

devices such as personal computers and embedded devices.

The rest of the paper is organized: Section II presents some

traditional techniques and CNN in trash identification and

analyzes their advantages and disadvantages. Section III de-

scribes the proposed network in detail. Section IV analyzes the

experiments and evaluates the results. Finally, the conclusion

and future development direction are presented in section V.

II. RELATED WORK

In this section, the paper introduces several traditional and

CNN-based techniques which has been applied to identify

trash and analyzes the advantages and disadvantages of those

techniques.

A. Traditional methods

The commonly used identification and classification al-

gorithms include the K-Nearest Neighbor algorithm (KNN),

Bayesian Classifier, and Support Vector Machine (SVM). The

authors in [7] using the KNN algorithm in identifying and

classifying trash with an accuracy of 93.8%. [8] presents the

application of a Recurrent Neural Network (RNN) to monitor

the amount of trash in the bin. The paper [9] developed a

deep learning classifier to classify domestic solid trash into

different categories. The classification results show that the

trash classification accuracy is from 82% to 96%. In 2018,

Yijian Liu et al. designed a trash classification system in

which the software is based on the SURF-BoW algorithm and

multi-class SVM classifier. This system focuses on sorting five

types of trash: batteries, bottles, cans, paperboard, and paper

boxes. Experimental results show that pin identification is the

best [10]. However, the limitation of this algorithm is that it

cannot recognize trash and broken bottles, which is one of the

common types of household trash in every household.

B. CNN-based methods

Currently, convolutional neural networks are one of the

mainstream approaches to image recognition. To classify and

identify trash, the following CNN networks can be used:

Alexnet, VGGNet, GoogleNet, ResNets, DenseNet [11]. Faced

with India’s trash boom, Thanawala D. et al. approached a

variety of techniques that use CNN to classify trash into three

categories: recyclable, non-recyclable, and organic. Along with

the proposed neural network, five standard CNN architectures

including VGG-16, DenseNet, InceptionNet, MobileNet, and

ResNet are also tested on the given dataset. The highest test

accuracy is 92.65% and the lowest is 81.25% [12]. Gary has

built an automatic trash classification technique based on CNN

at the edge, allowing smart and quick decisions to be made

without access to data from the cloud. With this technique,

trash is classified into six categories: paper, cardboard, glass,

metal, plastic, and others [13]. This method is suitable when

applied to large sorting centers to automatically separate trash

into different categories, making recycling easier. Hua Zheng

and Yu Gu used CNN to identify domestic solid trash. First,

three CNN networks including GoogLeNet, ResNet50, and

MobileNetV2 are used as component classifiers for separate

prediction.Next, UPMWS is used to determine the weight

coefficients of the composite models. This technique separates

trash into four groups: wet trash, recyclable trash, hazardous

trash, and dry trash. This algorithm is difficult to install and

achieves high efficiency with ensemble learning [14]. The

authors in [15] proposed a CNN network to classify trash

into three categories: recyclable, non-recyclable and organic

trash, with an accuracy of 81.22%. The paper also mentions

other structures such as VGG16, InceptionNet, DenseNet and

MobileNet. Out of all these transfer learning models, Mobile-

Net showed the highest accuracy of 92.65%. K.Ahmad et al.

used the CNN network to classify trash into four groups:

cardboard, paper, metal, and plastic. Through testing for 100

times, with images of size 50× 50, the accuracy reaches 76%

[16]. The work in [17] apply multilayer hybrid convolution

neural network technique, consider TrashNet dataset to iden-

tify trash through images; classified into glass, metal, paper,

plastic. This network has a similar structure to VGGNet but

is simpler, with fewer parameters, faster processing time, and

up to 92% accuracy. The disadvantage of this method is that

it can’t classify recyclable and non-recyclable trash.

III. PROPOSED METHODOLOGY

The proposed trash classification network is described in

Fig. 2. The network consists of feature extraction and classi-

fication modules.

A. Feature extraction module

The feature extraction module plays an important role in

the proposed CNN network. It performs feature extraction at

different levels and is input to the processing in the next mod-

ule. This module combines the advantages of convolution layer

(Conv), depthwise separable convolution layers (DWConv),

average pooling layer, batch normalization method (BN), and

two new connectors to extract the best feature maps and

optimize the network parameter. Its architecture consists of a

stem and four connectors. The stem contains five main blocks

of which three have exactly the same structure. The first block

is designed based on two 7×7 Conv layers followed by a BN

and a ReLU activation function. This block uses Conv layers

with large kernel sizes to capture the basic information of the

object in the input image. Therefore, the input image of size

224× 244× 3 after passing through this block will reduce the
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Fig. 2. The proposed trash classification network. This network consists of feature extraction and classification modules.

Fig. 3. The architecture of the connector 1 and connector 2.

dimension to 112×122×16. At the intermediate level are three

blocks with the same structure. Each block contains a Conv

layer, a DWConv layer, an average pooling layer followed

by a BN, and a ReLU activation function. Convolution layers

use kernels with sizes reduced from 5 × 5 to 3 × 3. These

blocks act as an intermediate feature extraction with more

detailed information about the object. Through each block,

the feature map has further reduced the dimension twice to

form the output and link with the connectors. As a result, it

generates three feature maps with dimensions of 56×56×32,

28× 28× 64, and 14× 14× 28 respectively. The final block

is made up of a Conv layer and a DWConv layer. This block

acts as a bridge between the feature extraction module and the

classification module. The feature map through this block will

maintain the dimension 14x14 with the number of channels

increasing to 256 and then decreasing to 6 (corresponding to

the number of class in the dataset). The output from this block

will also be connected to the previous feature map at the level

through connector 2 using the element-wise addition operation.

As mentioned above, to combine feature maps at different

levels this paper has proposed two types of connectors. Each

connector consists of two branches, the main branch (stem)

and the sub-branch. In the sub branch on connector 1 use

a 3 × 3 Conv layer, an average pooling layer, and a 1 × 1
Conv layer followed by a BN. The two branches are then

joined together via the element-wise addition operation. In

connector 2, the sub-branch has the same architecture as the

first connector, but it doesn’t use average pooling in between

the two Conv layers. With these connectors, the amount of

information in the current feature maps is enriched with the

information extracted from the previous level. The architecture

of these connectors is shown in Fig. 3.

B. Classification module

Typically, popular classification networks use fully con-

nected layers in the classification module. However, this

technique increases the network parameter significantly be-

cause it contains a lot of connections. To solve that, this

work also proposes to replace all fully connected layers with
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just one global average pooling layer while still ensuring

classification accuracy. Specifically, this module uses a global

average pooling layer to extract a 1x1x6 feature map. It then

applies a softmax function on this feature map to calculate the

probability of each class (six classes).

C. Loss function

The difference between the predicted value and the target

value is calculated using the loss function during training. In

this paper, the cross-entropy loss has been used and is defined

as follows:

Lclass = −

5∑

i=0

P
∗

i
.log(Pi), (1)

in which, i is the index of a each class (i from 0 to 5).

P∗

i
presents the target indicator (0 or 1) and Pi denotes the

predicted probability from the proposed network. Function log

is a natural logarithm function.

IV. EXPERIMENT

A. Dataset preparation

The proposed network is trained and evaluated on the

TrashNet dataset [18]. This dataset contains 2,527 images

divided into six subclasses: glass (501 images), paper (594

images), cardboard (403 images), plastic (482 images), metal

(410 images), and trash (137 images) ). The images were taken

by placing the subject on a white posterboard using sunlight or

room light. The devices used to take photos include the Apple

iPhone 7 Plus, Apple iPhone 5S, and Apple iPhone SE. The

original image size is 512 × 384. For a fair comparison with

other research on this dataset, the experiment splits the dataset

into 70% for training and 30% for evaluation.

B. Experimental setup

The proposed trash classification network is built using the

Python programming language based on the Keras framework.

Training and evaluation were performed on a GeForce GTX

1080Ti GPU. In addition, this experiment also uses an Intel

Core i7-4770 CPU 3.40 GH CPU (PC) and an Nvidia

Maxwell GPU (Jetson Nano device) to evaluate the speed of

the network in real-time. Training goes through 200 epochs

with a batch size of 16 and an initial learning rate of 103

(then reduced by a factor of 0.55 after 20 epochs if the

accuracy is not improved). The Adam optimization method

is used to update the weights during training. In addition, the

network also applies some data augmentation methods to avoid

overfittings such as random shift, random zoom, and random

brightness.

C. Experimental results

In order to evaluate the performance, this experiment con-

ducts training and evaluation of the proposed network. Proceed

to refine the common classifier networks by removing all fully

connected layers and replacing with a global average pooling

layer, and train and evaluate under the same conditions of

the dataset. In addition, to ensure objectively the evaluation

results of the proposed network are also compared with other

researches using the same dataset. The results in Table 1 show

that the proposed network achieves a quite high accuracy of

90.71% with only 653,888 network parameters. This result

is superior to both the refined networks and the networks in

other studies. When compared with the best-refined competitor

(VGG19), the proposed network has 11.26% greater accuracy

but its network parameters are 31.44 times less. For other best

networks in other research, the proposed network is higher at

1.71% of accuracy. Several samples of the qualitative results

of the garbage classification are shown in Fig. 4.

TABLE I
THE COMPARISON RESULT BETWEEN PROPOSED TRASH CLASSIFICATION

NETWORK WITH REFINED CLASSIFICATION NETWORKS AND OTHER

RESEARCH IN SAME DATASET. THE RED COLOR DENOTES THE BEST

COMPETITOR. SYMBOL (∗) DENOTES THE REFINED NETWORKS

Network Parameters Accuracy (%)

SqueezeNet∗ 257,846 64.82
Proposed 653,888 90.71
MobileNetV2∗ 3,575,878 58.10
MobileNetV1∗ 4,284,614 75.69
NASNetMobile∗ 5,358,234 75.49
DenseNet∗ 8,093,254 64.63
Xception∗ 15,246,150 78.46
VGG16∗ 15,246,150 78.66
VGG19∗ 20,555,846 79.45

InceptionV3∗ 23,907,110 71.34
ResNet50∗ 25,692,038 64.70
LeNet∗ 78,430,076 64.63

Method in [18] - 63.00
CNN in [19] - 75.00
InceptionV4 [20] - 89.00

DenseNet169 [20] - 84.00
MobileNet [20] - 84.00

The confusion matrix in Fig. 5 represents the prediction

ratio of the proposed network per class in the dataset. Ac-

cordingly, the classes have equally balanced prediction rates

from 91% to 94%, except for the two classes, plastic and metal,

which have low prediction rates of 84% and 89%, respectively.

This is easy to see because the structure and shape of several

objects in the glass and trash classes cause confusion for the

network during the learning process. Therefore, in the training

process, data augmentation is essential to help the network

learn a variety of shapes, structures, and contexts.

For evaluating the speed, the network was also tested with

a simple real-time system based on a camera connected to a

PC and Jetson Nano devices. With VGA camera resolution,

the proposed network achieved 24.59 frames per second (FPS)

and 15.89 FPS on PC and Jetson Nano devices, respectively.

This result shows that the network can be implemented on low-

computing devices for real-time trash classification with very

low latency. However, the experimental process also presents

that the accuracy of the system depends on several factors such

as the distance from the camera to the object to be classified

(trash), camera resolution, and light of the environment.

D. Ablation study

Each component in the proposed network architecture has

a specific role that affects the performance of the entire
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Fig. 4. Several qualitative results of trash classification on TrashNet dataset.

Fig. 5. The confusion matrix of trash classification network on TrashNet
dataset.

network. This work conducted several ablation studies to

evaluate such effects. First, the experiment conducted training

and evaluation on the network without any connector (Stem).

Then, gradually increase the connectors from one to four

according to the depth of the network. The results in Table

II show that when increasing the number of connectors from

one to three (connector 1), the network parameter increases,

but the accuracy tends to decrease or increase slightly. Until

using the fourth connector (connector 2), the best accuracy is

achieved.

TABLE II
ABLATION STUDY ON DIFFERENT NUMBER OF CONNECTOR. THE RED

COLOR PRESENTS THE BEST NETWORK ARCHITECTURE.

Connectors Parameters Accuracy (%)

0 (just stem) 445,608 87.88
1 (connector 1) 448,552 87.62
2 (connector 1) 460,072 88.01
3 (connector 1) 505,640 87.75

4(Proposed) 653,888 90.71

Next, the experiment investigates the influence of each type

of convolution layer on the entire network parameter. The

experiment uses all Conv layers instead of DWConv layers

and then training and evaluation. The results in Table III

demonstrate that the use of DWConv layers has resulted in

significant savings in network parameters (195,872 parame-

ters). While the combination of Conv layers and DWConv

layers still maintains higher accuracy of the network.

TABLE III
ABLATION STUDY ON DIFFERENT CONVOLUTION TYPE. THE RED COLOR

PRESENTS THE BEST NETWORK ARCHITECTURE.

Convolution type Parameters Accuracy (%)

All Conv layer 849,760 87.88
Conv+DWConv layers 653,888 90.71

V. CONCLUSION AND FUTURE WORK

This paper has proposed a lightweight CNN for trash clas-

sification consisting of two main modules: feature extraction

and classification. The network is built based on the features

of Conv, DWConv, average pooling layers, and proposed

connectors to extract feature maps. Then apply the global

average pooling layer and softmax function to classify the

objects. The network is trained and evaluated on the TrashNet
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dataset with high accuracy and negligible latency when tested

in a real-time system. In the future, this trash classification

network will be developed into an application that can be

integrated into mobile devices.
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