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Abstract—Air pollution has been a concern in recent years.
Measuring the extent of pollution is important to know about
the air quality. Previous research has used machine learning
algorithms to forecast the Air Quality Index (AQI) in specific
locations. Even though that research achieved quite reliable
results, they still have some drawbacks that need to be taken into
consideration, such as low accuracy or lack of data analysis.On
a public dataset, we used Random Forest, XGBoost, and Neural
Network to build a machine learning model for the purpose of
making predictions about the air quality index (AQI) in a number
of cities located in India. The performances of these models were
evaluated by using their score errors, Root Mean Square Error
(RMSE), and Coefficient Of Determination (R2). This paper
demonstrates the analysis of air pollutants from the dataset,
which is an effective way to enhance the model’s performance.

Index Terms—Machine Learning, AQI, Data Analysis

I. INTRODUCTION

Recent economic and social developments have had an

effect on various environmental variables, including the land,

water resources, and air. Because of this, wireless sensor

network-based air quality monitoring is a popular research

topic [1], [2]. According to WHO [3], seven million deaths

were related to air pollution each year.

Based on the computation of pollutants that are harmful

to human health, the air pollution level index can be created

[4]. The Air Quality Index (AQI) is the name of this index,

which ranges from 0 to 500. A high AQI is not good for
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people. There are distinct ways to calculate the AQI, such as

using the formula or using machine learning techniques. In

2018, study led by Samir Lemes and colleagues demonstrated

the disparity between several approaches to estimate the AQI

by calculating and ranking AQI values according to certain

criteria [5]. They then used these parameters to calculate the

levels of air pollution in two different parts of Bosnia and

Herzegovina. The final result of their work illustrates the

comparison of AQI values on the same dataset, which was

obtained by using different methods of US AQI, EU AQI, and

SAQI 11 standards.

Machine learning, while on the other hand, has demon-

strated its superior effectiveness by combining knowledge

from various fields, such as statistics, artificial intelligence, and

computer science [6]–[8]. In recent years, the use of machine

learning to predict AQI values has become common and

has piqued the interest of researchers [9]–[11]. Although the

models constructed in the experiments performed well, they

still have some limitations, such as filling in missing values,

feature significance analysis, and feature creation to fully

exploit the dataset. The final results were then evaluated using

three machine algorithms with different validation criteria.

II. AQI CALCULATION AND DATASET

A. AQI Calculation

In order to get the AQI value, there are several different

methods to calculate it worldwide. For example, the AQI

formula for China, which is based on the National Ambient
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Air Quality Standard of China (NAAQS-1996), differs from

the AQI calculation method defined by the US Environmental

Protection Agency (1994) and from the method developed by

India (NAAQS Dependent Air Quality Index) [4]. Therefore,

in this work, we used the estimating formula for China as

the reference in comparison with using the Machine Learning

approach.

Based on the method proposed by NAAQS-2012, the

components used in the formula include 6 pollutants

(PM10, PM2.5, SO2, Ozone,NO2, and CO) and 7 in-

dexes, including the maximum 8-hour Ozone concentration

(mg/m3), the maximum 1-hour Ozone concentration, and

the daily average concentration of SO2, NO2, CO, PM10,

and PM2.5. The calculation by Eqa. (1) for each individual

pollutant is:

AQI =
AQIh −AQIl
BPh −BPl

× (CQ −BPl) +AQIl (1)

Where, CQ is the pollutant Q’s daily mean value;The

pollution levels for substance Q are, respectively, AQIh and

AQIl, with the corresponding estimated highs and lows being

BPh and BPl. The final AQI value is the largest value in the

AQI series by Eqa. (2), obtained after completing each AQI

math operation:

AQI = max(AQI0, AQI1, ...AQIn) (2)

Where n is the number of pollutants considered. In this

experiment, we decided to use the Machine Learning approach

to predict the AQI value because the first method is quite time

consuming, and complicated. Most importantly, the dataset is

not always available to be calculated by the formula, which

requires information on pollutant concentrations both daily and

hourly.

B. Dataset

This research employed a publicly accessible dataset con-

taining 29531 instances of Indian air quality. This data set

was collected over a six-year period (January 2015 to June

2020), allowing us to evaluate proposed air quality calculation

methods. Each instance has had the average daily AQI and

some other pollutants from different stations in cities across

India. The Central Pollution Control Board [12], the official

website of the Government of India, provides the dataset.

There are 12 features that have been recorded, including some

significant air pollution contaminants like particulate matter

(PM2.5 and PM10), ozone (O3), nitrogen oxides (NO),

NOx, nitrous dioxide (NO2), sulfur dioxide (SO2), carbon

monoxide (CO) emissions, amoniac NH3 and other chemical

occurrences (benzen, toluene, xylene). However, there are

some important features that contribute mostly to the value of

the AQI, which are particulate matter (PM2.5 and PM10),

CO, NO2, and SO2. On top of that, NOx, which is associated

with acid rain, photochemical smog, and tropospheric ozone

destruction, is another indicator for AQI prediction [13].

In the dataset, time plots are significant for some analysis

related to changes in AQI over months and years, which helps

us choose an effective method to predict the AQI value along

with time series. We did some analysis regarding the changes

in all data features and the AQI value according to year in

Fig. 1. The total value is the sum of all pollutants recorded

in all cities at different times throughout the given period.

It is evident to note that there is an upward trend when it

comes to the pollutants and AQI values throughout the 6-year

period. The last 3 years from 2018 to 2020 witnessed the

highest figures of these pollutants. According to this, 2019 and

2020 are the most polluted years recorded, in which the AQI

value and particulate matter peaked in October, November, and

December.

According to [4], there are some main pollutants that lead

to high degrees of air pollution. Thus, we used the total

value recorded in five main indexes, including AQI , PM10,

PM2.5, CO, and NO2 to rank the most polluted cities. The

visualization is displayed in Fig. 2.

Among the five most polluted cities above, they all recorded

high levels of five pollutants, which are AQI , PM10, PM2.5,

CO, and NO2. On average, Ahmedabad is the most polluted

city when it comes to the AQI value, at almost 450 on average.

Second in terms of pollution are Delhi, Patna, Gurugram,

Lucknow, and so on, which had a high degree of pollutants

including AQI , PM10, PM2.5, and NO2. However, the CO
value was record-high in only Ahmedabad, with more than 20,

whereas in other cities this substance only ranged from 0 to

approximately 2.

III. DATA PREPROCESSING AND METHOD

The data preprocessing is the first and most important step,

which not only results in a good validation result but also

improves the predictive performance of the model later on.

This stage often includes missing data imputation, removing

strange datapoints, feature engineering techniques, and feature

selection. The two first steps help us have a full set of data,

improving the accuracy of the models. Meanwhile, selecting

useful features can reduce running time, minimize overfitting

while running the model.

Fig 1. Air pollutants depicted by time.
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TAB I
STATISTICS OF NULL VALUES

Pollutants Value Percentage (%)

1 Xylene 18109 61.3
2 PM10 11140 37.7
3 NH3 10328 35.0
4 Toluene 8041 27.2
5 Benzene 5623 19.0
6 AQI 4681 15.9
7 PM2.5 4598 15.6
8 NOx 4185 14.2
9 O3 4022 13.6

10 SO2 3854 13.1
11 NO2 3585 12.1
12 NO 3582 12.1
13 CO 2059 7.0

A. Missing Data Imputation

Tab. I shows the missing value percentage for each col-

umn in the dataset. From the given result, the missing data

proportion is distributed mostly in xylene, PM10, NH3,

and toluene, which are 61.3%, 37.7%, 35.0%, and 27.2%,

respectively. Data loss rates in other situations range from

12% to 19%. This issue can be resolved in a number of ways,

including by eliminating dropped data points or by adding

the most common value from each case to the missing data.

In this study, the K-Nearest Neighbors Imputer (KNNImputer)

technique is used to overcome losing information [14]. At this

stage, each sample’s missing values are imputed by the mean

value, calculated from 3-neighbors nearest data points in the

dataset. This technique was used because it is easy to use and

works well. It is also more accurate than simple imputation.

B. Feature Engineering

New features that are created based on the features in the

dataset can be very helpful to improve the performance of

the model. In this step, we used the mathematical transform,

Fig 2. Most polluted cities towards five pollutants.

which groups some existing features into a new one that has

a good association with the target. In the dataset, we came

up with 3 new features by using this method. The first one

is “ParticulateMattersi”, which was made by adding the

value of PM10 to PM2.5 together. The second new feature

is “Nitoi”, obtained by the sum of NO2, NOx, and NO.

Finally, the attribute average Ni is the average value of N
previous AQI data points. In addition, year and month are

two time features extracted from data information. Three new

numerical features are depicted by Eqa. (3)-(5) below:

ParticulateMattersi = PM10i + PM2.5i (3)

Nitoi = (NO2)i +NOi + (NOx)i (4)

average Ni =

i−1
∑

k=i−N

AQIk

N
(5)

C. Method

Our method to estimate the AQI value used nine main

features, which were reached in the previous stages. We

implemented steps in order to get the AQI prediction. Firstly,

after being preprocessed as well as experienced data selection

and data engineering, selected features were divided into 2

subsets called Training set and Test set. In which Training

set accounted for 80% of the total dataset while Test set held

the remaining volume, at 20%. The aim of the division is

to validate the model’s performance later on. In this work,

we used three machine learning algorithms, namely Random

Forest Regression, Gradient Boosted Regression, and Neural

Network Regression, to train three models on the training set.

Then, the trained models could be applied to the test set to deal

with the unknown data, and get the target prediction. Finally,

we used some criteria to assess its effectiveness with regard

to model prediction. Fig 3 shows the steps we undertook in

our study:

1) Random Forest Regression (RFR): This algorithm is a

synthetic prediction algorithm that integrates many different

models to create more efficient models. Random Forest (RF)

consists of many decision trees, each of which predicts a

certain object well and is different from the others [15]. By

averaging the results, we were able to significantly reduce

the number of overfitting while maintaining the model’s good

predictive score. The steps are as follows:

Step 1. From the initial dataset, we need to build several

subsets of data. The technique used to do this task is called the

bootstrapping method, in which, from n samples data points,

we repeatedly choose random data points with replacement.

The result is n datasets called bootstrap samples, which have

the same size as the original dataset but in which some data

points will be absent or some will be repeated [16]. This

method guarantees that each bootstrap sample is modestly

different from the others.

Step 2. For each new dataset, build a decision tree with

a slight modification: instead of choosing the best test for a

specified node, in each node we randomly choose k features
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Fig 3. Machine Learning prediction steps.

Fig 4. Flow chart of Random Forest Regression.

(out of the total n features, where k < n), and choose the

best split among these chosen attributes. By doing this, each

tree will perform differently on k distinct selected features,

leading to different performances each time.

Step 3. To make a prediction on the unknown dataset, the

algorithm uses the predictions obtained in step 2 and averages

the results to get the final prediction.

Fig. 4 and Fig. 5 demonstrate the flowchart of the Random

Forest Model based on the research of Lingjian Yang in 2017

[17], and the flowchart of Decision Tree Model which is a part

of the Random Forest Algorithm based on the work done in

2017 by Ibrahim A Ibrahim [18].

2) Gradient Boosted Regression (XGBoost): In this study,

Gradient Boosted Regression (XGBoost) [19] was imple-

Fig 5. Flowchart of each bootstrap Sample in Random Forest.

mented as a variant of Gradient Boosted Regression Trees.

Similar to RF, Gradient Boosted (GB) models are built by

many simple decision trees (weak learners), with a depth of

one to five. However, the idea behind this model is that each

tree can better predict and correct the mistakes of the previous

ones. This results in the overall performance of the GB model

being improved by adding more trees, and it can make more

accurate predictions than the RF model if the parameters

are set up meticulously. Therefore, XGBoost requires high

accuracy and reliability from datasets. However, it requires

careful tuning of the parameters and takes a long time to run.

3) Neural Network: Neural Network or Multilayer Percep-

trons is a type of linear model that uses various stages of

processing to get the final output. A multilayer model can

perform efficiently with a large dataset, constructing a very

complex model [20]. However, the models require quite a

bit of running time as well as meticulous fine-tuning of the

parameters. There are some parameters in this model that we

have to take into account while implementing. First, hidden

layer sizes (HLS), which is the number of hidden layers

in the models; the number of units in each hidden layer;

and the regularization, which is used to control the model’s

complexity.

D. Validation

In this study, overall performance was assessed using three

indexes: 1) Mean Absolute Error (MAE), which is the ab-

solute difference between the observed value (yi) and the

predicted result (ŷi). The lower the MAE, the closer the

predicted result is to the actual value, and MAE = 0
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is the ideal value; 2) RMSE [21] is the average of the

difference between ŷi and yi. The lower the RMSE, similar

to MAE, the closer ŷi is to yi. The higher the RMSE,

the more dispersed the ŷi values are over a wider range;

3) The coefficient of determination (R2) [22] has a value

range of 0 to 1, indicating how close the predictions ŷi are

to the true value yi of the model. When R2 = 1, the ideal

prediction is understood because it perfectly fits the real data

and maximizes performance. In contrast, as R2 approaches

zero, the model becomes less reliable. In summary, a good

model is satisfied when the RMSE, MAE, and R2 are low.

Eqa. (6)-(8) determines the above three indexes.

MAE =

n
∑

i=1

|ŷi − yi|

n
(6)

RMSE =

√

√

√

√

1

n

n
∑

i=1

(ŷi − yi)
2 (7)

R2 = 1−

n
∑

i=1

(ŷi − yi)
2

n
∑

i=1

(ȳi − yi)
2

(8)

Where, ȳi is the average AQI value at data point i.

IV. RESULTS AND DISCUSSION

In the study, the target of the model is the AQI in various

Indian cities. In order to get the most precise prediction, we

split the dataset into 2 parts: a training set containing 80%

of the total data, which was used to train the model; and a

test set holding the rest of the data points, which was used in

the validation step. In order to choose the parameters for each

model, we used a method called Grid Search [23], which tried

different values of parameters in the model and then chose the

optimized set containing the best ones.

A. Prediction of the AQI Applying Random Forest Regression

In this research, we employed two values: n estimators
and n features. The number of decision trees included in

the model is n estimators, and the subset of features in each

decision tree is n features. We applied Grid Search to locate

the n stimators parameter. Meanwhile, n features were

obtained by taking the square of the total features. According

to that, the best combination of parameters used in the work

was n estimators = 500 and n features = 3. The criteria

for validating the model were: MAE = 19.18, R2 = 0.94,

and RMSE = 33.22.

B. Performance Of XGBoost Model In Predicting AQI

For the XGBoost model, we also used Grid Search to choose

two parameters, n estimators and learning rate, which are

the number of trees and the rate at which a tree can fix the

mistakes of the previous ones. Meanwhile, the third parameter

n jobs, the selected set of parameters was n estimators =

TAB II
PERFORMANCE OF MODEL BASED ON 3 CRITERIA.

Methods MAE R
2

RMSE

Random Forest (RFR) 19.18 0.94 33.22
XGBoost 18.98 0.942 32.6

Neural Network 22.36 0.928 36.39

300, learning rate = 0.02, and n jobs = 4. The model’s

statistical criteria were: MAE = 18.98, R2 = 0.942, and

RMSE = 32.6.

C. AQI Prediction Of Neural Network Model

According to the previous section, we had two parameters

in Neural Network models: hidden layer sizes (HLS) and the

number of units in each hidden layer (α). Using the Grid

Search method, we obtained the optimal values for the two

parameters with HLS = 50, and α = 0.5. The results of

the validation criteria were MAE = 22.36, R2 = 0.928, and

RMSE = 36.39. Tab. II displays the comparison of the three

models’ performances over the three corresponding criteria.

As can be seen from the result, while Random Forest and

XGBoost got performances that are approximately the same

in both three criteria, Neural Network, however, performed

less efficiently with the same conditions. The MAE and

RMSE of this model are much higher, at 23.36 and 36.39,

respectively, yet R2 = 0.928 is lower than that of the two other

algorithms. As a result, XGBoost is the most effective among

the three models when it comes to the statistical criteria, with

MAE = 18.98, R2 = 0.942, and RMSE = 32.6. Fig.

6 shows the comparison between the result of the XGBoost

model’s prediction and actual AQI values with 500 samples.

Look at this diagram. The predicted value line (orange)

closely follows the actual value line (blue). The distinction

is insignificant. This is consistent with the MAE = 18.98
value that we measured.

Huixiang Liu et al. [10] used two indices to examine the

difference in AQI prediction in Beijing, China: correlation

(R2) and mean of difference (RMSE). They used Support

Vector Regression (SVR) and Random Forest Regression

(RFR) in their study and obtained two sets of indices (R2 =
0.9760, RMSE = 94.4918) and (R2 = 0.8401, RMSE =
83.6716). These two indexes are also used by Chao Song and

Xiaoshuang Fu in their paper [ [24]. They integrated a set of

algorithms into the one called Combination Forecasting Model

(CFM) to get the predictions of AQI in Zengzhou and Shang-

hai, China. Their results finally reached RMSE = 36.89
and R2 = 0.86 for the dataset collected in Zhengzhou, and

(RMSE = 35.32, R2 = 0.72) for the other location – Shang-

hai. Even though these works are different from our research

because of the dataset, Machine Learning algorithms, and

some other criteria used to evaluate the models, it is suggested

that our models achieved quite good results compared to those

of other research when assessed using the same criteria.
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Fig 6. Correlation between AQI values predicted and measured using the
XGboost algorithm.

V. CONCLUSIONS

Air quality has a direct impact on human life and society

as a whole. As a result, not only the government, but also

individuals and organizations, must work together to prevent

environmental pollution, particularly air pollution. As a result,

the AQI index is needed to evaluate air quality, and it can

also be used to design and produce intelligent meteorological

monitoring devices. In this paper, the air pollution indicators

in many Indian cities were analyzed and predicted in this

study using real data on pollutants provided by the Indian

government. The study’s findings demonstrated that, while

all three models provide good predictive results, the XGB

model outperforms the others. Meanwhile, the Neural Network

model, which requires careful tuning parameters, and much

operating time, was not as effective as XGB and RFR. To con-

clude, the study showed the data analysis and transformation,

then built three models for AQI predictions, which attempted

to improve the performance in terms of each model’s accuracy.

In the future, we expect to develop algorithms on devices that

use low-power microcontrollers to predict air quality remotely

[6], [8].
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