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Abstract4To reduce errors caused by traditional diagnostic

methods that rely heavily on physician experience, the diagnos-

tic systems based on computer-aided have been researched and

developed to  assist  physicians  in  diagnosing  thyroid  disease.

Therefore, performance of the computer systems plays an im-

portant role to improve the quality of diagnostic processes. Al-

though there has been a number of publish related to this issue,

those studies still have limitations in which needing large data

sets  for training classification models  is  considered the most

concerning limitation of previous studies. To solve this limita-

tions, in this work, a classification method using artificial intel-

ligence with a small amount of data to analyze thyroid ultra-

sound images was proposed. Thus we can save time and effort

for data collection and the classification model processing time.

Through baseline tests with an open data set, especially thyroid

digital image database (TDID), the proposed method has im-

proved the limitations of previous methods.

Index Terms4malignant thyroid nodule, deep learning, ar-

tificial intelligence, ultrasound image

I. INTRODUCTION 

Cancer is  an extremely dangerous disease,  characterized
by the ability to invade and spread to other parts of the body.
If cancer is not detected and treated in time, the patient will
die quickly. Cancer cells grow and divide rapidly and have
the ability to invade and spread to other organs. As noted,
several cancers have a high incidence today, such as Breast
cancer in women is 24.5%, the highest among all cancers in
women. Lung cancer is also common cancer, accounting for
about 12% of all cancers worldwide. In Vietnam, lung cancer
ranks first among the 10 most common cancers in both males
and females and is the leading cause of death. Thyroid cancer
is a common disease with no obvious symptoms. It occurs in
both men and women. This kind of cancer is often found in
the area of the head, face and neck. Thyroid cancer cells can
metastasize to several  parts of  the body such as the liver,
lungs, brain, and bones, thereby making a higher mortality
rate.

On the  human body,  the  thyroid  gland  is  an  important
organ and it is located in the human neck. The thyroid gland
produces  and  secretes  two  important  hormones,  including
thyroxine  and  triiodothyronine.  They  are  responsible  for
regulating metabolism in the human body.

For these reasons, it is absolutely necessary and important
to  diagnose  and  treat  thyroid  disease  [2-6].  In  previous
reports, they indicated that the appearance of thyroid cancer
nodules  was  a  common  serious  problem  in  the  thyroid
region.  Thyroid  nodules  are  formed by  abnormal  growths

appearing  in  the  thyroid  area  of  the  human  body.  Many
factors can cause thyroid nodules, for example overgrowth of
thyroid tissue, iodine deficiency or thyroid cancer. Based on
their  characteristics,  thyroid  nodules  are  usually  classified
into two types  to be benign cases (which are noncancerous
nodules)  and  malignant  cases  (which  can  cause  thyroid
cancer)  [7].  In  both  cases,  benign  and  malignant,  the
presence of thyroid nodules can cause health effects on the
patient.  The  thyroid  gland  may  be  affected  with  the
appearance of nodules. Benign cases have little effect on the
patient's health, but affect the patient's appearance, making it
difficult for the patient to breathe and swallow. Malignant
cases can cause thyroid cancer. The diagnosis and treatment
of malignancies become very important. 

The traditional diagnosis method is mainly based on the
doctor's  knowledge  and  experience  when  examining  the
external  manifestations  such  as  the  appearance  of  tumors
with  hard  characteristics;  clear  margins;  smooth  or  rough
surface; the presence of cervical lymphadenopathy; large and
solid tumor which is fixed in front of the neck; hoarseness;
possibly difficulty in breathing, difficulty in swallowing or
entanglement  due  to  tumor  compression,  infiltrated  or
ulcerated  with  bleeding  neck9s  skin.  However,  the  major
limitation of traditional diagnostic method is its performance
is  highly  dependent  on  personal  knowledge  and  the
experience of the physician. For that reason, diagnostic per-
formance varies and can take longer, these methods are labo-
rious, invasive, and expensive.

In  this  century  of  growing  technology,  imaging-based
diagnostic  techniques  have  been  widely  used,  especially
computer-aided  diagnostic  (CAD)  systems  that  have  been
developed  to  help  physicians  in  the  diagnostic  and
therapeutic  process  [8-10,  20].  In  contrast, to  the
conventional thyroid diagnostic  methods mentioned above,
CAD methods used ultrasound images of thyroid nodules as
input  and  provide  information  about  nodules  (benign  or
malignant)  [2-6],  thus limiting the unevenness of  different
doctor9s qualifications at different hospital levels and leading
to faster  initial  diagnosis.  Technological  advances such as
back propagation algorithms, neural networks and graphics
processing  units  (GPUs),  and  techniques  based  on  deep
learning have recently been applied to solve many problems
in  medical  image  processing  systems  [7,8,9,10,  11,12,].
Regarding  detecting/classifying  thyroid  nodules,  the  "deep
learning" method has achieved much success. As the name
implies,  methods  based  on  "deep  learning",  such  as
convolutional  neural  networks  (CNN),  automatically  learn
image  features  to  train  and  produce  results  with  high
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performance. Therefore, a deep learning-based approach can
produce superior diagnostic results.

Deep Learning has high accuracy with a flexible neural
network  architecture,  which  can  be  easily  changed  to  fit
many  different  problems  in  the  training  process.  High
automation, self-adjusting, self-optimizing and the capability
of performing parallel computing make deep learning-based
methods produce a good performance and can handle large
amounts of training data. However, there are still some limi-
tations of previous studies. For instance, the large amount of
training data is needed. Therefore, it takes longer time and
more effort to collect these data. Additionally, the image ac-
quisition devices are expensive and moreover, it requires co-
operation and agreement between doctors and patients [7].
The training process consumes long time.  The good com-
puter9s hardware is required to train model. Therefore, it is
inapplicable  to  apply  to  some problems  in  which  a  large
amount of training data is not available, such as a new kind
of disease indicated in [13,14,15]. In this work, to solve the
above-mentioned problem of previous studies, we propose a
thyroid nodule classification method that can be trained on a
small number of training data, we can save time and effort
for  both data collection and training classification models.
Therefrom, we design a deep-learning network that can learn
to not only recognize images of a class but also distinguish
images between classes.

II. PROPOSED METHOD

A. Network architecture

The  overview  of proposed  network  architecture  is
described in Fig. 1. As mentioned in section  I, we design a
network  that  can  distinguish  images  from  different  class
labels,  and recognize images of the same class. Therefore,
our proposed network accepts two input images, as shown in
Fig. 1.

Fig 1. Overview of the proposed network.

In  the  training  phase,  our  network  receives  two  input
images and uses a CNN network to extract the image feature
vectors  that  are  the  best  representation  of  the  two  input
images. After that, the two feature vectors are transformed
into  another  feature  domain  using  a  head  network.  The
detailed  descriptions  of  the  CNN  and  head  network  are
present in the next sections.

In the testing phase, a new input image is inputted to the
network and our network will measure the distance from the
input images to the training samples in the training dataset to
find the best-matched samples with the input image. We used
same network architecture with pre-trained weight for image
feature extraction for both input 1 and input 2.

B. Related Work

Convolutional  Neural  Networks  (CNNs),  a  type  of
artificial  neural  network, have become essential in various

computer vision operations, and are receiving more attention
across different published studies. For example, artificial in-
telligence association into brain magnetic resonance imaging
(MRI)  in  cancer  diagnosis  [20],  audiogram  classification
method  [21], and cancerous region detection in the prostate
[22].  The basic layers in a CNN include: convolution layer,
pooling  layer, fully connected layer, which are changed in
number and arrangement to create suitable training models
for different problems.

Convolutional Layer is the most important component in
CNN, also the place to  express the  idea  of  building local
connections  instead  of  connecting  all  pixels.  These  local
links are calculated by convolution between pixel values in a
local image region with filters of small size.  This filter is
shifted through each image area in  turn until  it  completes
scanning the entire image, creating a new image that is less
than or equal to the size of the input image. After feeding an
image to the convolution layer, we get the output as a series
of images corresponding to the filters used to perform the
convolution.  The  weights  of  these  filters  are  initialized
randomly  for  the  first  time  and  will  improve  throughout
training. The convolutional layer outputs a series of feature
maps that enter the next convolutional or pooling layer.

Pooling Layer is another major computational component
in CNN called Pooling, usually placed after the Convolution
layer and ReLu layer to reduce the output image size while
preserving  the  important  information  of  the  input  image.
Reducing the data size has the effect of reducing the number
of  parameters  as  well  as  increasing  the  computational
efficiency. The sampling layer also uses a sliding window to
scan all regions of the image similar to the Convolution layer
and performs sampling instead of convolution, it  mean we
will  choose  to  save  a  single  representative  value.  for  the
entire  information  area.  There  are  two  commonly  used
Sampling methods, Max Pooling and Average Pooling. Thus,
for  each  input  image  put  through  sampling,  we  obtain  a
corresponding  output  image,  whose  size  is  significantly
reduced but still retains the necessary features for the later
calculation process.

Fully-connected  Layer  is  designed  completely  like  a
traditional  Neuron  network,  it  mean  all  pixels  are  fully
connected to the Node in the next layer. Compared with the
traditional neural network, the input image of this layer has
been greatly reduced in size, while still ensuring important
information  for  identification.  Therefore,  the  recognition
calculation  using  the  feedforward  model  is  no  longer
complicated and time consuming as in the traditional neural
network. The final dense layer outputs the probabilities for
classification by applying a softmax method.

Fig. 2. Conventional CNN network.

Figure 2 shows the CNN network is used to extract image
features for an input image. In our study, we use a pre-trained
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CNN network  trained  on  the  ImageNet  dataset  to  extract
image  features  of  input  images.  The  reason  is  that  the
conventional  CNN  network  contains  a  huge  number  of
training parameters. Therefore, it is unable to train this kind
of network using a small amount of training data. We called
the CNN network in Figure 1 the black-bone in our study.
The black-bone can be any CNN network that can be used
for  image  feature  extraction  such  as  VGG,  Residual,  and
Inception networks.

C. The head network

The head network based on an MLP network is shown in

Fig. 3.  The main part of our proposed network is the head

network that has responsibility for learning the relationship

between images within a class, as well as, among different

classes. For that problem, we first transform the input image

features  to  another  domain  using  a  conventional  neural

network.  In  the  new  image  feature  domain,  the  feature

vectors of images that are in the same class are similar, while

the  feature  vectors  of  different  classes  are  made  to  be

different. In order to obtain that purpose, we then measure

the  distance  between  two  feature  vectors  from  two  input

images (after CNN and domain transformation layers). That

distance is forced to be 1 if the two input images are from the

same class, and forced to be 0 if the input images are from

different classes.

Fig 3. The head network is based on an MLP network.

The MLP network can contain several layers, each layer

contains a number of neurons. In our experiments, we use

three layers with number of neurons are 256 - 512 - 2. As

shown in Figure 3.

III. DATA SET

In this study, the realization of  the proposed method is
demonstrated using a thyroid ultrasound dataset that has been
published under the name Thyroid Digital Imaging Database
(TDID). In 2015, at the University of Colombia Nacional de
Colombia, Pedraza et al collected and published this dataset
[16]. The TDID dataset contains thyroid ultrasound images
of 298 patients. Ultrasound images of each patient's thyroid
region,  which  can  be  single  or  multiple  images,  were

collected in  RGB format  with 560 pixels  × 360 pixels in
image size. As a result, a dataset consisting of 450 thyroid
nodule images was extracted for our experiments.

Fig. 4 shows some example thyroid nodule images in the
TDID dataset. As we can see that it is hard to distinguish the
normal and disease thyroid image by human perception. That
is why the computer  aid diagnosis system is helpful.  It  is
little difference between the two kinds of images, that is, the
disease thyroid nodule images contain nodules with brighter
nodule  regions  with  the  effect  of  the  calcification
phenomenon.

(a)

(b)

Fig. 4. Example of (a) normal, and (b) disease images in TDID dataset [16].

IV. EXPERIMENTAL RESULTS

As mentioned in our previous section, we are dealing with
the classification problem of the medical image that  has a
small  amount  of  data  for  training.  For  our  purpose,  we
divided the TDID dataset (mentioned in Section III), into five
parts  to  perform  a  five-fold  cross-validation  method.
However, we use data of a single part as the training data,
while  the  images  of  the  other  four  parts  are  used  as  the
testing data. This procedure is different from previous studies
that use data from four parts for training, and the data of the
remaining  part  is  used  for  testing. Because  of  different
training and testing data,  the classification performance of
conventional CNN-based methods is different as shown in
previous studies. For comparison purposes, we also evaluate
the  classification  performance  of  two  popular  CNN-based
classification networks, including the Inception and Residual
network architectures [17].

In  order  to  evaluate  the  classification  accuracy  of  the
proposed network and the conventional CNN network, we
use the classification accuracy metric as shown in (1).
Accuracy = (TP + TN) / (TP + TN + FP + FN)       (1)

In (1), the TP is the measure of true positive samples that
is the case when an image with the disease was correctly
classified as a with-disease image. The TN indicates the true
negative samples which is the case when the normal image
was correctly classified as a normal one. The FP stands for
false-positive,  the  FN stands  for  false-negative.  For  a fair
comparison with the Residual  and Inception networks,  we
also use the Residual and Inception network as the black-
bone of our proposed method. 

The experimental results are given in Table 1 and Table 2
for the cases of using a Residual network, and Inception net-
work architecture.
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TABLE II.   CLASSIFICATION PERFORMANCE OF OUR PROPOSED NETWORK

AND PREVIOUS CNN-BASED NETWORK USING INCEPTION NETWORK

ARCHITECTURE (UNIT: %)

Method Part 1 Part 2 Part 3 Part 4 Part 5 Average

Inceptio

n

Network

85.054
82.10

2
85.635 84.066

84.25

4
84.222

Proposed

Network

with

Inceptio

n Black-

bone

86.141
84.37

5
86.188 84.890

85.08

3
85.335

For reference, we performed experiments with the resid-
ual and inception networks and performances are given in
Table I and II. To measure the performance with the residual
and inception network, we use fine-tuning the network by re-
placed the number of  output neuron by 2 (original  output
neuron of these networks is 1000) and kept all convolution
layers are same. [18-19].

As we can have observed from Table I, the Residual net-
work produced an average classification accuracy of 77,47%.
Using our proposed method, we enhanced that accuracy to
82,75%. This result indicates that our proposed network with
the Residual network as black-bone outperforms the conven-
tional residual network for the classification problem. A sim-
ilar result was obtained in Table 2 using the Inception net-
work architectures. As we can see in Table 2, our proposed
network with the Inception architectures also outperform the
conventional  Inception  network  by  producing  an  average
classification accuracy of 85,33% that is higher than 84,22%
produced by using the inception network.

As shown in Tables 1 and Tables 2, the classification per-
formance of Inception Network3the based architecture was
better than that of Residual Network-based architecture. The
reason is that the Inception network-based architecture uses
multiple convolution kernels to extract image features. As a
result, it is more efficient to extract both large and small fea-
tures than the Residual network-based architecture.

However, our proposed method outperforms all the two
popular CNN networks (Residual and Inception network). It
indicates that our proposed method is more efficient than the
conventional CNN network when working with the lack of
training data problem.

Although our proposed method produced higher classifi-
cation  accuracy  than  the  convention  networks  network,  it
takes a longer processing time than the convention CNN net-
work as it must measure the similarity from an input image to
all images in the training set. However, it is acceptable with
the  medical  image  processing  system  in  which  accuracy

plays a more important meaning than the processing time. In
addition,  with  the  support  of  graphical  processing  units
(GPUs), the processing time is much reduced when we use
strong computer specifications.

V. CONCLUSION

In this paper, we focus on solving a specific problem of
medical image classification problem which is when a large
amount of training data is not available. In order to solve this
problem,  we  design  a  deep  learning-based  classification
method based on an image-retrieval approach. In detail, we
construct a system that has the ability to recognize images of
the same class while distinguishing images between classes.
Through experiments, we showed that our proposed method
outperforms  two  conventional  CNN-based  methods
(Residual-based  and  Inception-based  CNN  network
architecture).
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