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#### Abstract

In this paper, model of a malignant tumor \& associated problems are examined using fractional-order method. We consider a case where the malignant tumor cells' net death rate is solely time-dependent. Fractional homotopy decomposition method (HDM) has been applied to determine model's series solution. The answer to the HDM is given using the Maclaurin expansion. This method's use of the Mathematica software package allows for fast and simple computation of series solutions, which is one of its benefits.


Index Terms-Homotopy decomposition method, Series solution, Caputo fractional derivative, Fractional malignant tumor model.

## I. Introduction

Fractional calculus and its applications are currently experience rapid development, with more and more compelling real-world applications. Fractional calculus is an attractive area of applied analysis that is utilized to simulate biological problems in science. Fractional calculus has been very beneficial in the modeling of many diseases. To understand its assessment, presence, stability, and control, research into mathematical models of infectious diseases is crucial. Fractional differential equations have been used in recent years to provide mathematical representations of biological processes [16].This work aims to apply the homotopy decomposition technique HDM [7], a new method, to solve the Time-Fractional Malignant Tumor Growth Model [5]. Malignant tumor is another term for a cancerous tumor. When a tumor is called "malignant," it means it is cancerous and has a high chance of spreading beyond its original location. Although they can infect other organs, the cancer cells that spread to other body regions are identical to the original ones. For instance, if lung cancer spreads to the liver, the cancer cells there are still lung cancer cells [2-4].

Korpinar Z et al. [4] explain how RPS method is used to analyze the most recent series solutions of several fractional cancer tumor models. Saadeh R et al. [3] described a new approach LRPS method to find numerical solution of some model of cancer tumor. Iyiola OS et al. [5] released their paper in which they said that 3 distinct scenarios of net death rate are taken into consideration, even in situations when the net death rate of cancerous cells depends on cluster of cells. With help of q-HAM, find answer of the time-fractional partial differential equation. Gandhi H et al. [2] says that the situation where net death rate \& tumor growth are considered \& therapy is time-dependent. To find model's solution, the fractional RDT method was used.

Our study is moving forward with a time-fractional malignant tumor model under a beginning condition to account for the fact that the model is provided via a time-fractional differential equation and that the "net death rate of tumor cells" is solely dependent on time.

$$
\frac{\partial^{\alpha} \wp(s, w)}{\partial w^{\alpha}}=\frac{\partial^{2} \wp(s, w)}{\partial s^{2}}-w^{2} \wp(s, w)
$$

where $w \geq 0,0 \leq s \leq 1,0<\alpha \leq 1$, with initial condition as

$$
\wp(s, 0)=e^{r s} .
$$

where $\wp(s, w)$ is tumor cell density at position $s$ at time $w$ $\& r$ is dependent on therapy death rate at time $w$.
In this work, Caputo fractional derivative is used.

## II. Preliminaries

Definition 2.1. Riemann-Liouville (RL) fractional integral operator for order $\alpha \geq 0$, of a function $\phi \in L^{1}(a, b)$ is given as in [12,13],

$$
I^{\alpha} \varphi(w)=\frac{1}{\Gamma(\alpha)} \int_{0}^{w}(w-\tau)^{\alpha-1} \varphi(\tau) d \tau, w>0,(2.1)
$$

where $\Gamma$ indicates the Gamma function and $I^{\alpha} \varphi(w)=\varphi(w)$. Definition 2.2. In Caputo's definition, a fractional derivative is

$$
\begin{equation*}
D^{\alpha} \varphi(w)=I^{i-\alpha} \varphi(w)=\frac{1}{\Gamma(i-\alpha)} \int_{0}^{w}(w-\tau)^{i-\alpha-1} \varphi^{(i)}(\tau) d \tau, \tag{2.2}
\end{equation*}
$$

where $i-1<\alpha \leq i, i \in \mathrm{~N}, w>0$, assuming the right side is present.

Lemma 2.1. Let $w \in(a, b]$. Then

$$
\begin{equation*}
\left[I^{\alpha}(w-a)^{\beta}\right](w)=\frac{\Gamma(\beta+1)}{\Gamma(\beta+\alpha+1)}(w-a)^{\beta+\alpha} \tag{2.3}
\end{equation*}
$$

where $\alpha \geq 0, \beta>0$.

## III. Basic concept of the HDM

In order to show how this technique's basic structure works as in $[16,18]$, focus on a common nonlinear non-
homogeneous fractional PDE using the following structural beginning conditions:
$\frac{\partial^{\alpha} \varpi(s, w)}{\partial w^{\alpha}}=L(\varpi(s, w))+N(\varpi(s, w))+\wp(s, w)$,
where $\alpha>0$.
subject to initial conditions
$D_{0}^{\alpha-l} \varpi(u, 0)=\wp_{l}(s), \quad l=(0, \ldots ., n-1)$,
$D_{o}^{\alpha-n} \varpi(s, O)=0, \quad n=[\alpha]$,
$\boldsymbol{D}_{0}^{\prime} \varpi(s, 0)=\boldsymbol{\hbar}_{l}(s), \quad l=(0, \ldots \ldots, n-1)$,
$\boldsymbol{D}_{\mathrm{o}}^{n} \varpi(s, \mathbf{O})=\mathbf{O}, \quad n=[\alpha]$,
where, $\frac{\partial^{\alpha}}{\partial w^{\alpha}}$ indicate Caputo or Riemann-Liouville fractional derivative, $\wp \bigcirc$ is commonly used function, $N$ is common nonlinear fractional differential operator, \& $L$ represent linear fractional differential operator. HDM prime pace is used to switch fractional PDE to fractional PIE via using inverse operator $\boldsymbol{I}_{v}^{\alpha}$ is utilized on both sides of "(3.1)". Riemann-Liouville fractional derivative case,
$\varpi(s, w)=\sum_{j=1}^{n-1} \frac{\bigodot_{j}(s)}{\Gamma(\alpha-j+1)} w^{\alpha-j}+\frac{1}{\Gamma(\alpha)} \int_{0}^{w}(w-\alpha)^{\alpha-1}$
$[L(\varpi(s, \tau))+N(\varpi(s, \tau))+\wp(s, \tau)] d \tau ;$
Caputo fractional derivative case,
$\varpi(s, w)=\sum_{j=1}^{n-1} \frac{\hbar_{j}(s)}{\Gamma(\alpha-j+1)} w^{j}+\frac{1}{\Gamma(\alpha)} \int_{0}^{w}(w-\alpha)^{\alpha-1}$
$[L(\varpi(s, \tau))+N(\varpi(s, \tau))+\wp(s, \tau)] d \tau$.
or by placing generally
$\sum_{j=1}^{n-1} \frac{\wp_{j}(s)}{\Gamma(\alpha-j+1)} w^{\alpha-j}=G(s, w)$ or
$G(s, w)=\sum_{j=1}^{n-1} \frac{\hbar_{j}(s)}{\Gamma(\alpha-j+1)} \boldsymbol{w}^{j}$,
we find

$$
\begin{align*}
& \varpi(s, w)=G(s, w)+\frac{1}{\Gamma(\alpha)} \int_{0}^{w}(w-\alpha)^{\alpha-1} \\
& {[L(\varpi(s, \tau))+N(\varpi(s, \tau))+\wp(s, \tau)] d \tau} \tag{3.4}
\end{align*}
$$

The answer may be expressed as a power series in $p$, according to a Key statement of HPM technique:
$\varpi(s, w)=\sum_{n=0}^{\infty} p^{n} \varpi_{n}(s, w)$,
$\varpi(s, w)=\lim _{n \rightarrow \infty} \varpi(s, w, p)$

Decomposing a nonlinear term yields
$N \varpi(s, w)=\sum_{n=0}^{\infty} p^{n} \mathcal{H}_{n}(\varpi)$
where parameter for embedding is $p \in(0,1]$. $\mathcal{H}_{n}(\varpi)$ is He's polynomial \& is created through
$\mathcal{H}_{n}\left(\varpi_{0}, \ldots, \varpi_{n)}\right)=\frac{1}{n!} \frac{\partial^{n}}{\partial p^{n}}\left[N\left(\sum_{n=0}^{\infty} p^{j} \varpi_{j}(s, w)\right)\right]$,
$n=0,1,2 \ldots$.
HDM is achieved via an elegant mixture of homotopy method \& Abel integral.
$\sum_{n=0}^{\infty} p^{n} \varpi_{n}(s, w)-G(s, w)=\frac{p}{\Gamma(\alpha)} \int_{0}^{w}(w-\tau)^{\alpha-1}$
$\left[\wp(s, w)+L\left(\sum_{n=0}^{\infty} p^{n} \varpi_{n}(s, w)\right)+N\left(\sum_{n=0}^{\infty} p^{n} \varpi_{n}(s, w)\right)\right] d \tau$.

By comparing the components of similar degrees of p , solutions in various orders with the initial term can be obtained.

$$
\begin{equation*}
\varpi_{0}(s, w)=G(s, w) . \tag{3.9}
\end{equation*}
$$

Theorem ([7]) Assume that $\mathrm{F}: \mathrm{U} \rightarrow \mathrm{V}$ is a contraction of nonlinear mapping and that U and V are Banach spaces. If the sequence produced by the HDM technique is considered $\varpi_{n}(s, w)=F\left(\varpi_{n-1}(s, w)\right)=\sum_{i=0}^{n-1} \varpi_{i}(s, w)$
$n=1,2,3 \ldots .$. , If so, the following is true:
(1) $\left\|\varpi_{n}(s, w)-\varpi(s, w)\right\| \leq \varphi^{n}\|G(s, w)-\varpi(s, w)\|$;
(2) $\varpi_{n}(s, w)$ is forever in neighborhood of $\varpi(s, w)$ meaning
$\varpi_{n}(s, w) \in B(\varpi(s, w), r)=\left\{\varpi^{*}(s, w) /\left\|\varpi^{*}(s, w)-\varpi(s, w)\right\|\right\} ;$
(3) $\lim _{n \rightarrow \infty} \varpi_{n}(s, w)=\varpi(s, w)$.

Proof: (1) By induction on $n,\left\|\varpi_{1}-\varpi\right\|=\left\|H\left(\varpi_{0}\right)-\varpi\right\|$, \& based on Banach fixed point theorem, $F$ has a fixed point $\varpi$ indicating $F(\varpi)=\varpi$; for that reason,
$\left\|\varpi_{1}-\varpi\right\|=\left\|H\left(\varpi_{0}\right)-\varpi\right\|=\left\|H\left(\varpi_{0}\right)-H(\varpi)\right\|$
$\leq \varphi\left\|\omega_{0}-\varpi\right\|=\varphi\|G(s, w)-\varpi\|$
because $F$ is contraction mapping.
Suppose that $\left\|\varpi_{n-1}-\varpi\right\| \leq \varphi^{n-1}\|G(s, 0)-\varpi(s, w)\|$ is an induction hypothesis, then
$\left\|\varpi_{n}-\varpi\right\|=\left\|H\left(\varpi_{n-1}\right)-H(\varpi)\right\| \leq \varphi\left\|\varpi_{n-1}-\varpi\right\| \leq \varphi \varphi^{n-1}\|G(s, w)-\varpi\|$.
(2) First demonstrate that $G(s, w) \in B(\varpi(s, w), r)$, and this is find by induction on $m$. So, for $m=1$,
$\|G(s, w)-\varpi(s, w)\|=\|\varpi(s, 0)-\varpi(s, w)\| \leq r$ with $\varpi(s, 0)$ initial condition.
Suppose that $\|G(s, w)-\varpi(s, w)\| \leq r$ for $\mathrm{m}-2$ is induction hypothesis, then
$\|G(s, w)-\varpi(s, w)\|=\left\|G_{m-2}(s, w)-\frac{\wp_{m}(s)}{\Gamma(\alpha-m-1)} w^{\alpha-m}\right\|$
$\leq\left\|G_{m-1}(s, w)-\varpi(s, w)\right\|+\left\|\frac{\wp_{m}(s)}{\Gamma(\alpha, m, 1)} w^{m-1}\right\|=r$.
Now, utilizing (1), we have for all $n \geq 1$

$$
\left\|\varpi_{n}-\varpi\right\| \leq \varphi^{n}\|G(s, w)-\varpi\| \leq \varphi^{n} r \leq r .
$$

(3) By (2) \& the fact $\lim _{n \rightarrow \infty} \varphi^{n}=0$ produces that $\lim _{n \rightarrow \infty}\left\|\varpi_{n}-\varpi\right\|=0$; therefore,
$\lim _{n \rightarrow \infty} \varpi_{n}=\varpi$.

## IV. TIME-FRACTIONAL MALIGNANT TUMOR GROWTH MATHEMATICAL MODEL

Malignant cells' net death rate is solely time-dependent as in [5] \& model comes by time-fractional differential equation

$$
\begin{equation*}
\frac{\partial^{\alpha} \wp(s, w)}{\partial w^{\alpha}}=\frac{\partial^{2} \wp(s, w)}{\partial s^{2}}-w^{2} f(s, w) \tag{4.1}
\end{equation*}
$$

where $w \geq 0,0 \leq s \leq 1,0<\alpha \leq 1$, with initial condition as

$$
\begin{equation*}
\wp(s, 0)=e^{r s} \tag{4.2}
\end{equation*}
$$

where $\wp(s, w)$ is tumor cell density at position $s$ at time $w$ $\& r$ is dependent on therapy death rate at time $w$.

## V. ANALYTICAL SOLUTION

The following problem in "(4.1)" can be found using the HDM technique.

$$
\begin{align*}
& \sum_{n=0}^{\infty} p^{n} \wp_{n}(s, w)-\wp(s, 0)=\frac{p}{\Gamma(\alpha)} \int_{0}^{w}(w-\tau)^{\alpha-1} \\
& \left(\frac{\partial^{2}}{\partial s^{2}}\left(\sum_{n=0}^{\infty} p^{n} \wp_{n}(s, \tau)\right)-w^{2} \sum_{n=0}^{\infty} p^{n} \wp_{n}(s, \tau)\right) d \tau \tag{5.1}
\end{align*}
$$

At this time, compare the coefficient of the similar order of $p$, integral equations receive:

$$
\begin{equation*}
p^{0}: \wp_{0}(s, w)=\wp \wp(s, 0)=e^{r s}, \wp_{0}(s, 0)=\wp \wp(s, 0) \tag{5.2}
\end{equation*}
$$

$p^{1}: \wp_{1}(s, w)=\frac{1}{\Gamma(\alpha)} \int_{0}^{w}(w-\tau)^{\alpha-1}\left(\frac{\partial^{2} \wp_{0}}{\partial s^{2}}-w^{2} \wp_{0}\right) d \tau$,
$\wp_{1}(u, 0)=0$,
$p^{2}: \wp_{2}(u, v)=\frac{1}{\Gamma(\alpha)} \int_{0}^{w}(w-\tau)^{\alpha-1}\left(\frac{\partial^{2} \wp_{1}}{\partial s^{2}}-w^{2} \wp_{1}\right) d \tau$,
$\wp_{2}(u, 0)=0$,
$p^{3}: \wp_{3}(s, w)=\frac{1}{\Gamma(\alpha)} \int_{0}^{w}(w-\tau)^{\alpha-1}\left(\frac{\partial^{3} \wp_{2}}{\partial s^{3}}-w^{2} \wp_{2}\right) d \tau$,
$\wp_{3}(u, 0)=0$,
$p^{4}: \wp_{4}(s, w)=\frac{1}{\Gamma(\alpha)} \int_{0}^{w}(w-\tau)^{\alpha-1}\left(\frac{\partial^{4} \wp_{3}}{\partial s^{4}}-w^{2} \wp_{3}\right) d \tau$,
$\wp_{4}(s, 0)=0$,
$p^{n}: \wp_{n}(u, v)=\frac{1}{\Gamma(\alpha)} \int_{0}^{w}(w-\tau)^{\alpha-1}\left(\frac{\partial^{2} \wp_{n-1}}{\partial s^{2}}-w^{2} \wp_{n-1}\right) d \tau$, $\wp_{n}(s, 0)=0$.

The following solution are obtained:
$\wp_{0}(s, w)=e^{r s}$,
$\wp_{1}(s, w)=\frac{e^{r s}\left(r^{2}-w^{2}\right)}{\Gamma(1+\alpha)} w^{\alpha}$,
$\wp_{2}(s, w)=\frac{e^{r s}\left(r^{2}-w^{2}\right)^{2}}{\Gamma(1+2 \alpha)} w^{2 \alpha}$,
$\wp_{3}(s, w)=\frac{e^{r s}\left(r^{2}-w^{2}\right)^{3}}{\Gamma(1+3 \alpha)} w^{3 \alpha}$,
$\wp_{4}(s, w)=\frac{e^{r s}\left(r^{2}-w^{2}\right)^{4}}{\Gamma(1+4 \alpha)} w^{4 \alpha}$,
$\wp_{n}(s, w)=\frac{e^{r s}\left(r^{2}-w^{2}\right)^{n}}{\Gamma(1+n \alpha)} w^{n \alpha}$.
Using the software mathematica, then find all the terms of the above integral equations. Several components of the series solutions are taken into consideration in this case, \& approximate result is provided-

$$
\begin{equation*}
\wp(s, w)=\wp_{0}(s, w)+\wp_{1}(s, w)+\wp_{2}(s, w)+\wp_{3}(s, w)+\wp_{4}(s, w)+\ldots . . \tag{5.14}
\end{equation*}
$$

$\wp(s, w)=e^{r s}+\frac{e^{r s}\left(r^{2}-w^{2}\right)}{\Gamma(1+\alpha)} w^{\alpha}+\frac{e^{r s}\left(r^{2}-w^{2}\right)^{2}}{\Gamma(1+2 \alpha)} w^{2 \alpha}+$ $\frac{e^{r s}\left(r^{2}-w^{2}\right)^{3}}{\Gamma(1+3 \alpha)} w^{3 \alpha}+\frac{e^{r s}\left(r^{2}-w^{2}\right)^{4}}{\Gamma(1+4 \alpha)} w^{4 \alpha}+\ldots$ $\qquad$

$$
\begin{align*}
\wp(s, w)= & e^{r s}\binom{1+\frac{\left(r^{2}-w^{2}\right)}{\Gamma(1+\alpha)} w^{\alpha}+\frac{\left(r^{2}-w^{2}\right)^{2}}{\Gamma(1+2 \alpha)} w^{2 \alpha}+}{\frac{\left(r^{2}-w^{2}\right)^{3}}{\Gamma(1+3 \alpha)} w^{3 \alpha}+\frac{\left(r^{2}-w^{2}\right)^{4}}{\Gamma(1+4 \alpha)} w^{4 \alpha}+\ldots \ldots \ldots} \\
& =e^{r s} \sum_{n=0}^{\infty} \frac{\left(r^{2}-w^{2}\right)^{n}}{\Gamma(1+n \alpha)} w^{n \alpha} . \tag{5.16}
\end{align*}
$$

Using "(5.16)" in

$$
\begin{equation*}
\wp(s, w)=\sum_{n=0}^{\infty} \wp_{n}(s, w) \tag{5.17}
\end{equation*}
$$

In particular as $\alpha \rightarrow 1$

$$
\begin{align*}
\wp(s, w)= & e^{s u}\binom{1+\frac{\left(r^{2}-w^{2}\right)}{1!} w+\frac{\left(r^{2}-w^{2}\right)^{2}}{2!} w^{2}+}{\frac{\left(r^{2}-w^{2}\right)^{3}}{3!} w^{3}+\frac{\left(r^{2}-w^{2}\right)^{4}}{4!} w^{4}+\ldots \ldots \ldots} \\
= & e^{r s} e^{\left(r^{2}-w^{2}\right) w},  \tag{5.18}\\
& \wp(s, w)=e^{-w^{3}+w r^{2}+r s} \tag{5.19}
\end{align*}
$$

Researchers found an accurate solution to the problem by using the homotopy decomposition method, whereas Iyiolaa and Zaman et al. [5] used the homotopy analysis method and found an approximate analytical solution to the problem. The HDM is a useful method for dealing with nonlinear PDEs, as we have seen.

## VI. TIME-FRACTIONAL MALIGNANT TUMOR GROWTH MODEL GRAPHICAL SOLUTION

Finally, using the analytical solution "(5.16)", some graphical results were produced for various value of the fractional parameter $\alpha$, that lies between 0 and 1 with parameters $r=-1,0 \leq u \leq 2,0 \leq v \leq 1.5$.
Outcome demonstrates that under the initial conditions and the chosen parameters, the death rate $r$ caused the tumor cells quantity to drop over time \& eventually approach zero. When we modified value for $\alpha$, it affected the convergence resolution using Figs 1, 2, 3, 4, 5, 6 changed when we changed the value $\alpha=0.5,0.8,0.9,0.95,0.98,1$.


Fig. $1 r=-1, \alpha=0.5,0 \leq s \leq 2,0 \leq w \leq 1.5$


Fig. $2 r=-1, \alpha=0.8,0 \leq s \leq 2,0 \leq w \leq 1.5$


Fig. $3 \quad r=-1, \alpha=0.9,0 \leq s \leq 2,0 \leq w \leq 1.5$


Fig. $4 \quad r=-1, \alpha=0.95,0 \leq s \leq 2,0 \leq w \leq 1.5$


Fig. $5 r=-1, \alpha=0.98,0 \leq s \leq 2,0 \leq w \leq 1.5$


## VII. CONCLUSION

We observed that HDM is a highly useful mathematical tool that may be used to determine an exact or very close to precise solution to a model of time-fractional malignant tumor growth. In malignant tumor growth model, when net death rate of the tumor cells is solely time-dependent, we effectively employed it to produce the precise solution. We also produced other convergent solutions using a fractional parameter $\alpha$. We discussed the fractional derivative concept's brief history and some of its features.
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