
Abstract4Nowadays,  a bank loan can provide people with

cash to fund home improvements or start a business. However,

some customers who are accepted with a loan cannot repay or

someone usually repays in a delayed time. Therefore, to mini-

mize losses, examining loan applications is particularly evident

for the bank. This paper study on bank loan analysis using data

mining techniques. We use association rules mining, clustering,

and classification techniques on the applicant9s profile to help

the bank quickly decide for a loan applicant.

Index Terms4bank loan analysis, association rules mining,

clustering, classification.

I. INTRODUCTION

The bank has to decide whether to go ahead with the loan

approval or not, this was based on the applicants9 profiles.

There are two kinds of situation risks for banks that are as-

sociated with the bank9s decision: (1) if the applicants can

repay the loan - good credit risk, the bank approves their ap-

plication, (2) if the applicants are unable to repay the loan -

bad credit risk, the bank does not approve this loan. Analyz-

ing patterns from customer profiles in the dataset and mak-

ing the right decisions based on patterns plays an extremely

important  role  in  the  Bank's  business.  In  this  paper,  we

present the approaches for analyzing the credit data that con-

tains the loan applicants. First, we use the Apriori algorithm

to find associations given the rules to predict whether an ap-

plicant is 8good9 or 8bad9. Second, we use K-Means cluster-

ing to group applicants with similar attributes into different

groups which helps a bank manager to understand easily the

characteristics  of  the group of  applicants.  Finally,  we use

classification algorithms including Naïve Bayes and K Near-

est Neighbor to classify an applicant into 8good9 or 8bad9,

which is an important task to help a bank manager quickly

make a decision for a loan applicant.

II. BACKGROUND

A. Mining Association Rules

We summarize the association rules issue as follows:

Let I = {i1, i2, &, in}, set I includes the elements. 

      D: a set of all transactions where each transaction T is

a set of elements such that T ⊆ I. 

X, Y be a set of elements such that X, Y ⊆ I. An associa-

tion rule implies the form X ÿ Y, where X ⊂ I, Y ⊂ I,

X + Y = ∅.

Support

The rule Xÿ Y holds with support  s if  s% of transac-

tions in D contains X ∪ Y. Rules that have a s greater than

user-specified support is said to have minimum support.

Confidence

The rule Xÿ Y holds with confidence c if c% of trans-

actions in D contains X ∪ Y. Rules that have a c greater than

user-specified confidences are said to have minimum confi-

dence.

B. K-Means Clustering

K-means algorithm performs the following steps:

1.Select  k  applicants from  S  to be used as cluster cen-

troids (random)

2.Assign applicants to clusters according to their similar-

ity to the cluster centroids.

3.For each cluster, recalculate the cluster centroid using

the newly calculated cluster members.

4.Go to step 2 until the process converges.

C. Classification

Classification is a data mining technique used to predict

class levels for data instances. In this paper, we are using

two different  classification techniques to  predict  the class

level including Naïve Bays and K Nearest Neighbors. 

Naive Bayes Algorithm

The Bayesian approach determines the class of document

x as the one that maximizes the conditional probability P(C |

x).

(1)

To compute P(x |C) we use equation as follows:

(2)

Where  P(xi|C)  is  calculated  as  the  proportion  of  items

from class C that include attribute value x i; P(C) is the prob-

ability of sampling for class C.

K Nearest Neighbor

K Nearest Neighbor is to predict the class of a new sam-

ple using the class label of the closest sample. We can sum-

marize  K-Nearest  Neighbor  algorithm  as  the  following

steps:

(1) Determine parameter K = number of nearest  neigh-

bors.

(2) Calculate the distance between the query instance and

all the training samples.

(3) Sort the distance and determine the nearest neighbors

based on the K-th minimum distance.

(4) Gather the category Y of the nearest neighbors.

(5) Use  the  simple  majority  of  the  category  of  nearest

neighbors as the prediction value of the query instance.
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III. EXPERIMENTS 

A. Dataset 

In this paper, we use the German Credit Data that 
contains data on 17 variables of 1000 past applicants for 
credit. Each applicant was rated as <good credit= (700 cases) 
or <bad credit= (300 cases). The attributes of each credit 
applicant are included as follows: 

1. Status of account 

2. Time in a month 

3. History of credit 

4. Purpose 

5. Credit money 

6. Savings bonds/account 

7. Employment since 

8. Personal status and sex 

9. Other debtors / 
guarantors 

10. Property 

11. Payment plans 

12. Housing 

13. Number of existing 
credits 

14. Job 

15. Telephone 

16. foreign worker 

17. Class 

B. Experimental Results 

Weka is a software that helps people analyze data and 
build predictive models quickly and accurately. In this 
paper, we use Weka to run the Apriori algorithm, K-means 
clustering, Naïve Bays, and K Nearest Neighbor. We 
dynamically change the parameter to obtain a better result. 

In this section, we present the evaluation of three data 
mining techniques for analyzing credit data. We run four 
algorithms in Weka including Apriori, K-means, Naïve 
Bays, and K-Nearest Neighbor, and analyze their results. 

(1) Mining Association Rule with Apriori Algorithm 

¯ Run Apriori with default value of parameters 
by Weka 

Scheme:       weka.associations.Apriori -N 10 -T 0 -C 0.9 
-D 0.05 -U 1.0 -M 0.1 -S -1.0 -c -1 

Set Minimum support is 0.6 (600 instances) 

Set confidence is 0.9 

Set number of executed is 8 

Return best results 

 1. other_parties=none 907 ==> foreign_worker=yes 
880    conf:(0.97) 

 2. job=skilled 630 ==> foreign_worker=yes 611    
conf:(0.97) 

 3. other_parties=none other_payment_plans=none 
742 ==> foreign_worker=yes 718    conf:(0.97) 

 4. other_parties=none housing=own 647 ==> 
foreign_worker=yes 625    conf:(0.97) 

 5. other_parties=none class=good 635 ==> 
foreign_worker=yes 611    conf:(0.96) 

 6. existing_credits=one 633 ==> 
foreign_worker=yes 609    conf:(0.96) 

 7. housing=own 713 ==> foreign_worker=yes 685    
conf:(0.96) 

 8. other_payment_plans=none 814 ==> 
foreign_worker=yes 782    conf:(0.96) 

 9. class=good 700 ==> foreign_worker=yes 667    
conf:(0.95) 

10. other_payment_plans=none foreign_worker=yes 
782 ==> other_parties=none 718    conf:(0.92) 

 
¯ Run Apriori with customization value of 

parameters 

In this case, we change parameter car = 8true9 to enable 
class association rules to be mined instead of (general) 
association rules. Then we use classIndex = -1 to make the 
last attribute taken as a class attribute. Here, the 8class9 
attribute in our dataset is the last attribute that has a 8good9 
or 8bad9 applicant. Then, we run Apriori again, and the 
results are as follows. 

Set minimum support is 0.2 (200 instances) 

Set confidence is 0.9 

Set number of executed is 16  

Return best results 

 1. checking_status=no checking 
other_parties=none other_payment_plans=none 
housing=own 244 ==> class=good 228    
conf:(0.93) 

 2. checking_status=no checking 
other_parties=none other_payment_plans=none 
housing=own foreign_worker=yes 236 ==> 
class=good 220    conf:(0.93) 

Figure 1: The German Credit data set 

296 PROCEEDINGS OF THE RICE. HUNG YEN, 2022



 

 3. checking_status=no checking 
other_parties=none other_payment_plans=none 
job=skilled 217 ==> class=good 202    conf:(0.93) 

 4. checking_status=no checking 
other_payment_plans=none housing=own 256 ==> 
class=good 238    conf:(0.93) 

 5. checking_status=no checking 
other_payment_plans=none housing=own 
foreign_worker=yes 247 ==> class=good 229    
conf:(0.93) 

 6. checking_status=no checking 
other_parties=none other_payment_plans=none 
313 ==> class=good 290    conf:(0.93) 

 7. checking_status=no checking 
other_payment_plans=none job=skilled 230 ==> 
class=good 213    conf:(0.93) 

 8. checking_status=no checking 
other_parties=none other_payment_plans=none 
foreign_worker=yes 303 ==> class=good 280    
conf:(0.92) 

 9. checking_status=no checking 
other_payment_plans=none job=skilled 
foreign_worker=yes 223 ==> class=good 206    
conf:(0.92) 

10. checking_status=no checking 
other_payment_plans=none 330 ==> class=good 
303    conf:(0.92) 

 

(2) K-Mean Clustering 

We run K-means algorithm with various the 
number of clusters from 2 to 6. And we found the 
averaged Sum of Squared Error as shown in Figure 2. 

 

 
Figure 2: The averaged Sum of Squared Error 

 
The knee point with k=3 shows that this data set 

should be grouped into 3 clusters. The results for 
running K-means with 3 clusters are illustrated in Figure 
3 and Figure 4. 

 

Figure 3: The results run K-means with 3 clusters 

 

Figure 4: The results run K-means with 3 clusters and plot by Property 
Magnitude attribute 

 (3) Classification. 

a) Data preparation 

The data is separated into two *.csv files in which 70% 
data for training is stored in credit-train.csv and 30% data 
for testing is stored in credit -test.csv. 

TABLE 1: THE DATASET SETTING FOR CLASSIFICATION 

Class 
Training data 

(number of items) 

Testing data 

(number of items) 

Good 480 220 
Bad 220 80 
Total 700 300 

 

b) Classification with Weka 

Run Naive Bayes Classify 

- The results from training dataset 
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Figure 5: Illustrates the results for training with Naive Bayes 

- The results for the testing dataset 

 
Figure 6: Illustates the results for testing with Naive Bayes 

  Run K-Nearest Neighbor Classify 

- The results for training dataset 

 
Figure 7: Illustates the results for training with KNN 

- The results for testing dataset 

 
Figure 8: Illustates the results for testing with KNN 

Analysis. We can summarize the results as the tables 
below. 

TABLE 2: SUMMARY OF THE RESULTS 

Methods 
Traning 

(Accuracy) 

Testing (Accuracy) 

Naïve Bayes 534/480 227/300 
KNN 700/700 218/300 

TABLE 3: CONFUSION MATRIX FOR RUNNING 
NAÏVE BASE 

            Assigned    
True C1 C2 

Total 

C1 191 29 220 
C2 44 36 80 

TABLE 4: CONFUSION MATRIX FOR RUNNING KNN 

            Assigned    
True C1 C2 

Total 

C1 188 32 220 
C2 50 30 80 

As the results, we can see that the trained KNN 
algorithm better than the Naïve Bayes algorithm for the 
German Credit dataset that is given above. However, for the 
results of the classification on the testing dataset, Naïve 
Bayes outperforms the KNN algorithm. 

V. CONCLUSIONS 

 In this paper, we present approaches for analyzing the 
credit data and provide the information for the bank 
manager to make a decision regarding loan approval. 
Besides, we can conclude as follows. (1) For mining 
association rules, (a) some association rules have very high 
confidence, but it is not important in particular; (b) the 
number of rules depends on the confidence and minimum 
support; (c) the confidence of a rule does not depending on 
the minimum support. (2) It is better to classify the German 
Credit dataset into 3 clusters. (3) Even though the KNN 
algorithm trained better than the Naïve Bayes algorithm for 
the German Credit dataset, Naïve Bayes outperforms the 
KNN algorithm for classifying new applicants for loan 
service. 
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