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Abstract—Translation from the national language into sign
language is an extremely important area of research and practice,
which aims to ensure communication between deaf or hard of
hearing people and the hearing community. The article provides
an overview of the most important research on sign language
interpretation conducted in various research areas. The latest
scientific and theoretical achievements were presented, which
contribute to a better understanding of the subject of sign
language translation and the improvement of the quality of
translation services. Our main goal is to identify outstanding
areas of interdisciplinary research related to sign language
translation and to identify links between these studies conducted
in different areas. The conclusions of the article aim to broaden
the knowledge and awareness of sign language translation and
to identify areas that require further research and development.
The work is linked to a project related to the application of
machine learning in increasing accessibility for deaf people.

I. INTRODUCTION

S
IGN language is an integral part of the lives of deaf

people, enabling them to communicate, express their

emotions and participate in society. Sign language interpreters

are essential to ensure a balanced access to information and

services for people with hearing impairments. Sign language

interpreters play a key role in the transfer of information

between deaf and hearing people, enabling full participation

in various areas of social and professional life [1].

Sign language is a natural language that, like any other nat-

ural language, has its own grammar, vocabulary, and sentence

structure [2]. There are many different sign languages in the

world, each with its own unique characteristics. Therefore,

translating from a national language into a sign language

requires not only knowledge of the sign language, but also an

understanding of the culture and social context of the people

who use it. For this reason, the process of translating from

the national language into a sign language is complicated

and requires the interpreter not only to know both languages,

but also to be able to interpret and translate the meaning.

Sign language interpreters must consider not only the literal

meaning of words, but also their connotations and cultural

context. It is also important to skilfully use gestures, facial

expressions and body movements to convey the speaker’s

emotions and intentions [3].

Increasing equal opportunities and participation of deaf

people in society is important, therefore the need to develop

solutions aimed at reducing the social exclusion of deaf

people is the result of growing social awareness and legal

obligations regarding equal access to services and information

for all citizens. For this reason, research and development of

solutions for automatic translation of natural language into

sign language are of great importance to deaf people. Creating

new solutions that automatically convert spoken language into

sign language has great potential in removing communication

barriers and enabling full participation of deaf people in

various areas of social and professional life.

Research into automatic translation of natural language into

sign language requires the use of advanced technologies such

as artificial intelligence, machine learning and natural language

processing. As a result, the development of such solutions

contributes to technological progress and is also used in other

fields, such as machine translation or speech recognition. The

most important thing is that scientific research and creating

solutions for automatic translation of natural language into

sign language have a direct impact on improving the quality

of life of deaf people. Eliminating communication barriers

and enabling full participation in society contributes to greater

equality and social inclusion for this community.

The aim of this article is to present an overview of

research on sign language translation and to identify links

between research conducted in various areas related to this

field. Through our work, we aim to provide readers with a

comprehensive view of contemporary research related to sign

language interpretation, addressing a variety of aspects, such

as translation efficiency, quality of interpreting services, tech-

nological support, and social and cultural contexts. Our work

focuses on identifying common points and interconnections

between research conducted in various areas that, having an

interdisciplinary nature, relate to sign language translation.

By analyzing these relationships, the article aims to develop

understanding of the sign language translation process and on

the potential benefits and challenges of an interdisciplinary

approach to research in this field.

Our key goal is to implement the project of developing

a virtual human figure presenting the content of public ad-
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ministration in Polish Sign Language. The project broadly

aims to increase accessibility for deaf people – particularly

those who use Polish Sign Language but do not understand

Polish. It is a comprehensive solution in which it is necessary

to prepare both a module for language translation and a

corresponding avatar that is used to sign translated texts. To

achieve this goal, it is necessary to familiarize yourself with

the research and scientific and theoretical achievements in the

field of sign language translation and their implications for

translation practice. Although many of the analyzed studies

are interdisciplinary in nature, one can distinguish the pursuit

of scientists in specific directions. For this reason, we want to

present our review of the work in the proposed research areas

and encourage researchers to further research and development

in the field of sign language interpretation. By identifying

areas for further research and challenges, the article aims to

stimulate conversations and innovations that will contribute

to the continuous improvement of sign language services and

the full participation of people with hearing impairments in

society.

This article is organized as follows. The section I provides

an introduction to the subject of this article. Section II provides

an overview of related work on sign language interpretation

methods. Section III describes a solution model that uses ma-

chine learning to automatically translate texts into Polish Sign

Language. In the section IV, we present our proposed analysis

of the literature review, where we indicate key research areas.

In the sections VI, V and VII we present research into sign

language translation broken down into the indicated areas.

In the section IX, we present the results of identified links

between research conducted in various areas. Finally, in the

section X we conclude with general remarks about this work

and indicate some directions for future research.

II. RELATED WORKS

Traditional methods of obtaining information allow deaf

people to become familiar with a very small percentage of

digital information. In the context of the huge amount of

material to be translated, it seems necessary to use semi-

automatic and automatic tools to make at least some of it

available in sign language on an ongoing basis [4]. Three

basic barriers to automatic sign language translation have been

distinguished, i.e. differences in modality, lack of a standard

written form and a shortage of resources in the form of

tools and technologies for translation as well as a limited

number of sign language corpora [5]. In addition, the scope of

sign language synthesis was defined by a detailed discussion

of sign language dictionaries and repositories [6], [7]. A

thorough review of the synthesis of sign language from the

perspective of animation was also carried out, paying attention

to the difference between the synthesis of single signs and the

generation of full statements [7].

In some countries, public administrations are required to

provide sign language interpretation for deaf people to enable

them to fully enjoy public services. Translations are required

to be available in places such as government offices, hospitals,

schools and courts [8]. Public organizations must meet guide-

lines on the qualification and professionalism of sign language

interpreters to ensure effective and accurate interpretation. The

authors [9] focused on the criteria that public entities placed

in virtual reality would have to meet, and pointed out that the

appearance of avatars representing officials should be adequate

to the situation of a fairly official nature. In [10], a framework

of public values was developed that virtual advisors in offices

should follow.

Many works indicate the interdisciplinary nature of the

subject of sign language avatars and the great importance of

non-manual signs, facial expressions and facial expressions,

which is a great challenge for researchers dealing with the

subject of sign language synthesis [11], [12]. The author [13]

points to three interrelated threads, i.e. a linguistic approach

to facial expressions that an avatar must have in order to

convey a comprehensible message, computer graphics provid-

ing tools and technologies that are required to create avatars,

and the third thread deals with the subject of sign language

representation systems from the point of view of their ability

to represent non-manual signs and facial expressions. The

topic of non-manual signs, facial expressions and generating

synthetic emotions was also addressed in works [3], [14]–[16].

Moreover, in [17], [18], a study of social trust in chat bots

conducted was described. The study was based on theories

of operators’ trust in machines in industrial environments,

showing that acceptance and trust can be related to the field

in which the technology was introduced.

III. PROJECT Avatar2PJM

The research is part of the Avatar2PJM project (Project:

Framework of an automatic translator into the Polish

Sign Language using the avatar mechanism, The National

Centre for Research and Development, GOSPOSTRATEG-

IV/0002/2020). This project aims to develop a solution for

translating speech from Polish into Polish Sign Language

using avatar and artificial intelligence methods. The innovation

of this solution lies in the inclusion of emotions and non-verbal

elements in the visualisation of gestures.

Fig. 1. MoCap recordings as part of the Avatar2PJM project.

One of the key objectives of the project is to develop a

method of translating Polish into Polish Sign Language using

the avatar application control mechanism. A sign language

avatar is a computer representation (animation) of linguistic
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phenomena. With appropriate reference material recorded in

video form, it is possible to animate any described speech.

To this end, Motion Capture (MoCap) sessions were con-

ducted, which is a technique for capturing the actor’s three-

dimensional movements (see Fig. 1). Used in computer games,

the MoCap technique imitates the natural movements of ob-

jects or people in a very realistic way to achieve a natural

effect. In the case of sign language avatars, MoCap makes

it possible to copy sign language signs and increase the

understanding of the communicated content, since, from the

animator’s perspective, spoken sign language signs consist of

geometric positions and movements.

Fig. 2. Actual avatar prepared for testing the Avatar2PJM project.

A sign language message consists of both sign language

signs and various additional information, as what is physically

expressed is the result of co-existing linguistic and extra-

linguistic processes. In the process of creating computer-

generated animations, the emotional context of the utterance

is taken into account, as well as phenomena such as correct

mouth movements or voiceless speech that occur during sign

language communication. In particular, the sign language in-

terpreter’s facial expressions and the information they convey

are important. Such elements are also important in the context

of the data needed to develop the interpreting module. The

material acquired during the MoCap session is used to feed

the animation module and provide an input data set for the

translation module based on machine learning methods. For

this to be possible, it is necessary to subject the collection of

recordings to an annotation process. The annotation process

involves describing individual sign language sign elements at

specific intervals. This includes sign units, lexical interpreta-

tions (lemmas, lexemes), as well as information concerning

the non-manual elements of the sign. Since one of the key

elements of annotation is the sign language interpreter’s face,

and this process is time-consuming, an attempt was made to

explore the possibility of automatically recognising the inter-

preter’s facial expressions. Automatic annotation would signif-

icantly improve and speed up the annotator’s work. The article

describes partial results of the research carried out in this field.

One of the expected outcomes of the project is pilot testing

of selected online information services run by public adminis-

trations (the avatar used in the tests is presented in the Fig. 2).

The widespread use of automatic translation mechanisms in

public online systems is a constructive step towards improving

the accessibility of digital public administration. In addition,

the project team is investigating the professional potential of

deaf people and their satisfaction with contact with public

administration before and after the implementation of the

virtual interpreter. This will identify the social and economic

barriers that deaf people face in their contacts with the ad-

ministration and in the labour market. The vocational potential

of deaf people will also be explored, as well as methods of

capturing data to maximise the effects of vocational activation.

The results of the project will contribute to the sustainable

elimination of barriers faced by users of Polish Sign Language.

IV. PROPOSED APPROACH

When analyzing the current state of knowledge on the

subject of sign language interpretation, one should pay at-

tention to the interdisciplinarity of the subject of research,

which combines various areas of knowledge in order to better

understand this natural language of communication for the

deaf. The interdisciplinarity of this research allows for a

holistic approach to the issue of sign language translation.

It requires collaboration between scientists and specialists in

various fields to improve the translation process and develop

new tools and strategies.

In order to provide a comprehensive view of contemporary

research on sign language, we decided to analyze many sci-

entific papers related to sign language translation, group them

according to the nature of research, and then identify links

between research conducted in different areas. To this end,

we can identify three research areas related to sign language:

• the technological area where research focuses on devel-

oping and improving technological solutions related to

sign language interpretation;

• the character animation area, where the proposed ap-

proaches relate to character animation for conveying

information in sign language;

• the area of application, which presents solutions related to

the use of automation in the field of providing information

in sign language.

In the technological area, we want to classify works related

to e.g. with translation into sign language, also in terms of

the transition from the national language to the national sign

language. In these works, researchers focus on developing in-

novative technological solutions for sign language translation.

In this respect, classic methods can be distinguished, which

include converting speech from the national language into sign

language, often using motion capture techniques to generate

animations. However, the development of artificial intelligence

is also playing an increasingly important role, enabling the

automatic translation of speech into sign language. In the

technological area, research is focused on improving these

methods and developing new tools and strategies that will

improve the sign language translation process.
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The character animation area focuses on ways to animate

characters that convey information through sign language.

Here too, motion capture techniques are often used to generate

character animations that reflect flicker. It is also possible to

create animations based on pre-recorded sequences performed

by a lector. The aim of research in this area is to improve

character animation techniques and search for new solutions

that will allow even better transfer of information in sign

language.

On the other hand, in the area of applications, research

focuses on the use of automation in the transmission of

information in sign language. Automation can be used in

various contexts, for example in translation systems or online

communication. The aim of the research is to improve these

solutions so as to enable easier and more effective communi-

cation for deaf people using sign language.

In addition, there are many works related to with the anal-

ysis of accessibility [19], chaterbots [20], translations of sign

languages [21] (e.g. from English (BSL) or American (ALS)

to another sign language), or the development of applications

related in some way to the implemented project [22]. Such a

group in our research was named as other works and requires

further analysis.

V. THE TECHNOLOGICAL AREA

The technological area is usually concerned with the transla-

tion of spoken language into sign language as input using text,

sound or image. There are also studies on reverse translation,

for example the solution described in [23], the system is able

to recognize sign language poses and translate through avatars

in the form of talking faces [24]. Many works also focus on the

development of two-way communication by creating solutions

that translate spoken languages into sign languages, and are

able to recognize sign languages, as for example in works [8],

[25], [26].

A. Recognition and translation of sign language into spoken
languages

In the field of recognizing and translating sign language

into spoken languages, we can distinguish the work [23] in

which the authors proposed a solution for translating films

with signers through a speaking avatar. This solution is able

to generate videos with "talking faces" translating poses from

sign language.

Another example is an AI-based novel approach to capturing

and representing sign language [27]. A solution to the prob-

lem of unavailability of annotated sign language datasets is

presented in the form of a crowdsourcing platform [28]. The

authors [29] present an innovative approach to automatic sign

language synthesis based on advances in the field of machine

translation. A system has been proposed that is able to generate

sign language videos from spoken language videos. Creating

sequences of human poses is based on a combination of neural

network-based machine translation (NMT) with motion graphs

(MG). Kolejnym rozwiązaniem jest system rozpoznawania

ruchu działający w czasie rzeczywistym z wykorzystaniem

sygnału elektromiografii zaprezentowany w pracy [70]. Wyniki

badań pokazały, że system może z dużą dokładnością rozpoz-

nawać 20 znaczących i szeroko stosowanych ruchów ASL.

Another solution is a real-time motion recognition system

using the electromyography signal presented in [30]. Test

results showed that the system could recognize 20 significant

and widely used ASL movements with high accuracy.

B. Two-way communication

Recognition and translation of sign language into spoken

languages and vice versa, i.e. two-way communication, is

another important area of research related to sign language

translation. Two-way communication is essential to ensure

smooth interaction between deaf people using sign language

and hearing people using spoken language.

The task of the European project [8] is to develop technol-

ogy for automatic translation of sign languages into spoken

languages and vice versa. The solution will be provided in

the form of a mobile application for translation and commu-

nication. It focuses on several languages, i.e. English, Irish,

Dutch and Spanish. In addition, the EXTOL project [25] was

developed, which aims to develop the world’s first system for

translating British Sign Language into English and a functional

machine translation system for any sign language. On the other

hand, in [31] an automatic system for registering deaf patients

was proposed, including a workstation with a computer, an

RGB camera and a depth sensor (Kinect). Work related to

sign language also applies to translations into Chinese. The

proposed solution [26] is a framework-based framework for

recognizing and generating Chinese Sign Language based on

a recursive neural network. The algorithm has high accuracy

in recognizing real and synthetic data, with reduced execution

time.

C. Translation of spoken languages into sign languages

An important process among the aforementioned transla-

tions is the translation of spoken languages such as text, voice

or film into sign languages. This is an important area of

research and technological development that aims to facilitate

communication between hearing people and deaf people who

use sign language. This area includes paper [32] in which

an Arabic sign language dictionary was developed using

the HamNoSys notation and eSIGN editing software. Also

presented is the SIGML sign language, where characters are

presented using a 3D avatar, 3000 characters. The Mexican

Sign Language avatar presented by the authors [33] was

created based on a combination of natural language process-

ing (NLP) techniques with the use of programming engines

(Unity) to create animation. Using the structured language

model of AZee, Paul’s Avatar [34] was created, which is a

hybrid system animated mainly with hand-made keyframes,

and Kazoo’s virtual avatar [35], which generates content from

French to sign language.

On the basis of the results available in related literature,

an analysis and evaluation of the Portuguese Sign Language

(LIBRAS) translation system developed as part of the project
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was carried out in the context of generating signs and sen-

tences considered ungrammatical by the Deaf community [36].

ProDeaf was developed as computer software for Portuguese

Sign Language [4]. Translation takes place both from voice

and from text to sign language. However, the proposed appli-

cation is focused on one-way communication and is not able

to translate sign language into text or sound.

On the other hand, for Hindi, a system was proposed that

translates English text into Indian Sign Language (ISL) via

a 3D avatar [37]. The basic component is an ISL parser that

allows parsing sentences based on ISL grammar rules. The

system does not use previously saved photos and videos, it

displays representations of sentences and words in real time.

The Indian Sign Language Dictionary [38], which is bilingual

for both English and Hindi, uses the Hamburg notation system

and markup language SIGML and the Web Graphics Library

(WebGL) to animate 3D avatars. The presented dictionary has

2000 English words and 3286 Hindi words with 110 example

sentences.

VI. THE CHARACTER ANIMATION AREA

Major sign language research focuses on the recognition

and production of sign languages, as well as the improvement

of sign language systems and tools. Research is focused on

the development of advanced systems and tools that enable

the generation of sign language animations [34], [39]. In

this context, researchers are developing software that allows

the creation of fluid gestures, facial expressions and body

movements characteristic of sign language. For more authentic

sign language animations, research is focused on developing

motion capture techniques. Researchers are developing tech-

niques that enable realistic facial expressions and emotional

expression in sign language animation [40]. Improving the

quality of animation and adding facial expressions contributes

to better communication and understanding of the information

conveyed [41].

A. Systems and tools in sign language animation

One of the proposed tools is Kazoo’s virtual avatar [35],

which generates content from French to sign language. This

project offers the possibility of automatically animating a

virtual avatar and content synthesis based on an abstract repre-

sentation of the author’s language model AZee. Paul’s English

Sign Language avatar was created using the AZee structured

language model [34]. Developed at DePaul University by a

team of scientists who are working on the avatar. The main

goal is to create an avatar that would translate English to ASL

in real time.

An interesting solution is a system that allows adding

sign language translations in the form of a 3D avatar to

digital mathematical educational materials [39]. Operation

and construction of ASL System, which consists of 3 basic

components: supporting the 3D model, supporting animations,

supporting rendering. The SignGAN system [40] on the other

hand, is a model for sign language production, a neural

network-based translator between text and a synthesized skele-

tal pose, creating photorealistic sign language videos directly

from spoken language. The proposed solution reduces the

problems associated with motion blur.

B. Motion Capture Techniques for Sign Language Animation

Advanced motion capture, image processing, and virtu-

alization techniques are often used to create a 3D avatar.

An example is the avatar, which acts as a teacher of quite

specific concepts in the field of electrical engineering in sign

language [42] and the aforementioned Kazoo avatar [35] or

Paul’s avatar [34].

The key barriers to sign language generation, in particular

differences in modality, lack of a standard written form and

insufficient resources, are presented in paper [5]. The state of

the art and challenges in presenting non-manual signs in avatar

animation were also presented from the point of view of three

areas, i.e. linguistic approach to facial expressions; Computer

Graphics; sign language representation systems [13]. Solving

the problem [27] of unavailability of annotated sign language

datasets in the form of a crowdsourcing platform has been

presented as a novel approach to capturing and representing

sign language.

C. Efforts to improve the quality and realism as well as facial
expression in sign language animation

Actions to improve the quality and realism of sign language

animation are very important in order to better understand the

information conveyed. For this reason, a new method [43]

based on machine learning was proposed to automatically

calculate three key values: selecting the location for inserting

pauses, setting the differential speed of individual words,

and setting the duration of pauses. In addition, in the years

2006 - 2014, models were worked on that combine language

phenomena with specific facial movements in order to generate

animations, and an infrastructure for animation synthesis using

MPEG-4 facial animation parameters was developed [15].

On the basis of a review of existing lighting models and

current progress and research efforts in the field of facial

expression and facial expressions, an innovative technique

was proposed [11] modifying the classic computer graphics

techniques, which, according to the author, is the most efficient

combination to present the smallest details. In addition to

the automatic generation of complex facial expressions in 3D

avatars, a new parametric model of facial expression synthesis

using 3D avatars has been proposed [14].

VII. THE AREA OF APPLICATION

The use of translation from the national language into sign

language is especially important in situations where commu-

nication is necessary to understand and express thoughts, such

as business meetings, school activities or conversations with

a doctor. Thanks to appropriate translation, deaf people can

actively participate in discussions, make decisions and express

their views. The development of technologies, such as mobile

applications or interactive screens, opens up new possibilities
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in the field of translation from the national language into

the sign language. These innovations facilitate a faster and

more precise translation process, thus enabling more effective

communication between deaf and hearing people [44].

An important area of application for sign language avatars

seems to be all issues related to meeting basic needs and

ensuring proper functioning in various spheres of public and

social life. Avatars should be used wherever access to informa-

tion is crucial and it is not possible to employ a professional

sign language interpreter. In particular, applications in the

field of education, medicine and security and transport can

be distinguished here.

A. Education Application

Automatic translation of natural language into sign language

has the potential to improve the quality of education for deaf

people. Access to translation tools enabling understanding of

the content taught at school is invaluable for the intellectual

and educational development of this group of people. The

Mexican Sign Language Avatar, as a mobile application via a

cloud server using NLP and automatic translation, will present

limited content from a 4th grade primary Mexican history

textbook in sign language [33].

In order to teach mathematics, an e-learning system was

developed that was developed for Arab deaf sign language

students using an Arabic Sign Language avatar [45], as well

as a system for adding sign language translations in the

form of a 3D avatar to digital math education materials [39].

A system facilitating independent learning of English Sign

Language [46] has also been developed, in which the user has

a graphical interface at his/her disposal. This system is based

on a neural network that classifies signs flashed in the hand

alphabet, recorded with a webcam.

Many efforts have been made in the field of education,

e.g. in [47] a Turkish project was described, which presented

the benefits of using 3D Avatar in the process of educating

deaf children. For the experiment, an avatar was created and

a test was performed using it to compare the educational

effectiveness of the avatar with text-based learning tools. The

results indicated that avatar-based tutoring was more effective

in assessing a child’s knowledge of certain words in sign

language. In the field of education, dictionaries in English [34],

Irish [48], Arabic [32] and Indian [37], [38] as well as

Portuguese [42] dictionaries may also be considered.

B. Medical Application

The period of the pandemic significantly verified the ac-

cessibility of deaf people to medical care. Dutch researchers

in [49], [50] studied the potential of automatic translation of

text into sign language. Based on consultations with medical

professionals, they built a corpus of the most frequently used

expressions when diagnosing COVID. SIGML representation

and JASignin avatar were used. Attention was drawn to

the advantage of avatar over video translation in terms of

flexibility and scaling. A definitely lower level of realism and

difficulty of understanding was considered a disadvantage.

In a situation where physical well-being is at stake, patients

are likely to feel more comfortable watching a human film

than an animated avatar [51]. It was also found that users have

greater acceptance of virtual advisors operating in general ar-

eas, e.g. answering questions in the field of waste management.

However, in the case of more personal topics, e.g. parental

support, they feel anxiety and distrust when the advisor is not

a human but a virtual assistan [52], [53].

C. Security and transportation applications

In the area of ensuring safety, one of the examples of

application can be the paper [54], which dealt with the subject

of messages about disasters. The authors focus on voice

notations that are widely used to transcribe video sequences in

sign language. In the first steps, the authors created a corpus

for disaster messages in Indian language to be presented by an

avatar. In terms of character animation, two methods of Motion

Capture and Video Tracing were investigated, for reasons of

cost, it was decided to use Video Tracing, which creates 2D

avatars. An avatar was created based on the video, the process

of animating a 3D avatar based on a 2D video required a lot of

effort and a lot of manual tweaking. The final generated corpus

contained about 4,000 words on the subject of disasters and

about 600 sentences. Several solutions have been identified to

ensure smooth avatar movements during translation. However,

collecting data on emotional expression and facial expressions

remained a challenge during the work. Another example is the

avatar of a machine translation system under development,

built to translate Swiss Federal Railways’ messages in real

time [55]. The JASigning software was used to generate the

avatar animations.

D. Public administration

Public administration is increasingly showing interest in AI

technologies and their implementation. There are numerous

publications showing all the research towards the acceptance

of modern technologies and the way they are implemented,

among others in offices [56], [57]. All actions taken in this

direction and their results can be partly related to the imple-

mentation of sign language avatar technology. Sign language

avatars should primarily be focused on ensuring accessibility

to services, but they must also meet all other criteria and be

appropriately adapted to the specific area of public adminis-

tration [58].

For this purpose, a study of trust in virtual advisors in public

administration was conducted [17] and the possibilities of

using artificial intelligence techniques in public administration

were discussed [59]. The methods of using modern technolo-

gies in employee training in the context of occupational health

and safety were shown [60], and the advantages and potential

threats in the use of virtual advisors in public administration

were presented [61]. In the research on the introduction of

virtual reality to public administration, the criteria that must

be met were set, where an example is the appearance of avatars

in offices [62], which should have a fairly official character [9],

and a framework for public values was developed, which
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should include chat bots in public administration with exam-

ples of achievement [10]. In addition, research was conducted

on the impact of implementing modern technologies in public

administration in the context of changes in the relationship

between employees and their tools, as well as changes in the

ways of organizing work in the public sector [63].

The practical use of avatars was also reflected in the

example of using avatars in libraries. Paper [64] presents the

opportunities and possibilities of using spoken language in the

avatar library. For the purpose of simulating crisis situations,

the multi-agent multi-user architecture was used, which allows

the use of virtual cities as environments for simulations with

participants in the form of avatars [65].

E. General use

Works that are not strictly related to the application of

research in one area can be indicated here as general applica-

tion. The proposed solutions are often universal, and small

transformations or refinements of parameters to a specific

problem indicate their general applications. In the case of

general applications, practical projects are most often created,

such as applications, systems or other tools, but we also

present here theoretical analyzes in the form of literature and

systems reviews. An example of general applications may

be a web application for generating sign language using the

Kazoo virtual avatar [35]. This project is in progress, and

the current version offers the ability to automatically animate

a virtual avatar and synthesize content based on an abstract

representation of the proprietary AZee language model. The

same applies to the PE2LGP Animator tool [66], which

was created as part of a wider project on the translation of

Portuguese Sign Language. The tool allows users with no

technical knowledge or animation experience to create LGP

character animations for avatars using simple frame-by-frame

poses [67].

Another project is a novel machine translation model [68]

that translates English sentences into the Pakistani Sign Lan-

guage equivalent. The system consists of an NLP pipeline and

an external video rendering service for translated words based

on avatars. In the aforementioned European Project [8], the

task was to develop a technology for automatic translation

of sign languages into spoken languages and vice versa. The

solution will be provided in the form of a mobile application

for translation and communication. It focuses on English Irish,

Dutch, Spanish language. The Austrian project SIMAX [69] is

being implemented as a semi-automatic system for interpreting

into sign language. It is one of the most comprehensive sys-

tems and consists of several highly advanced ICT technologies.

However, The benefits of using synthetic characters from the

HamNoSys/SiGML notation instead of working with advanced

and expensive motion capture technology were presented on

the example of the eSIGN project [70]. It was a development

of the ViSiCAST system, which was created as a new project.

VIII. THE OTHER WORKS

In some of the analyzed works, it was not possible to

indicate one main area of research, therefore we defined a

group of other works. Our goal is to show that although much

research is focused on one area, sign language research is

interdisciplinary. Therefore, in this section we analyze papers

providing an overview of solutions to various problems in the

field of sign language interpretation.

The authors [36] developed a translation system for Por-

tuguese Sign Language (LIBRAS) and presented research

in the context of generating signs and sentences considered

ungrammatical by the Deaf community [71]. However, in [67],

various methods for finding the meaning of an unknown word

in American Sign Language (ASL) were investigated. An

overview of currently existing translation systems with their

advantages and disadvantages as well as the approach they

use is discussed in [4]. A new approach to the construction

of sign languages has also been proposed, which significantly

increases accuracy in translation. A systematic review of the

literature [6] on the synthesis of sign language was carried

out, in which dictionaries and repositories of sign languages

were discussed in detail, emphasizing the importance of sign

notation; translation systems and application areas [72]. Sim-

ilarly, the authors of the paper [7] reviewed the synthesis

of sign language from the perspective of animation, noting

the difference between the synthesis of single signs and the

generation of complete statements.

A review of existing sign language avatars in the context

of details and facial expressions is presented in [11], [41].

An overview of modern techniques for generating facial

expressions from the last 15 years was developed, based

on 5 examples of avatar use in projects: HamNoSys-based,

VComD, DePaul, SignCom, ClustLexical [16]. However, the

authors [44] conducted research on the intelligibility of sign

language avatars, in terms of methodology, it was proposed

to combine a focus group with online research. In addition

to determining the key aspects that the deaf community pays

attention to in the avatar, it has been shown that the very

conduct of research among the deaf community affects their

positive perception of avatars [62]. The authors [73] developed

a technique for automatically adding realism to animation

without the need to manually animate details, and also identi-

fied issues related to avatar optimization that can reduce real-

time rendering costs. It was also examined to what extent

synthetically generated animations are understandable by the

deaf community both in the form of skeletal visualizations

and generated films [74]. The results show that the deaf

community prefers synthetically realistic generated animations

to skeletal visualization, it was pointed out that automatic

methods of synthesis are not effective enough, the respondents

had difficulties in recognizing some signs [75], [76].

Research [3], [12] focused on Irish Sign Language, where

the impact of avatar facial expressions on better understanding

and acceptance by the deaf community was analyzed and

assessed. The reception of avatars’ utterances with facial
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expressions enriched with 7 commonly accepted emotions

was compared with the avatars’ basic utterances. The results

showed that the differences in understanding the content are

small. In [27], however, the problem of unavailability of an-

notated sign language datasets in the form of a crowdsourcing

platform was solved.

New challenges for sign language processing have also

emerged, based on a discussion of the interdisciplinary nature

and multidimensional approach based on Italian Sign Lan-

guage [77], [78]. An overview of the most modern methods of

interception, recognition, translation and representation in sign

language, with an indication of their advantages and limita-

tions, was made in [79]. In contrast, the authors [80] analyzed

recent advances in the fields of deep learning recognition and

production of sign language. The advantages, limitations and

future directions for research are discussed, and key barriers

to sign language generation such as differences in modality,

lack of a standard written form, insufficient resources are

presented [5].

IX. RESULTS OF LITERATURE REVIEW ANALYSIS

As part of the review of the literature on research on

sign language, nearly several hundred scientific papers were

reviewed. However, several dozen most closely related to the

scope of work were selected for this study. A significant part

of the works has been presented in the sections VI, V and VII,

where they have been grouped according to the areas (charac-

ter animation area, technological area and applications), with

the exception that some works concern several areas. Such

a situation is additionally presented in the figure 3 (together

with other works), where all articles are in appropriate groups

– it is possible to notice the permeability of works between

the analyzed scopes of works.

area 

of application

character 

animation 

area

technological 

area

other 

works

[32]

[35][33]

[27]
[17]

[41]

[55]

[34]
[50]

[8]
[31]

[39]
[16] [5]

[14] [73]
[15]

[7]
[11]

[42]

[67]

[62]

[43][52]

[13]

[56]

[17]

[75]

[58]

[76]

[78] [22] [19]

[20] [21]

[72]

[37]

[71]

[10]

[57]

[6]

[25]
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[24]
[1]

[79][23]

[40]

[29]

[38]
[30]

[74]
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[51]
[66] [48]

[60] [59]

[64]

[53]
[68] [44][61]

[54]

[65]

[46][49]

[70]

[4]

[45]

[3]

[12]

[28]

[9]

[47]

[63][69]

Fig. 3. Relationships between publications from different areas, based on
the analyzed literature.

Over the dozens of analyzed works, it can be clearly seen

that many of them concern only one area, but there are

frequent connections between the application and technology

or character animation. This means that there is a need to carry

out scientific research combining the indicated areas.

Figure 4 presents boxplots for the number of publications by

year and by area. It shows the current research related to the

analyzed topic. As can be seen, the first articles were published

in the years 2005 – 2008, since then the number of publications

on sign language animation has increased significantly. The

first quantile in the area related to animation and application is

2015, which is also a period of growth in publications in which

there is a combination of sign language with technological

possibilities. The median for most of the analyzed publications

is 2019-2020. This shows that the analyzed subject matter is

currently a very popular issue of research, application and

development.

The observations resulting from the analysis of the draw-

ing 3 also allow to justify the division adopted in this review of

the current state of knowledge. It is important to thoroughly

research both character animation and sign language appli-

cations, including - above all - from a technological point

of view. The presentation of the multitude of works that

have been analyzed requires an appropriate methodological

approach. Hence the appropriate, original grouping of all

works. On the other hand, the presentation of statistics related

to publication dates (see fig. 4) is related to emphasizing the

needs related to the discussed topic and its topicality. The

needs are already visible on the example of similar works,

which are related to e.g. with the analysis of accessibility for

people with special needs and appear already in 2005. On the

other hand, the topicality is indicated by a clear shift of the

median and the third quantile to around 2020-2021 - primarily

in the area of technology and character animation.

technological 
character

animation

application
other

all

2022

2020

2018

2016

2014

2012

2010

2008

2006

Year

Area

Fig. 4. Boxplots for the publication dates of the analyzed papers related to
the subject of the project, in relation to the areas

X. CONCLUSIONS

This article focuses on the importance of national language

to sign language translation as an important area of research

and practice to enable communication between people with

hearing impairments and the hearing community. The most

important research on sign language interpretation conducted

in various fields is reviewed. The article presents the latest

scientific and theoretical achievements that contribute to a

better understanding of this subject and the improvement of

the quality of translation services.
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The main aim of the article is to indicate the outstanding

areas of interdisciplinary research related to sign language

translation and to identify the links between these studies

conducted in various fields. The authors try to broaden the

knowledge and awareness of sign language interpretation,

as well as identify areas that require further research and

development.

The conclusions of the article aim to facilitate the improve-

ment of interpretation practices and to promote further re-

search and innovation in the field of sign language translation.

This work is important to the hearing impaired community as

it provides a better understanding of the communication needs

of these people and inspires further efforts to improve the

accessibility and effectiveness of sign language interpretation.

In conclusion, the subject of sign language animation is still

quite a new and quite complicated field, because it combines

many scientific disciplines, from linguistics to machine trans-

lation based on neural networks and advanced computer graph-

ics. Today, professionals are collaborating and exploring many

areas to develop acceptable and useful solutions to support

deaf communities. Despite the great technological progress,

the majority of works still discuss numerous challenges and

barriers that must be faced in order to ensure full access to

information that is so important for deaf people today. Ulti-

mately, improving the quality of sign language interpretation

services will contribute to strengthening the social inclusion

and equality of people with hearing impairments, ensuring

their full access to information and services in all spheres of

life.
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