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Abstract—Among the solutions for the detection of cause-and-
effect relationships are methods based on knowledge, statistical
solutions or methods allowing the use of deep learning. The
solution presented in the article uses bidirectional artificial
neural networks LSTM to detect such relationships in legal
texts in Polish. The analysis was performed at the sentence
level, but due to the specific legal language and the focus on
Polish, two separated networks were used in the experiment. The
task of the first one is to classify whether a sentence contains
a conditional, while the second one is to identify the elements of
this relationship. Both use word embedding sets for the Polish
language corpus. The results of the experiment prove that it is
possible to perform such extraction with satisfactory results, and
raise questions and point to further possible ways forward.

I. INTRODUCTION

D
ETECTING cause-and-effect relationships in texts, is

a task that requires advanced cognitive processes and

is not a trivial problem. Inference itself can often be a very

difficult task for human beings, so it is not surprising that

attempts are made to automatically process and extract such

relationships. Such data can be of significant value to many

fields of science, including the field of law. Performing in-

ference and argumentation in a proper and automatic manner

can be used for many purposes and can assist those using legal

texts in their daily work.

A. Causality relationship

We can define causality as a relationship between events

e1 and e2, such that the occurrence of event e1 results in the

occurrence of event e2 [1]. The following division of causality

is made [2]:

• Explicit causality, which occurs in a sentence in the form

of overt, often with conjunctions or causal phrases, such

as in the sentence: “I did not attend the event because

I was not invited.”

• Implicit causality, which does not occur in overt form

overt, and can often be split into several sentences, such

as in the sentences: “Drive slower. It’s slippery.”

It should be noted that in some cases the sentences, causes or

effects may be unequal to each other, such as “The reason for

the verdict was the evidence supporting the defendant’s guilt,

but also the lack of cooperation on his part”. In this example,

both “evidence supporting the defendant’s guilt” and “a lack

of cooperation on his part” are causes in a sentence. Cause

and effect can also be nested as in the sentence: “Refusal to

testify or failure to appear at trial cause the court’s disfavor

and the defense counsel’s concern.”. In this case, both “refusal

to testify” and “failure to appear at trial” may cause further

effects. Associations may also share certain parts with each

other. In the next example, the effect of the first cause is also

a cause for the next effect: “The defendant’s inappropriate

behavior caused agitation in the courtroom, as a result of which

the court had to cancel the hearing”.

Causality can be single-sentence or multi-sentence. Single-

sentence is often combined with so-called overt causal con-

junctions and phrases, which we can divide into:

• causal conjunctions: “because”, “as”, “cause”,

• result phrases: “as a result”, “due to”, "because of”,

• conditional phrases: “if ... then ...”.

In the case of implicit or multi-sentence causality, it is up to the

reader to use basic knowledge to analyze and infer to detect it.

These are much more complicated and therefore more difficult

to analyze [3].

B. Practical uses

Detecting causal relationships in texts is of immense value

and can be used in predictive and analytical tasks [3]. Having

such information can be helpful in many fields [4], such as

• medicine, when analyzing medical cases,

• learning about the causes of security incidents,

• learning about the effects of natural disasters, etc.

In the context of the legal field, information about such

relationships can carry a lot of value, for example, in the

context of adjudicating court cases (especially in countries

where the law of precedent is used, such as the US) and can be

an important aid to judges in formulating a verdict. Also for

prosecutors, or attorneys, such information can help in taking

the right strategy in the courtroom.

II. RESEARCH STATUS

Two main types of methods can be found in articles and

scientific papers to detect cause-and-effect relationships [3]:

• methods based on patterns or rules [5], [6], [7],
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• methods based on machine learning techniques [8], [17],

[18], which we can divide into statistical methods (e.g. us-

ing decision trees, Naive Bayes algorithm or linear regres-

sion) and deep learning methods (neural networks).

The first type manifests weakness in many areas due to

the need to create very sophisticated rules or patterns, thus

requiring a lot of domain knowledge. Methods based on

machine learning, on the other hand, although built without

human intervention, need to be programmed and trained, thus

requiring a lot of hardware and time resources.

A common approach appearing in the literature, is the

use of a two-step causality extraction: first the detection of

candidates is done, and then the classification of relationships.

In this approach, there can be so-called cascading errors [19],

i.e. errors that, when present in the first step, can significantly

affect the results of the next step.

A. Data preparation

In order for the model to be trained, proper data preparation

is required. The authors of [13] used the technique of labeling

words using the Cartesian product of entity and relation tags,

and then assigned a unique tag to the word. On the other hand,

in [8] a new approach was proposed, the so-called “BIO and

CEEmb” labeling of words based on tags: cause (C), effect

(E) and embedded causality (Emb). An additional step is to

mark each word as the beginning of the cause/effect (B), the

continuation of the cause/effect (I), and another word (O).

This approach makes it possible to formulate causal triples.

Suppose we have a sentence, “The court refused to continue

the trial due to the absence of the defendant.” After analyzing

this example, we can formulate a causal triple, where two

events are divided by the type of relationship (in this case,

cause-effect): “refusal to continue the trial, cause-effect, the

absence of the defendant”.

However, some tagging schemes, such as the one proposed

in [17], cannot identify overlapping relationships. To solve

this in [8], the authors use the “Tag2Triplet” algorithm, which

allows the extraction of nested relationships in which individ-

uals can be part of multiple ones. For example, the sentence

“As a result of the incident, the plaintiff was unable to testify,

leading to incorrect conclusions.” contains an effect, i.e. the

lack of testimony, which is also the cause of another effect,

i.e. “incorrect conclusions.”

B. Detecting and extraction

Following the determination process, the dominant approach

is using recurrent LSTM neural networks in varieties with

connection to conditional random fields [8] or in the Bi-

LSTM type [4]. Some works in [21] or [22] have focused on

detecting causality per se without dividing it into full relations

(they detect sentences in which such a relation exists without

dividing them into cause and effect), and some, e.g. in [4]

or [23] focus on identifying linguistic expressions useful in

describing causality (such as conjunctions and causal phrases).

In [8], [24], authors also point out that the use of word

embedding layers makes a significant contribution to improv-

ing the performance and overall results of causality extraction.

To improve the detection of relationships that remain far

apart, various techniques are being introduced, such as the

so-called self-suggestion mechanism [25], which, unlike the

classical LSTM approach, can lead to a connection between

arbitrarily distant words [26], and thus detect relationships

between words in a more sophisticated way. This is because

the meaning of a word is defined in the context of its entire

surroundings, and not just (as in simple recurrent networks)

based on what is immediately before or after it. The main

problem in causality extraction is the embedding of such rela-

tionships in the text. On the other hand, extracting prepositions

or effects without traditional conjunctions (“because”, “since”,

“if”, etc.) is an extremely difficult task [8].

III. EXPERIMENT

Causality can often be buried very deeply in a text, and even

a person himself may have trouble pointing it out. Extracting

such relationships from legal texts significantly narrows the

corpus of words that can be used. In addition, the collection

can be narrowed even further when focusing on a specific type

of legal texts, such as the texts of court judgments. Among

current studies, such experiments, i.e. causality analyses for

legal texts, are lacking, especially when talking about Polish.

In the experiment, we focused on the extraction of explicit

causality at the sentence level. This task is divided into two

parts — the first goal is to indicate whether a sentence

contains a causal relationship, while the second is to label

and extract parts of such relationships. Not only semantic

analysis becomes important here, but also the construction

of the sentence itself. The biggest problem in this type of

experiment is undoubtedly the lack of a suitable learning set

in Polish. Therefore, it became necessary to manually prepare

such a set before starting further analysis. In order to perform

it, recurrent neural networks with LSTM-type cells were used,

along with layers of word embeddings.

A. Data preparation

To conduct the experiment, it was necessary to prepare

a dataset. For this purpose, legal texts were used, specifically

court judgments from several open sources [9], [10], [11],

[12]. The total number of judgment texts was 150. Using the

author’s script (adopting the beautifulsoup library in Python

[13]), court judgments were downloaded from the above-

mentioned sources in HTML format, and then converted to text

and divided into sentences (using the NLTK library [14]). Each

document has been marked accordingly (as indicated below).

Two datasets were manually prepared for the experiment: the

first set in order to perform binary classification on it — each

sentence was assigned a positive or negative label, depending

on the presence or absence of a cause-and-effect relationship

in it. The second set was prepared based on sequence labeling,

where each word in a sentence was assigned a label indicating

its type in a sentence with causality. Both collections were

prepared manually, requiring human intervention. We marked
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Example 3.1 (Examples of elements of the first set):

Natomiast przedawnieniu podlega samo

ustalenie odszkodowania, gdyż wg woli

ustawodawcy następuje ono w formie

decyzji administracyjnej.;1

Niezbędne jest dodatkowo wykazanie

konieczności wyjaśnienia zakresu

sprawy.;0

TABLE I
THE NUMBER OF CLASSES IN THE FIRST SET

Number of elements Percentage

Class 0 (no relation) 22060 92.01%

Class 1 (with a relationship) 1914 7.99%

Total 23974 100%

the data manually on our own, then we verified it (for this

purpose we used Doccano software [15]).

1) First dataset: In the first set, each sentence was labeled,

i.e. assigned a corresponding class, according to the presence

of a causal relationship (class 1, positive) or its absence (class

0, negative), as shown in the Example 3.1. It is worth noting

that this set is not a balanced set — the negative clause

significantly dominates (Table I), which has implications for

further text analysis.

2) Second dataset: Each sentence that contained a cause-

effect relationship was additionally labeled, i.e. each word

was given a membership in one of the groups: cause (class

0), effect (class 1), causal phrase (class 2), other (class 3).

A collection of such sentences, divided into words, has been

marked accordingly (Example 3.2). Each element was labeled

in such a way that it could contain multiple consecutive words

within it (Table II). The tagging method is a modified version

of the method presented in the [20].

Example 3.2 (Example element of the second set):

w ocenie sądu okręgowego nagrody z

zakładowego funduszu nagród wypłacone

wnioskodawcy niepodlegają uwzględnieniu

przy ustalaniu podstawy wymiaru renty

gdyż nie były zaliczane do wynagrodzeń

osobowych 11111111111111111111112000000

cause-effect-sentence

TABLE II
THE NUMBER OF CLASSES IN THE SECOND SET

Number of elements Percentage

Class 0 (cause) 1748 32.43%

Class 1 (effect) 1729 32.08%

Class 2 (causal phrase) 1774 32.91%

Class 3 (other) 139 2.58%

Total 5390 100%
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Fig. 1. The architecture of the network responsible for marking a sentence
as having causality or not

B. RNNs structures

The program for detecting explicit cause-effect relationships

was built on the basis of two separated neural networks. For

this purpose, the Tensorflow library and the Keras interface

were used [16]. The first network is responsible for binary

classification of whether a cause-effect relationship is present

in a sentence. The second network is tasked with perform-

ing cause-and-effect extraction, i.e. labeling a sentence with

a cause-and-effect relation, assigning each word a token of the

appropriate class. In both cases, validation of the correctness of

the trained models is carried out at the end of the subroutines.

1) First network: The input data is properly prepared before

entering the network, by dividing it into tokens, removing

punctuation and whitespace characters. The set is divided in

a 7:3 ratio into a learning set and a validation set. The next

step is to transform the sentences into a dense feature vector

using a set of word embeddings for the Polish language [27],

[28], i.e. a 100-dimensional corpus containing all parts of

speech, created using the CBOW architecture. Based on the

subset counts, the weights of each class are calculated (due to

the unbalanced dataset). The data then becomes the input for

a recurrent neural network in the Bi-LSTM variant, in which

the first layer is the word embedding layer (loaded earlier).

The detailed architecture of the network is shown on Fig. 1.

The model was created using standard binary cross entropy

as a loss function and the adam optimization algorithm. After

training, the model is tested with a validation set and evaluated

(precision, recall, F1 and accuracy values are calculated, as

well as the ROC curve and the value under the AUC curve).

The training process took place in 8 epochs, during which all

the above metrics were measured.

2) Second network: The task of the second neural network

is to extract cause-and-effect relationships from a sentence

evaluated positively as containing causality. Each word must

be assigned one of four classes: cause, effect, connective

phrase or another word. The input sentences, as in the case
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Fig. 2. The architecture of the network responsible for extracting the cause
and effect parts

TABLE III
THE RESULTS OF THE FIRST NEURAL NETWORK

Precision Recall F1

Class 0 0.81 0.89 0.85

Class 1 0.99 0.98 0.99

Macro 0.90 0.94 0.92

Weighted 0.98 0.98 0.98

of the first neural network, undergo preprocessing (identical

to that described above), and then go as input to the neural

network in the Bi-LSTM variant (Fig. 2). Due to the small size

of the collection, cross-validation was used in the validation

process, i.e. the collection was divided into ten parts and

trained nine of them at a time, and tested the last one. After

the training process, the results of the network are validated

using the metrics of precision, accuracy, recall, and F1 index,

both for each class and the entire collection. The training

process took place over 10 epochs, during which all of the

above metrics were measured.

IV. RESULTS

The following tables present the values of the metrics for

each set and each program. Table III shows the validation

results of the first neural network tasked with binary classifi-

cation. The accuracy for the entire set was 97.68%.

The value of AUC = 0.9822, which shows that the classifier

can correctly distinguish class elements. The high precision

is maintained throughout the learning period of the model

due to issues related to the unbalanced dataset, described

below. Details of the values of the metrics at training time

(at a specific epoch) are shown in Fig. 3-7. Noteworthy, this

curve gives an incomplete picture of the classifier, due to the

unbalanced dataset. The more important information is the

values for the class with causality sewn in, the results of which

no longer look so good (as can be seen in the confusion matrix

of validation set in Table IV).

As the results indicate, the classification of such relation-

ships is not a simple task, but to some extent it is feasible.

TABLE IV
CONFUSION MATRIX OF THE FIRST NEURAL NETWORK

Actually positive Actually negative

Predicted positive 477 58

Predicted negative 109 6549

Fig. 3. Accuracy in training the first neural network

Fig. 4. Loss in training the first neural network

Fig. 5. Precision in training the first neural network

1044 PROCEEDINGS OF THE FEDCSIS. WARSAW, POLAND, 2023



Fig. 6. Recall in training the first neural network

Fig. 7. F1 process of training the first neural network

This is greatly influenced by words that are parts of causal

phrases, but it should be noted that there is never such

certainty. For example, when a sentence contains the word

“albowiem”, which often occurs in legal language, this may or

may not indicate conditionality. The word “bowiem” in most

cases separates the cause and effect parts, but there are also

exceptions to this.

Table V shows the results for the second neural network,

which was tasked with extracting the parts belonging to causal

relationships. The results here are much worse. What stands

out here is the better result of the causal phrase class, due to the

frequent occurrence of the same phrases and words. The results

here are probably also influenced by the small collection. In

contrast, class with other words (class 3) performs in a clearly

negative way, given the problem of indicating it in a sentence,

because there are no special rules formulated in the experiment

TABLE V
THE RESULTS OF THE SECOND NEURAL NETWORK

Precision Recall F1

Class 0 0.58 0.58 0.58

Class 1 0.50 0.51 0.51

Class 2 0.72 0.89 0.80

Class 3 0.18 0.06 0.09

Macro 0.60 0.61 0.60

Weighted 0.83 0.83 0.83

for the occurrence of such a class.

It should also be noted that legal texts (especially court

judgments) often have sentences that are very rote in their

construction, i.e. contain many subordinate sentences, which

also affects such analysis. The network also did not cope

when a word or phrase indicating causality was located at the

beginning of a sentence. In such a case, the word “ponieważ”

does not separate the causal part from the effect, so the

network’s results were subject to high error.

V. CONCLUSIONS

The biggest problem with the argument extraction experi-

ment became the lack of a suitable training set. There is no

such set for the Polish language in the sources, which made

it necessary to create such a set manually. This was a tedious

activity, but at the same time required adequate attention.

Closing the corpus of words to the texts of court rulings,

significantly simplified the analysis and marking of sentences,

due to the orderly structure of the text, often containing similar

causal phrases. Judgment texts, like other legal texts, are often

written in correct language, but stylistic, punctuation and even

spelling errors can be found among them (unlike, for example,

the texts of statutes). The structure of a court decision itself

looks very similar, regardless of the court or its type (division

into a operative part, justification or cited provisions).

In the case of the first set (the input for the first neural

network tasked with binary classification), sentences that have

a causal relationship in them make up a small percentage of

the set. Hence, it is necessary to set up the neural network in

such a way as to notify it of the greater importance of certain

elements of the set. The reason for using such a set is to reflect

the real ratio of sentences that contain a causal relationship to

those that do not. The use of a word embedding layer with

a trained set of vectors for the Polish language also has a broad

impact on better results.

In some cases, the word occurs with cause (without effect),

indicating that causation is missing at the sentence level. Thus,

it cannot be assumed that syntactic analysis alone would carry

significant information about the semantics of the sentence,

but it would be largely sufficient. Reviewing the results, we

can note the following regularities. For example, a sentence

containing a causal connective phrase has a high degree of

certainty about the occurrence of a cause in it. On the other

hand, a sentence that does not have such a phrase with

the highest probability is assigned to a class with no such

relationship.

VI. FUTURE WORKS

To develop the topic of causal relationship extraction in the

future, it would therefore be important to create a suitably large

and diverse test dataset. Semantic analysis at the level of the

whole document, and not just at the sentence level, would

also be an important element. This would allow detection

of arguments that are implicit relationships (sewn into the

text), often found in different parts of the document. As

research in the field of detecting such relationships shows,
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this task is not easy. When analyzing texts in Polish, we often

also have to pay attention to other elements absent in other

languages, which makes such texts significantly more difficult

to analyze semantically for causality. The resulting data from

this experiment can successfully serve for further research and

be the basis for other tasks in the area of machine learning in

the field of law.
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