
Abstract—The k-means method is one of the most frequently

used clustering methods due to its efficiency and ease of modifi-

cation and adaptation to the problem being solved. This paper

presents modification of k-means method used for clustering in

graphs. The method is presented on the example of generating

the hub&spoke structure in the graph of public transport con-

nections in Warsaw. Optimization of the public transport is one

of the most important tasks for large cities. An efficient trans-

port system is very important for its inhabitants. One of possi-

ble solutions is introducing the idea of hub&spoke to transport

system. In this approach it is important to detect main stations,

called hubs, which will create axes of high-speed connections

(city trains, metro, high-speed trams), from which passengers

can transfer to slower local connections to get to their rather

close  destinations.  In  the  presented  approach  we  propose  to

find locations of such main changeover stations using an evolu-

tionary k-means algorithm.

Index Terms—hub&spoke, evolutionary k-means algorithm,

city transport system.

I. INTRODUCTION

HE BASIC k-means algorithm became the starting point

for the construction of many of its modifications adapted

to different needs. In this paper we present its modification used

for clustering in graphs, applied to obtain the hub&spoke struc-

ture ([2], [11]) of public transport system in Warsaw.

T

Obtaining high efficiency of urban transport is a very

big challenge. This can be achieved by high financial out-

lays  for  building  new fast  connections  (metro  lines,  fast

trains or fast trams) or to some extent by optimizing the ex-

isting  system.  In  this  work  we  propose  significantly

cheaper approach, which requires (probably slow and well

thought out) rearranging the transport in the city using the

hub&spoke  structure.  The  hub&spoke  structure  was  suc-

cessfully  used  in  the  1970s  to  reorganize  air  traffic  [6].

Currently, the air transport is so developed (or there are so

many possibilities now) that this paradigm of connections

is often abandoned (an example of which is the announced

cessation  of  production  of  the  A380  aircraft,  designed

mainly for the mass transportation of passengers between

hub airports),  which does not  mean that  the method will

not be useful in other areas of transport. It seems that pub-

lic transport in big cities can be such an application of the

hub&spoke structure.

The properties and definitions of the hub&spoke struc-

ture were presented in works: [1], [7], [11], [12], [13] [14]

and [16]. The basis of the idea of arranging urban transport

as a structure hub&spoke is that individual parts of the city

are connected by a network of fast means of transport con-

nections, mainly rail, metro and fast trams. Selected stops

of these fast means of transport, can become communica-

tion hubs where one can change to slower, local means of

transport  (buses,  ordinary trams or  even bicycles,...),  but

the whole journey usually lasts shorter, because the main

burden of transport has been transferred to fast and high-

capacity  means  of  transport.  Of  course  considered  city

should have such a fast means of transport.

The proposed ideas for changing the concept of urban

transport do not assume a revolutionary removal of stops and

connections  (which  may  cause  passenger  protests),  but

rather a slow reorganization of the system so that it evolves

towards a more effective hub&spoke structure, while main-

taining many connections that break this structure due to the

habits of users.

Our new approach to this  problem is  based on the de-

scribed further evolutionary k-means method for graphs clus-

tering  (EKMG),  which  finds  groups  of  strongly  connected

stops and designates a central one as a communication hub.

The data  for  the EKMG algorithm come from the prepro-

cessed timetable for the city transport system.
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II. BASIC NOTIONS, DEFINITIONS AND ALGORITHMS 

A. Clustering methods 
Clustering is a disjunctive partitioning of set of data X, 

containing n-dimensional elements x into p nonempty sub-
sets called clusters, containing elements similar in some 
sense or measure, while the elements belonging to different 
clusters should be highly dissimilar in the same sense or 
measure. 

This aim can be obtained using many methods, one of the 
most commonly used is the k-means method ([4], [5] and 
[20]), which is presented in the Algorithm 1: 

1. Choose the number of sought clusters. 
2. Generate starting positions of cluster centroids 
3. Calculate distances of all clustered objects to all cluster 

centroids. 
4. Assign objects to clusters with the closest centroids. 
5. Update cluster centroids as geometric centers of their 

clusters. 
6. If the assignment of objects to clusters in the subse-

quent two steps does not change, then go to 7, else go to 3. 
7. End. 
Algorithm 1. The basic k-means method algorithm. 
 
The properties of this algorithm strongly depend on the 

accepted minimized distance measure: 
 CD = qiAqd(xi,xq), (1) 

where:  
d(.,.) - denotes the Euclidean (or different) distance;  
xi – clustered data items;  
xq – centroids (center or mean points) of clusters Aq, 

q=1,... p. 
Very important parameter of this method is p – the num-

ber of clusters which is imposed by algorithm users but is 
not tuned by the method. Mentioned earlier and described 
more precisely in section 4 the EKMG method can deal with 
this problem. 

B. Evolutionary algorithms 
The standard evolutionary algorithm (EA) works as this is 

shown below ([2]): 
1. Random initialization of the population of solutions. 
2. Reproduction and modification of solutions using ge-

netic operators. 
3. Evaluation of obtained solutions. 
4. Selection of individuals for the next generation. 
5. If stop condition is not satisfied go to 2, else go to 6. 
6. End. 
Algorithm 2. The standard evolutionary algorithm 

scheme. 
 
As it is known from further works ([9], [10]) this simple 

algorithm requires several improvements in order to work 
efficiently:  

   • the invention of a proper encoding of solutions,  

   • development of specialized genetic operators, appro-
priate for the accepted solution encoding (if standard ones 
are not proper),  

    • formulation of the fitness function to be optimized by 
the algorithm.  

The stop condition is usually described by a certain num-
ber of iterations. 

C. Basic graph notions 
We treat the city transport system as a graph with stations 

as graph nodes and transport lines as edges, thus some basic 
notions from graph theory are presented here, following 
[21]. 

A graph is a pair G = (V, E), where V is a non-empty set 
of vertices and E is a set of edges. Each edge is a pair of 
vertices {v1, v2} with v1 v2.  

In our problem we can consider also a directed graph, 
which is an ordered pair G = (V, A) where 

- V is a set whose elements are called vertices or nodes;  
- A is a set of ordered pairs of vertices, called arcs (di-

rected edges). 
A simple non-weighted graph can be described using a 

neighborhood matrix with elements aij, which describe the 
connection between vertices i and j of the graph, aij {0, 1}, 
0 - no connection, 1 - presence of connection. 

In our work we consider mainly generalization of the 
neighborhood matrix for weighted graphs, where elements 
aij describe not only the presence or no of the connection, 
but also its strength (for instance the capacity or travel time 
of connection). 

A hub and spoke structure (proposed in [11] and [12]) is a 
graph Hs = (Gh Gs, E) where the subset Gh corresponds to 
at least a connected graph (of hubs) with the relevant subset 
of set E, each vertex of subset Gs (of spokes) has degree 1 
and is connected exactly with one vertex from subset Gh. 

III. DESCRIPTION OF WARSAW'S TRANSPORT SYSTEM 
The timetable describing the urban transport operation in 

Warsaw can be downloaded from 
https://www.wtp.waw.pl/rozklady-jazdy/ and 
ftp://rozklady.ztm.waw.pl. The public transportation system 
is presented in Fig. 1. 

As it can be seen, this network is quite well developed and 
consists of: 

   • metro - 2 lines, 
   • high-speed city rail (SKM), suburban railway (WKD) 

and rail (KM) - 12 lines, 
   • trams - 26 lines, 
   • city, suburban and night buses - 303 lines, 
   • and over 10,000 stops for all mentioned means of 

transport. 
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Fig. 1. Warsaw passenger transport system – 2840 unified stops (the state of 

the timetable as of November 25, 2021). 

WTP (Warszawski Transport Publiczny, Warsaw Public 
Transport, the former abbreviation ZTM is still often used) 
conducts transport on most of the public transport lines in 
Warsaw. Other means of transport like private carriers and 
taxis were not included here due to the lack of possibility to 
know and to influence their transportation systems, also 
long-distance buses and trains were not considered to pre-
pare the data for computations, because they are rarely used 
as urban mean of transport. 

The public urban transport system has a large amount of 
about 10,000 stops, but for calculation purposes it has been 
reduced to 2,840 stops (graph nodes) as a result of combin-
ing into one stop stops in opposite directions and stops di-
vided into "substops" in places with heavy passenger traffic 
(railway stations, bus terminals) or stops where different 
means of transport meet (for instance metro and bus or 
tram). 

Our graph model of Warsaw transport system was built 
only on the basis of the timetable data taken from 
WTP/ZTM. In the constructed simplified graph of connec-
tions, we assumed that its vertices (communication stops), 
have a direct connection, as long as there is at least one run-
ning communication line that connects them. Thus the graph 
consists of overlapping blocks, because different communi-
cation lines have common stops.  

The processed data obtained from the timetable may 
present several properties of the transportation system:  

- presence or not the direct connections between the stops, 
- frequency or the number of courses in a certain unit of 

time, 
- travel time, 
- potential capacity of means of transport in a certain unit 

of time (data about capacity of vehicles serving particular 
connections can be found in WTP/ZTM websites). 

In the case of stops and connections common to many 
communication lines, the final values taken for computations 

are, in our case, appropriately modified (aggregated), so that 
e.g. frequencies or capacity are added and the travel time is 
averaged in order to consider of connections from more lines 
at the same destination.  

IV. EVOLUTIONARY K-MEANS METHOD FOR GRAPHS 
CLUSTERING (EKMG) 

The EKMG method is based on evolutionary k-means me-
thod (EKM), which is described in detail in work [17]. In 
short words it can be summarized as follows:  

1. Random initialization of the population of solutions 
(different centroids and numbers of clusters in solutions). 

2. Reproduction and modification of solutions using ge-
netic operators. 

3. Evaluation of obtained solutions: 
   a) total minimized distance (2) is equal to infinity, the 

number of steps is equal to 0 
   b) take the number and centers of sought clusters from 

evaluated solution, 
   c) calculate distances (meant as in formula (3)) of all 

clustered objects to all cluster centroids, 
   d) assign objects to clusters with the closest centroids, 
   e) update cluster centroids as geometric centers of their 

clusters, 
   f) if calculated total distance for new data clustering (2) 

is less than calculated in previous step and number of steps 
is less than 5, then go to b). 

   g) the last value computed of the criterion (2) is the val-
ue of fitness function of the evaluated solution. 

4. Selection of individuals for the next generation. 
5. If stop condition of EA is not satisfied go to 2, else go 

to 6. 
6. End. 
Algorithm 3. The evolutionary k-means algorithm. 
 
In this approach “solutions” are different instances of k-

means algorithm with different numbers of clusters. Num-
bers of clusters and locations of their centroids can be mod-
ified by genetic operators of EA. 

The minimized fitness function is similar to (1): 
 CDr = qiAqdr(xi,xq), (2) 

where:  
dr(.,.) - denotes a modified distance (Euclidean or differ-

ent), described further by equations (3) and (4),  
xi– clustered data,  
xq – centroids of clusters Aq, q = 1,... pt, the value of pt 

(the number of clusters) is variable. 
The modified distance dr(.,.), as used in (2), is calculated 

as follows: 

 𝑑௥(𝑥௜ , 𝑥௤) = ൜𝑑(𝑥௜ , 𝑥௤)   if  𝑑(𝑥௜ , 𝑥௤) ⩾ 𝑅𝑅  if  𝑑(𝑥௜ , 𝑥௤) < 𝑅   (3) 

           and  
 𝑅 = (1 − 𝑟) ⋅ 𝑑௠௜௡൫𝑥௜ , 𝑥௝൯ + 𝑟 ⋅ 𝑑௠௔௫൫𝑥௜ , 𝑥௝൯ (4) 

where: 
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R – is the threshold value computed used threshold para-
meter r, 

dmin(xi, xj) - is the minimum value (but bigger than zero) of 
the accepted distance measure method among grouped dif-
ferent data items xi, xj, 

dmax(xi, xj) - is the maximum value of the accepted dis-
tance measure method among grouped data items xi, xj. 

As it can be seen, the value of the threshold R is calcu-
lated on the basis of the properties of the grouped data and 
the given threshold parameter r, r  [0,1], which is meant to 
control the degree of detail of the clustering and indirectly 
the number of detected clusters. The threshold value also 
prevents the algorithm to find the trivial solution, where eq-
uation (2) is equal 0 and all data become centroids of their 
own one-data clusters.  

The EKMG method is an application of EKM method to 
find clusters in graphs. The adjacency matrix of the graph is 
treated as a set of data about the attribute values of the nodes 
of the graph. 

The algorithm of this method is presented in Algorithm 4: 
1. Random initialization of the population of solutions: 

numbers of clusters and as centroids of clusters are randomly 
selected existing nodes of the graph. 

2. Reproduction and modification of solutions (number 
and position of centroids) using genetic operators. 

3. Evaluation of obtained solutions: 
   a) total minimized distance (2) is equal to infinity, the 

number of steps s = 0 
   b) take the number and centers of sought clusters from 

evaluated solution, 
   c) calculate distances (meant as d(xi,xq)) of all clustered 

objects to all cluster centroids, 
   d) assign objects to clusters with the closest centroids, 
   e) if s < k update cluster centroids as graph nodes closest 

to computed geometric centers of their clusters, 
   f) if calculated total distance for new data clustering (2) 

is less than calculated in previous step and number of steps 
is less than k (k – the number of repetitions of k-means pro-
cedure, k = 0, 1, 2, bigger values too much slow down com-
putations), then go to b), 

   g) the last value computed of the criterion (2) is the val-
ue of fitness function of the evaluated solution. 

4. Selection of individuals for the next generation. 
5. If stop condition of EA is not satisfied then go to 2, else 

go to 6. 
6. End. 
Algorithm 4. The evolutionary k-means algorithm for 

graph clustering. 
 
The specialized evolutionary algorithm has in this case 4 

genetic operators that modify solutions: 
• the number of clusters – q (mutation like operator); 
• values of cluster centers (random selection of new cen-

troid among the nodes of the cluster) – Aq (mutation like 
operator); 

• values of cluster centers (random selection of new cen-
troid among the nodes of the graph) – xi (mutation like oper-
ator); 

• uniform crossover (exchange of parameters between so-
lutions). 

The mechanism described in [15] was used to manage the 
genetic operators and select them to modify the solutions. 

V.  RESULTS OF COMPUTER SIMULATIONS 
New method of graph clustering was tested on Warsaw 

transport system data, using the time of travel and the capac-
ity of connections as attributes of graph nodes. Simulations 
were conducted for different values of r parameter, equal 
0.01, 0.05, 0.1, 0.3, 0.5, 0.7 and 0.9. Results with different 
numbers of detected hubs are presented in consecutive Ta-
ble I, Fig. 2 and Fig. 3.  

As you can see in Table I, the method usually selects 
about 24 hubs. For higher values of r imposed, the number 
of detected hubs starts to decrease, which is in line with the 
way the clustering method works: for bigger values of r, the 
method finds smaller number of more general clusters, for 
smaller values of r, the method finds bigger number of more 
detailed clusters. The function of the threshold parameter 
value r can be compared to the zoom function in a camera 
lens. Of course, there is no perfect proportion here, because 
the data parameters of the considered problem are also im-
portant and they affect the number and distribution of the 
clusters found.  

In the domain of communication hubs the properties de-
scribed earlier mean that hubs are stronger or weaker con-
nected with their hubs.  

Figures 2 - 5 show the results of computations on the map 
of Warsaw: larger points - hubs and smaller – spokes (ordi-
nary stops) belonging to them, marked with the same color. 
Presented results are obtained for value of r = 0.3 and r = 0.7 
respectively for the criterion of time and capacity. As it can 
be seen in the pictures, hub stations are mainly located in 
central, important communication points of the city.  

 

TABLE I. 
NUMBERS OF CLUSTERS DETECTED USING THE EKMG METHOD 

DEPENDING ON IMPOSED r VALUE 

 Number of clusters detected 
r Criterion: time of 

connections 
Criterion: capacity of 

connections 
0.01 27 24 
0.05 25 24 
0.10 24 23 
0.30 24 25 
0.50 25 23 
0.70 20 12 
0.90 2 4 

 

292 COMMUNICATION PAPERS OF THE FEDCSIS. WARSAW, POLAND, 2023



 
 

 

 
Fig. 2. Warsaw transport system with 24 hubs computed on the basis of 

time of connections for r = 0.3 (the state of the timetable as of November 
25, 2021). 

 
Fig. 3. Warsaw communication system with 25 hubs computed on the basis 

of capacity of connections for r = 0.3 (the state of the timetable as of 
November 25, 2021). 

The method of finding transport hubs in the local transport 
system presented here is one of many possible ones, more 
information on other possible methods and results obtained 
for Warsaw can be found in the works: [13], [18] and [19]. 
Certainly, the stops indicated as potential hubs by several 
methods are definitely the best candidates for giving them 
such a function in reality. 

 

 
Fig. 4. Warsaw transport system with 20 hubs computed on the basis of 

time of connections for r = 0.7 (the state of the timetable as of November 
25, 2021). 

 
Fig. 5. Warsaw communication system with 12 hubs computed on the basis 

of capacity of connections for r = 0.7 (the state of the timetable as of 
November 25, 2021). 

VI. CONCLUSIONS 
This work deals with the possibility of applying the well-

known k-means clustering algorithm in the problem of graph 
clustering with the possibility of improving the public trans-
port system by using elements of the hub&spoke idea. The 
proposed specialized evolutionary method of the communi-
cation data processing is quite efficient and can deal with 
large sets of stops, characterizing big cities. We showed this 
feature on the example of Warsaw. As a result we obtained 
several solutions for different values of the threshold para-
meter r for the evolutionary k-means method for graphs 
clustering. The calculated transfer points are, of course, in-
dicative proposals and actual transfer hubs may be created in 

JAROSŁAW STAŃCZAK ET AL.: EVOLUTIONARY K-MEANS GRAPH CLUSTERING METHOD TO OBTAIN THE HUB&SPOKE STRUCTURE 293



slightly different places due to the influence of many other

factors (e.g. existing buildings, land ownership), which the

presented algorithm does not take into account, as only data

on transport connections have been considered.
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