
Abstract—Employee turnover imposes costs on the organiza-

tion. The quit may also cause significant and costly disruptions 

to the production process. The recent increase in the technolog-

ical capacity to gather large magnitude of data and analyze it 

has changed how decision makers use them to decide on mak-

ing the optimal decision. Employee attrition very similar to cus-

tomer churn is an important and deciding factor affecting the 

revenue and success of the company. To avoid this problem, 

many companies  now are taking guide via machine learning 

strategies to expect employee churn/attrition. In this paper, we 

are analyzing data from the past and present using different 

classifications like SVM, Random Forest, Decision tree, Logis-

tic Regression, and an Ensemble model to come up with a bet-

ter predictive model for the present dataset. Through this we 

are hoping to help the company predict employee churn and 

take effective measures to retain the employees and improve 

their economic loss due to the loss of valuable employees.

Index  Terms—Support  Vector  Machine  (SVM),  Random 

Forest, Decision tree, Logistic Regression

I. INTRODUCTION

Organizations must consider a lot of factors to keep them as a 

leading Company in the competitive market of today [3]. Ma-

chine Learning and their techniques have given them a useful 

tool to get an edge in the market after analyzing data col-

lected over years.

Attrition also called wastage rate or total turnover rate can 

be considered as a silent killer which destabilizes a company 

from within [2]. Employees may choose to leave the com-

pany for a lot of reasons like equal pay, lack of appreciation, 

long working hours and many more  [5]. As employees are 

the central source of any company, employee attrition has a 

negative impact on the revenue of the company along with 

other various consequences like having to invest more in hir-

ing  and  training  new  employees,  more  pressure  on  the 

present employees and a radical downslope in the expected 

performance of the company[1]. Hence Analytics done using 

Machine Learning and their tools helps us to understand the 

issue and source of it, as well as come up with effective solu-

tions for it. Using the past and present data for predicting at-

trition helps in identifying the causes for the churn and stop-

ping the increasing churn over rate.

In our methodology, we have used different classification 

methods like SVM, Random Forest and Decision tree along 

with a hybrid model to understand and analyse the perfor-

mance of different predictive models and compare them us-

ing  different  classification  metrics.  SVM  (Support  Vector 

Machine) are kernel based algorithms used which serves as a 

tool to separate different classes. Kernel transforms the input 

data into higher dimensions where it can be solved using lin-

ear classifier by drawing a hyper plane. For example, facial 

expression recognition is of the uses of SVM where it filters 

out different expressions into their own class divided by hy-

per-plane. Decision Tree (DT) appears like a tree shaped al-

gorithm to examine and determine a course of action or show 

statistical probability.

A company may deploy decision trees as a kind of deci-

sion support system. Let’s consider booking a train to travel 

as example. First we look into our calendar to see if a train is 

available on that date .If available, we look at the time suit-

able to us. Then we consider the price is within our range etc. 

Like this at each step we make decisions and go further deep 

down the branch till an outcome has arrived that is the train 

being booked.

Random Forest builds a forest with a number of decision 

tree and is an ensembling method. Logistic Regression uses 

independent  variables  for  coming  to  a  conclusion.  A  last 

method used is Stacking, an ensembling method which com-

bines the predictions from well  performing algorithms and 

gives out a better performance. Retention is more important 

than hiring. The foremost successful organizations are suc-

cessful because they look after their employees and that skills 

to retain them within the organization.

This  motivated  us  to  research  the  connection  between 

work fulfilment and representative maintenance by develop-

ing a completely unique algorithm to use to the model in 

making better predications to assist the HR management re-

tain their employees and put them within the right jobs con-

sistent with the satisfaction levels.

The prevailing systems accuracy in predicating isn't much 

and organizations hesitate to include the model, so we are 
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motivated to develop a model which satisfies the HR man-

agement to use the system [4].

II. LITERATURE SERVEY

Employment fulfilment is critical to high profitability, in-

spiration and low turnover rate. Managers particularly the HR 

group face the difficulties of securing techniques to boost po-

sition fulfilment, so their organizations stay serious. Associa-

tions who regularly neglect to upgrade work delight or fulfil-

ment are at a danger of losing their most skilled individuals 

to the contenders. Bosses and chiefs who attempts to aug-

ment the potential, innovative capacities, and abilities of the 

entire workforce include a more prominent favorable position 

inside  the  challenge  than  those  that  don't.  Representatives 

that are occupied with their work have a superior degree of 

employment fulfilment. Persuaded laborers give the protec-

tion organizations frantically required in these disordered oc-

casions.  Right  now,  the  HR  the  board  for  representative 

maintenance they need utilized SVM and random forest as 

classifier calculations to anticipate the laborer fulfilment and 

steady loss. We propose to build up a substitution calculation 

that gives better exactness utilizing Linear Model Tree close 

by random forest.

[6] Usha P.M. et al., According to the author data mining 

serves as a method for identifying and analyzing hidden pat-

terns within extensive datasets. The article's primary focus is 

on discerning the various factors that influence employee at-

trition within the human resource department of firms or or-

ganizations.  To  achieve  this,  the  researchers  utilized  data 

mining approaches, specifically emphasizing the Weka plat-

form. Weka, a data science tool for predictive analytics, em-

ploys algorithms like K-Nearest Neighbors (KNN) to cluster 

data and gain insights into the variables contributing to attri-

tion. Additionally, Weka was employed to assess and analyze 

the performance and effectiveness of the various algorithms 

used in the study.

[7] Gunjan, V.K. et al., employed Apache Spark, an open-

sourced general-purpose cluster framework, for Big Data An-

alytics.  Their  research  utilized  Multi-Layer  Perceptron  in 

Spark  to  predict  attrition,  and  the  output  was  comprehen-

sively  analyzed using graphs,  which plotted  each attribute 

and its  association with attrition values.  Additionally,  they 

provided a user-friendly interface designed to convey results 

in easily understandable language."

[8] Aniket Tambde et  al.,  focused on creating a profes-

sional  model  for  examining  and  forecasting  employee 

turnover rates.  They employed the Random Forest  and K-

Nearest Neighbors (KNN) machine learning algorithms. No-

tably, when considering the confusion matrix, Random Forest 

outperformed KNN in predictive accuracy.

[9]  Nesreen  El-rayes  et  al.,  gathered  and  analyzed  data 

from randomly selected resumes on Glassdoor, a job-search 

website,  to  forecast  employee  turnover  resulting  from job 

changes.  Their  study highlighted the  effectiveness  of  tree-

based models, particularly Random Forest (RF) and Gradient 

Boosting  (GB),  which  exhibited  strong  predictive  perfor-

mance  when compared  to  other  binary  classification  tech-

niques.

[10] Mehul Jhaver et  al.,  utilized the Gradient Boosting 

technique with its regularization-based robustness to forecast 

employee turnover. They compared this approach with three 

other common algorithms: Support Vector Machine (SVM), 

Random Forest (RF), and Logistic Regression (LR). The re-

sults indicated that Gradient Boosting outperformed the other 

three algorithms, emphasizing its efficacy in predictive mod-

eling for turnover scenarios."

III. PROPOSED SYSTEM

To design a hybrid model to predict the employee turnover 

and to understand the reasons for it by going over the past 

data and enhancing the prevailing model, which may allow 

the  corporate  to  predict  the  longer-term occurrence of  the 

event.

By identifying and then comprehending the variables that 

contributed to attrition or turnover rates, businesses and peo-

ple will be able to reduce employee turnover, boost produc-

tivity, and foster professional development. Managers can de-

mand remedial actions to build and maintain their successful 

firm thanks to these important and predictive information.

The main goal is to find out the employee turnover using 

the provided dataset. We are applying many various ways of 

classification algorithm like Random Forest (RF), Decision 

tree (DT), Support vector machine (SVM), Logistic regres-

sion (LR). We then apply stacked model which is one of the 

ensemble methods to get  a  hybrid model.  Decision tree is 

used as Meta-model. It is trained on the base model’s predic-

tion and on the test data. The inputs to the basic models may 

also be included in the training data for the meta-model. The 

meta-model will fit the training data, and a final prediction 

that is more accurate than the predictions provided by indi-

vidual machine learning algorithms is obtained. This model is 

referred to as a "stacked hybrid model".

The main objectives are:

•  To provide appropriate and obvious incentives for  the 

company to prevent staff departures or, at the very least, to be 

prepared to predict  and analyze what variables contributed 

most to turnover rate.

• To design and construct a model that determines whether 

a specific employee will quit the company or not.

• To more accurately anticipate the turnover rate using a 

hybrid approach.

• To develop and enhance various retention tactics for se-

lected personnel.

A company's ability to retain a successful business model 

and a positive company culture is a surefire indicator of its 

ability to succeed and expand in the future. Organizations and 

people can prevent this from happening and even boost em-

ployee productivity and improved growth by first recognizing 

and  then  comprehending  the  reasons  that  were  associated 

with turnover rate or attrition.  These helpful and predictive 

insights give managers the chance to demand corrective ac-

tions to build and maintain their profitable business.

IV. DESIGN AND IMPLEMENTATION

A version is intended to be used for prediction, analysis, or 

interpretation. While the interpretation is qualitative, the pro-

jection may be examined statistically. How well a model per-
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forms on untrained data can be used to gauge its predicted ac-

curacy. The use of techniques like validation may be evalu-

ated.  It  is  important  to  make  intelligent  choices  when  it 

comes to the algorithms that can be used, as well as the bi-

ases and reductions on the hypothesis area of potential fash-

ions that could be developed for the problem. To create a hy-

brid model, we use the stacking model, one of the ensemble 

approaches. The meta-model utilized is a decision tree. 

Here,  Decision Tree Model,  Logistic Regression Model, 

Random Forest Model, and SVM Model are employed as the 

basis models.

A. System Architecture

The whole system architecture is represented in the flow-

chart  below.  Gathering  the  data  is  the  first  stage  in  the 

process; in this case, we used the employee dataset. Next, we 

loaded the data and performed scrubbing, in which we nor-

malized all the missing values and cleaned the dataset. 25% 

of the dataset will be used for testing, while the remaining 

75% will be used for training. The training dataset will un-

dergo data pre-processing, which aids in positioning the data 

correctly  and  getting  it  ready  for  machine  learning  algo-

rithms.

Once data preparation is completed, we perform data anal-

ysis and visualization on different features of the dataset by 

plotting several graphs. This helps in giving a clear picture of 

the distribution of personal traits and helps choose the right 

qualities to use during prediction. Additionally, we use fea-

ture importance on the dataset that informs us of the signifi-

cance of the features based on the ratings the feature impor-

tance model assigns to them. The three features that are the 

strongest  estimators  of  the  outcome variable,  or  employee 

turnover, for the employee dataset that we have used are "sat-

isfaction," "year at company," and "evaluation."

Next step is modelling the 19, where we train four differ-

ent ML algorithms: Decision tree (DT), Random Forest (RF), 

Support  Vector  Machine  (SVM)  and  Logistic  Regression 

(LR). Then we get the prediction of each algorithm.

Now,  in  order  to  obtain  a  hybrid  model,  we  apply  the 

stacking model, one of the ensemble approaches. The meta-

model utilized is a decision tree. It is trained using the test 

data and the predictions from the basic model. The training 

data for the meta-model may also comprise the inputs to the 

fundamental  models.  The  forecast  generated  by  the  meta-

model will be more accurate than those made by separate ma-

chine learning algorithms since it will fit the training data. A 

"stacked hybrid model" is the name given to this model. This 

hybrid  model  combines  multiple  diverse  skilled  machine 

learning techniques while also reducing the errors in predic-

tions made by the basic models.

B. Algorithms

1) Algorithm for Decision Tree

We are making use of ID3 algorithm.

Step1. Using Equations (1) and (2), determine the infor-

mation gain for each and every attribute:

Entropy(S) =−∑
i=1

c

pilog2pi (1)

Gain(S, A) = Entropy(S) − ∑
v∈Values (A )

|S v|
|S|

Entropy(Sv)(2)

Step2  Step 3 should be taken if two attributes yield the 

same gain value, otherwise step 4 should be used.

Step3. Choose a quality at random.

Step4. Pick an attribute with a high gain value right away.

Step5.  Make the chosen attribute the decision tree's root 

node.

Step6.  Make  the  value  of  the  chosen  attribute  a  child 

node.

Step7. If there are still unclassified examples, proceed to 

step 8, otherwise, move on to step 9.

Step8. Continue with the following characteristics. Repe-

tition is required.

Step9. End.

2) Algorithm For Random Forest

Random forest can be created using 2 different stages:

a) Random forest creation:

Step1. Choose the features randomly such that number of 

selected features must be less than total features.

Step2. From the selected features, pick a root node ‘r’ us-

ing the best split point.

Step3.  Make root node’s value as child node using best 

split.

Step4. Repeat the step1 to step3 until single decision tree 

is formed.

Step5.  Repeat step1 to step4 to create many numbers of 

trees and construct a forest with that.

b) To make prediction from the random forest created 

in the first stage:

Step1. Consider the test features and use the rules of ev-

ery decision tree that has been generated at random to pre-

dict and store the outcome.

Step2. For every expected result, determine the votes.

Step3.  Find the expected outcome with highest voted as 

the final prediction from algorithm of random forest.

Fig. 1.  System Design

SWETHA M S ET AL.: MACHINE LEARNING APPROACH FOR FORECASTING JOB APPEASEMENT 87



3) Algorithm for Svm

Step1.  Define  an  optimal  hyper-plane  which  must  be 

maximum margin.

Step2.  Find the solution for non-linear data as well with 

the help of kernel method.

Step3. Project data to a high dimensional space where the 

classification with linear decision surfaces are easier.

a) Steps to represent an optimal hyper-plane:

Step1. Take the training data of n points:

(X1, y1), (x2, y2) …. (Xi, Yi)

Where xi- p-value vector for point 1

Yi- binary class value of 1 or -1

Thus, there are two classes 1 and -1

Step2.  Assuming that the data is indeed linearly separa-

ble, the classifier hyper-plane is defined as set of points that 

satisfy the Eq. (3).

w⃗ ⋅ x⃗+b=0 (3)

 Step2. Calculate the hard margin which can be defined as 

Eq.(4) and Eq. (5):

xi ⋅w+b−1 (4)

xi ⋅W +b=−1. (5)

Step3. Calculate the width of hard margin using. Eq. (6):

2/‖w‖ (6)

Where ‘w’ is the width of the margin.

Step4. Finally, we can find ‘w’ (weight vector) for the 

features such that there is a widest margin between two 

classes.

4) Algorithm for Logistic Regression

Step1. Given a data (x, y), build a randomly initial-

ized matrix for weight. Then, by features, we multiply it 

using Eq. (7).

a=w
0
+w

1
x
1
+w

2
x
2
+⋯wn xn (7)

Where x- matrix of values y- vector.

Step2. Pass the output obtained in step1 to a link function 

given in Eq. (8).

y î=1/ (1+ⅇ−a ) (8)

Step3. Calculating the cost for this iteration whose for-

mula is in Eq. (9):

(9)

Step4. Calculate the derivative of this cost:

And update the weights using Eq. (10) and Eq. (11):

  

ⅆ w j=∑
i=1

i=n

( ŷ− y ) x j

i
(10)

wi=w j−(α∗d w j) (11)

5) Algorithm For Stacked Hybrid Model

There are 3 stages:

a) Build the ensemble

Step1. Determine the list of base models.

Step2. Determine the meta-model algorithm.

b) Train the ensemble:

Step1. All ‘L’ base models are made to learn on the train-

ing dataset.

Step2.  Run k-fold cross validation on each base model, 

then compile the cross-validated predictions from each, de-

noted by p1, p2,, pL.

Step3.  Combine N cross-validated predicted values from 

every base model to form new N*LN*L feature matrix using 

Eq.  (12).  The  “level-one”  data  was  named in  accordance 

with the original response vector.

(12)

Step4.  Train the meta-model on the  “level-one”  data 

using Eq.(13) .

Y=f (Z) (13)

c) Predict on new data:

Step1. Generated predictions from the base models will 

be taken.

Step2. Feed those predictions into the meta-model to gen-

erate the final result.

C. Implementation

In current system only limited numbers of techniques are 

used from the huge collection of data mining techniques for 

prediction. In above advanced system generated we have ap-

plied few algorithms like k-nearest neighbor (KNN), Sup-

port vector machine (SVM), Logistic regression (LR), Deci-

sion tree (DT) and ensemble model. Fundamentally our data 

set  contain employee,  satisfaction grade,  assigned projects 

and work efficiency spent in firm.

In our system we scrub the data so that there are no null 

values in the data set and if any should remove the null val-

ues. We choose the best features for employee attrition, and 

they are in Table -1.

TABLE I. ATTRIBUTES

Features Data type

Job Satisfaction level Number [10]

Number of Projects Number [10]

Average Monthly hours Number [10]

Any Work Accident Number [10]

Last Evaluation Number [10]

Time Spent in Company Number [10]

Department Varchar [20]

Any Promotions Number [10]

Salary Varchar [20]

Turnover Number [10]

We use the co-relation matrix and heat map to analysis the 

below:
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Fig 2 Heat map

CASE 1: Positive (+ve) interdependence

Here project count (PC), average monthly hour (AMH), 

evaluation  i.e.,  rank  of  employee  is  considered.  The  em-

ployee  with  the  ability  of  covering  maximum number  of 

monthly hours and outputting the completion of multi  as-

signed project with is comparatively high has been observed 

with highly ranked.

CASE 2: Negative (-ve) Relationships

Here  turn  over  (TO),  satisfaction  is  highly  tie-up  with 

each other. In other words, we state that employees having 

low satisfaction are directly proportional to employees leav-

ing the firm. The heat map is shown below Figure 2. To in-

spect the scattering on the features. 

The following are some essential views and thus features:

• Satisfaction - Employees were divided into two groups 

based on their level of satisfaction: low satisfaction and high 

satisfaction.

• Evaluation - Using a bimodal function, employee perfor-

mance was classified as  low (below 0.6)  or  high (greater 

than 0.8).

•  Average  Monthly  Hours  -  Employees'  working  effi-

ciency is an important attribute, but being able to fully uti-

lize a high performance is also important, so work time is 

analyzed with respect to average monthly hour worked by 

each employee and is further classified based on less than 

150 hours  and more than 250 hours.  This  means that  the 

higher  the  working  efficiency,  the  higher  the  average 

monthly hours worked. These features discussed above are 

interviews.

Fig. 3.  Distribution Plot

The  satisfaction  v/s  evaluation  is  the  utmost  gripping 

graph. The employees who left the firm were analyzed under 

3 main clusters.

 Cluster 1 (Hard-working and Sad Employee):

It is important to treat the employees with working effi-

ciency more than 0.75 so that they remain in the firm. Such 

employees improve the firm and there can someday lead 

departments in firm. When such employees are not treated 

well  i.e.  satisfaction  less  than  0.2. Such employees may 

leave the firm.

 Cluster  2 (Bad and Sad Employee):

In this case employees with satisfaction level 0.35-0.45 

whose  working  efficiency  will  be below 0.58. Retaining 

such moderate employees are necessary as they can be 

directed by high  evaluated  to  work  in  order  reduce  their 

work  load.  Hence  if  their  satisfaction  is  low tendency to 

leave the firm is more.

 Cluster 3 (Hard-working and Happy Employee):

The employees with satisfaction level at between 0.7-1.0 

and  working  efficiency  greater  than 0.8.Such  employees 

should be treated well in firm in order to keep them associ-

ated to firm. They are well satisfied with their work and their 

performance is highly evaluated.

Fig.4.  Satisfaction v/s Evaluation

V. RESULTS AND DISCUSSION

The  best  model  performance  out  of  the  four  (Decision 

Tree Model, SVM Model, Logistic Regression Model, Ran-

dom  Forest  Model)  was  Random  Forest.  Hence  Random 

Forest along with stacking classifier is the best model to pre-

dict  employee  attrition  with  an  accuracy  of  0.98.  This  is 

Concluded by using below Table-2.

When we compare the performance of all the algorithms 

which are ran on the dataset, we plot a graph i.e. the model 

performances graph by which we get to know that, the high-

est score is for the Hybrid Stacked Model which is shown 

below in the figure-5.

A. Final Interpretation

With the use of all this data, a final analysis is completed 

to determine the most likely reasons an employee departed a 

firm. These interpretations are given:
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1. When underworked (less than 150 hours per month 

or  6  hours  per  day),  employees  frequently  leave 

their jobs.

2. When  workers  are  overworked  (more  than  250 

hours  per  month  or  10  hours  per  day),  they  fre-

quently abandon their jobs.

3. Workers  with extraordinarily  high or  bad evalua-

tions  ought  to  be  considered  for  a  high  turnover 

rate.

4. The  majority  of  turnover  among  employees  is 

caused by those making low to medium salary.

5. Employees  having  a  project  count  of  2,  6,  or  7 

faced the risk of being let go by the company.

6. The  best  indicator  of  staff  retention  is  employee 

happiness.

7. Workers with four and five years with the company 

should be considered for a high turnover rate.

8. Employee  satisfaction,  year’s  At  Company,  and 

evaluation were the three key factors  in  deciding 

turnover.

B. Future Enhancement

This research could incorporate predictive analytics tech-

niques to forecast employee attrition trends in a more dy-

namic  and  forward-looking  manner.  By  considering  eco-

nomic indicators, industry-specific factors, and market con-

ditions, organizations could gain valuable insights for proac-

tive workforce planning. Additionally, implementing a real-

time  feedback  mechanism  that  collects  continuous  input 

from employees,  leverages  sentiment  analysis  and  natural 

language processing, and integrates this data into the attri-

tion prediction model can enhance its accuracy. Moreover, 

the  development  of  a  recommendation  engine  to  provide 

customized  retention  strategies  for  individual  employees 

based on their predictive factors could empower HR depart-

ments  to  take targeted actions  to  reduce attrition and im-

prove overall workforce satisfaction. Finally, exploring the 

use  of  blockchain  technology  for  data  security  could  en-

hance the trust and transparency of attrition prediction and 

management,  ensuring  the  confidentiality  and  integrity  of 

employee  information  while  complying  with  data  privacy 

regulations.

VI. CONCLUSION

As we progress with our research, it’s obvious that Ran-

dom Forest along with stacking classifier and Decision 

tree as a meta-model is the best model to predict employee 

attrition with an accuracy of 0.98. Clearly we can say this is 

a best suited approach. By this we can also conclude by say-

ing, it’s important to choose the efficient base models in or-

der to make stacking method more accurate otherwise stack-

ing technique is not recommended.

We trained the  computer  with  limited data  (14000 odd 

records divided into 75percent training data and 25 percent 

test data), but it can also work effectively on a broad dataset. 

From the reference above it is very clear how the estimation 

of attrition plays an important role in the businesses

Given that large turnover percentages are caused by em-

ployees,  whether  they have high or  negative ratings,  they 

should  be  considered.  When  overworked  (more  than  250 

hours per month or 10 hours per day) or underworked (less 

than 150 hours per month or 6 hours per day), employees 

frequently leave their jobs. Employees with low to medium 

salaries are most likely to leave the organization. Employees 

who have worked on 2, 6, or 7 projects had a higher depar-

ture  rate.  The best  indicator  of  employee turnover  is  em-

ployee satisfaction.  Consideration should  be  given to  em-

ployees who have worked for the company for four and five 

years.  The  main  determinants  of  turnover  were  years  At 

Company, assessment, and employee satisfaction.

• Efficiency  of  the  stacking  model  depends  on  the 

base models.

• Base models must be as different as possible to get 

the better result.

• Stacking model makes the result difficult to inter-

pret.
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