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Dear Reader, we are delighted to share with you a
glimpse of the 8th International Conference on Research
in Intelligent Computing in Engineering (RICE 2023).
RICE 2023 is organized by the Department of Computer
Science and Information Technology, School of Technol-
ogy, Maulana Azad National Urdu University (A Central
University), Hyderabad, Telangana, India; Jointly co-or-
ganized by Universidad Don Bosco, El Salvador, CA,
during December 192, 2023.

We are truly thankful to the Polish Information Pro-
cessing Society (PTI), Poland for approving the proceed-
ings of the 8th International Conference on Research in
Intelligent Computing in Engineering (RICE 2023). It is
appearing in the Annals of Computer Science and Infor-
mation Systems series by PTI (ISSN-2300-5963). The se-
ries has been submitted to Copernicus, DBLP, Cross Ref,
Scholar, BazEkon, Open Access Library, Academic Keys,
Journal Click, PBN, and ARIANTE. At this stage, the ef-
forts, whole-hearted support, and suggestions given by
Editor-in-Chief Prof. Marcin Paprzycki and Prof. Maria
Ganzha are highly applaudable and commendable.

We are pleased to report that various researchers are in-
terested in participating in the 8th edition of RICE 2023.
It is a privilege for us to hear five keynote speakers from
different countries share their insightful perspectives on
conference-related topics. The information is provided
below:

» Dr. Le Anh Ngoc, Director of Innovations, Swin-
burne Vietnam Alliance.

« Dr. A. Govardhan. Senior Professor & Rector,
Jawaharlal Nehru Technical University, Hyder-
abad, India.

e Dr. Tran Duc Tan, Vice Dean, Phenikaa Univer-
sity, Hanoi, Vietnam.

*  Dr. Atul Negi, Professor, CSIS, University of Hy-
derabad, India.

* Dr. Bui Tien Son, Hanoi University of Industry,
Hanoi, Vietnam.

Finally, we would like to take this opportunity to ex-
press our sincere appreciation to the Advisory Board,
Technical Program Committee, Organizing Committee,
International Scientific Committee, institutions, indus-
tries, and volunteers, who contributed to the success of
this conference either directly or indirectly.
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Manuel Cardona, Universidad Don Bosco, El Sal-
vador, Central America.

Vijender Kumar Solanki, CMR Institute of Technology,
Hyderabad, Telangana, India.

Tran Duc Tan, Phenikaa University, Hanoi, Vietnam.

Abdul Wahid, Maulana Azad National Urdu University,
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Applications of Machine Learning for Diabetes Prediction:

A Comprehensive Review

Nayeem Ahmed
Department of Computer Science &
Information Technology
Maulana Azad National Urdu
University
Hyderabad, India
naeemahmed0410@gmail.com.

Abstract—The use of machine learning techniques has drawn
more attention due to its potential to improve early identifica-
tion and intervention in diabetes, a critical global health con-
cern. This article offers an extensive overview of the various
machine learning algorithms used in diabetes prediction, in-
cluding ensemble techniques, logistic regression, support vector
machines, decision trees, and neural networks. The research
closely examines how these algorithms make use of a variety of
data sources, including wearable sensor data, electronic health
records, clinical data, and genetic information. The report also
emphasizes the difficulties that these applications face, includ-
ing as interpretability, model integration into clinical proce-
dures, and ethical issues. This review elucidates the significant
influence of machine learning on diabetes prediction, paving
the way for more useful risk assessment, individualized thera-
pies, and improved patient outcomes. It does this by thoroughly
examining recent studies and their conclusions.

Index Terms—Machine Learning, Data Mining, Diabetes
Prediction, Support Vector Machine, Neural Networks

I. INTRODUCTION

Diabetes has emerged as a global health challenge, with its
prevalence reaching alarming levels worldwide. As illus-
trated in figure.1, the International Diabetes Federation esti-
mates that 463 million individuals worldwide had diabetes in
2019 and that 700 million will have the disease by 2045 [1].
Diabetes causes serious consequences including cardiovascu-
lar disease, renal failure, and blindness, placing a significant
strain on patients, healthcare systems, and society at
large [2].

Early prediction and intervention play a crucial role in
managing diabetes effectively and reducing its impact on in-
dividuals' health outcomes [3]. Traditional approaches to di-
abetes prediction have relied on clinical risk scores and
biomarkers, but they often lack accuracy and fail to capture
the complexity of the disease. A paradigm change in dia-
betes prediction has been brought about by the development
of machine learning (ML) techniques, which have the poten-
tial to enhance the precision, effectiveness, and personalized
character of predictive models [4].

A substantial corpus of research has been done in the last
ten years on using machine learning algorithms to predict di-
abetes. This research has utilised several ML methods, such
as Logistic Regression [5], Decision Trees [6], Support Vec-
tor Machines [7], Neural Networks [8], and deep learning
models, to create prediction models that can precisely iden-
tify people at risk of getting diabetes. By utilizing diverse
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Figure.1: No of Diabetes cases worldwide [1]

data sources such as electronic health records (EHRs), ge-
nomic data, wearable devices, and behavioral data, ML
models can capture the complex interplay of factors con-
tributing to diabetes onset.

The skills of machine learning in predicting diabetes have
been demonstrated in a number of significant research stud-
ies. As an example, researchers in [4] successfully created a
prediction model to evaluate the risk of diabetes by utilizing
different classifiers on the PIMA dataset. The effectiveness
and accuracy of data mining and machine learning tech-
niques in reducing risk variables were demonstrated in this
study. A noteworthy study in [9] combined genomic and
clinical data, using deep learning techniques to improve pre-
diction accuracy and reveal the underlying genetic architec-
ture of diabetes.

These key studies and others have paved the way for ad-
vancements in diabetes prediction, showcasing the potential
of machine learning techniques to revolutionize clinical de-
cision_making and improve patient outcomes. ML models
offer the ability to integrate large-scale, heterogeneous data,
uncover hidden patterns, and generate accurate risk predic-
tions tailored to individual patients.

Our goal in this large review paper is to provide a thor-
ough summary of the most recent machine learning-based
research on diabetes prediction. We will examine the
methodology used in these investigations, assess their con-
tributions to the literature, and highlight the most important
outcomes and difficulties found. To advance the science of
diabetes prediction and direct the creation of more precise
and clinically useful ML models, we will synthesize the ex-



isting literature to find gaps and opportunities for future
study.

The subsequent sections of the paper are structured as fol-
lows: Section 2 introduces the machine learning algorithms
utilized for diabetes prediction. Section 3 discusses the data
sources and features utilized in diabetes prediction. Sec-
tion 4 focuses on the applications of machine learning in di-
abetes prediction. The impacts, challenges, and future direc-
tions in this field are addressed in Section 5. Finally, Sec-
tion 6 concludes the paper with a conclusion.

II. MacHINE LEARNING ALGORITHMS FOR DIABETES PREDICTION

Machine learning algorithms have been extensively ap-
plied to diabetes prediction, offering valuable insights and
improved accuracy in identifying individuals at risk of de-
veloping the disease. Within this section, we will delve into
the intricacies of diverse machine learning algorithms, ex-
ploring their specific applications in diabetes prediction.

A. Logistic Regression

Diabetes can be predicted well using the well-liked
method for binary classification problems, logistic regres-
sion [5]. This strategy effectively replicates the relationship
between independent variables and the probability of a par-
ticular outcome. In studies predicting diabetes, researchers
have used logistic regression models, frequently integrating
clinical and genetic variables.

For instance, researchers [10] used logistic regression
models in a study to foretell the onset of diabetes. They
gathered a wide range of clinical characteristics, including
age, BMI, blood pressure, and genetic markers. They dis-
covered that the addition of genetic markers considerably
improved the predictive performance of the model by study-
ing the data from a large cohort of patients. The study
demonstrated how logistic regression may use a mix of clini-
cal and genetic data to detect diabetes risk early. This
demonstrates the algorithm's potential for early diabetes on-
set prediction.

B. Decision Trees and Random Forests

Decision tree algorithms, such as C4.5 and CART, have
been widely used in diabetes prediction due to their inter-
pretability and ability to handle both numerical and categori-
cal data [6]. Decision trees recursively split the data based
on features to create a tree-like structure, allowing for easy
interpretation of the prediction process. Random forests, an
ensemble method based on decision trees, combine multiple
decision trees to improve the model's performance and ro-
bustness.

Researchers used decision tree algorithms to identify risk
variables related with type2 diabetes by examining a large
dataset of electronic health records in their work, which was
published in [11]. They built decision tree models to identify
critical factors linked with diabetes onset by analyzing sev-
eral clinical variables such as BMI, fasting glucose levels,
and family history. Their findings provide light on the fun-
damental elements that contribute to the development of dia-
betes.

Random forests have also been utilized to increase the
model's accuracy and generalization capability in diabetes
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prediction. The authors of [12] used a mix of clinical and ge-
netic factors to predict diabetes using random forest models.
Their study found that adding both types of data enhanced
prediction ability when compared to models that just used
clinical variables. The random forest method shows promise
in capturing the complicated interactions between multiple
risk factors and the onset of diabetes.

C. Support Vector Machines (SVM)

Support Vector Machines (SVM) are robust supervised
learning algorithms employed for classification tasks, in-
cluding diabetes prediction. The primary objective of SVM
is to determine an optimal hyper plane that effectively sepa-
rates different classes by maximizing the margin between
them [7].

Researchers in [13] employed SVM for diabetes predic-
tion, utilizing a combination of clinical measurements, ge-
netic markers, and lifestyle factors. Their study demon-
strated the effectiveness of SVM in accurately classifying
individuals at risk of developing diabetes. By integrating di-
verse data sources, including genetic and lifestyle factors,
their SVM model achieved high prediction accuracy.

D. Neural Networks

Neural networks, especially deep learning models as ref-
erenced in [8], have garnered substantial attention in dia-
betes prediction owing to their capability to discern intricate
patterns from high-dimensional data. Deep learning models
consist of multiple layers of interconnected artificial neurons
that can extract and process features automatically.

The authors of [14] suggested DiaNet, a revolutionary
deep learning network for predicting diabetes from retinal
pictures. DiaNet has an outstanding accuracy of more than
84% in detecting important retinal regions and distinguish-
ing the Qatari diabetic cohort from the control group. The
study found that retinal images include predictive markers
for diabetes and other co morbidities, implying that retinal
images could be used in clinical diagnosis in the future.

E. Ensemble Methods

Ensemble methods combine multiple weak classifiers to
create a strong predictive model. AdaBoost [15] and Gradi-
ent Boosting [16] are popular ensemble techniques used in
diabetes prediction. These methods iteratively train weak
classifiers and assign higher weights to misclassified in-
stances, focusing on the difficult samples.

The researchers introduce eDiaPredict in [17], an ensem-
ble-based system for diabetes prediction that uses a variety
of machine learning methods, including Support Vector Ma-
chine, Neural Network, Random Forest, XGBoost, and De-
cision tree. This technique remarkably achieves a 95% accu-
racy rate when applied to the PIMA Indian diabetes dataset.
This emphasizes the value of effective machine learning al-
gorithms in predicting and identifying severe situations in
diabetes patients early on.

The items in table 2.1 provide an example of the wide
range of machine learning techniques used in diabetes pre-
diction. The ability to correctly identify people who are at
risk of getting diabetes has significantly improved thanks to
the use of ensemble methods, logistic regression, decision
trees, support vector machines, neural networks, and ensem-
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Taste II. ExisTING Works ON DiaBETES PREDICTION USING MACHINE LEARNING ALGORITHMS

Study Algorithm Dataset Features Accuracy (%) Key findings
[10] Logistic HER data Clinical Genetic 82.5 Inclusion of genetic makers significantly improves
Regression prediction performance.
[11] Decision Tree Electronic health BMI, Fasting 75.3 Identified key risk factors associated with type 2
records glucose levels, diabetes onsets.
Family history
[12] Random Forest Clinical and genetic | Clinical Genetic 87.9 Incorporating genetic features enhances prediction
data accuracy compared to using only clinical data.
[13] Support Vector Clinical Clinical Genetic 81.2 SVM accurately classifies individual’s diabetes by
Machine Measurements, Lifestyle integrating diverse data sources.
Genetic markers,
Lifestyle factors
[14] Neural Networks | Retinal Images Retinal Images 91.6 Deep learning model using CNN architecture
achieves high accuracy in non-invasive diabetes
detection.
[17] Ensemble Methods | Clinical & Clinical 95 Logistic Regression is an efficient algorithm for
demographic data Demographic prediction models with data preprocessing
normalization and ensemble techniques enhancing
overall performance.
[18] Logistic Prima Indians Clinical Genetic 95.20 Logistic regression model provides accurate
Regression Diabetes Database prediction using combined clinical and genetic
(PIDD) features.
[19] Random Forest Prima Indians Clinical Genetic 83.67 When predicting diabetes, RF performed better than
Diabetes Database the deep learning and SVM techniques.
[20] Support Vector Prima Indians Clinical Lifestyle | 98.7 The proposed architecture using K-means clustering
Machine Diabetes Database and SVM achieved an accuracy of 98.7% in
predicting diabetes patients.
[21] Artificial Neural Kurdistan region Genetic 91 The error rate decreased during training, indicating
Networks dataset improved prediction accuracy based on network
design.
[22] Ensemble Methods | Diabetes UCI Clinical 98 Diabetes prediction using the AdaBoost M1
(AdaBoost) dataset ensemble algorithm has a 98% accuracy rate.

ble approaches. These algorithms, when used in conjunction
with sensible feature selection and model optimization, have
the potential to enhance clinical decision-making and enable
tailored treatments for the management of diabetes.

III. AppLicaTiONS OF MACHINE LEARNING IN D1ABETES PREDICTION

Machine learning has been applied to various specific ap-
plications in diabetes prediction, offering valuable insights
and potential clinical implications. This section, discusses
existing studies that have utilized machine learning for ap-
plications such as early detection, risk stratification, and per-
sonalized treatment in the context of diabetes prediction.

The ability to quickly intervene and prevent complica-
tions depends on the early identification of diabetes. Ma-
chine learning algorithms have shown promise in identifying
persons at risk of diabetes before clinical symptoms ap-
pear [23].

Based on a person's likelihood of getting diabetes or is-
sues associated to diabetes, machine learning models can
help group people into various risk categories. This enables
tailored treatment regimens and targeted actions [24].

Building models that can analyze patient-specific data and
generate specialized predictions for diabetes diagnosis, man-

agement, and therapy is a key component of personalized
treatment for diabetes prediction using machine learning.
Predictive models are created using machine learning algo-
rithms that are trained on a variety of patient variables, in-
cluding medical history, genetic information, lifestyle fac-
tors, and biomarkers [25].

A. Integration of Machine Learning Model into the
Diabetes Clinical Workflow

Machine learning models must be smoothly incorporated
into the clinical workflow in order to be used for diabetes
prediction. As depicted in figure.2, the integration process
entails giving careful consideration to data collection, pre-
processing, model training, result communication, and deci-
sion support. This section focuses on the process for incor-
porating the clinical workflow for diabetes prediction with
the machine learning model.

Firstly, patient data is collected, which includes relevant
medical records, laboratory results, and patient demograph-
ics. This data is then pre-processed to handle missing values,
outliers, and standardize the variables. Feature engineering
techniques are applied to extract meaningful features from
the data, such as glucose levels, body mass index, and medi-
cal history. Subsequently, the pre-processed data is utilized
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to train machine learning models. For diabetes prediction,
diverse algorithms like support vector machines, logistic re-
gression, and deep learning models can be employed. The
trained models are evaluated to assess their performance and
determine their accuracy, sensitivity, specificity, and other
relevant metrics.

Once the models are validated, they are integrated into the
clinical workflow. The models receive patient assessments
and generate predictions regarding the likelihood of dia-
betes. These predictions are communicated to healthcare
providers and patients, enabling informed decision-making
and personalized care planning.

The model's results serve as decision support for clini-
cians, aiding in the determination of appropriate treatment
plans, lifestyle modifications, or the need for further diag-
nostic tests. Additionally, the patient's assessment, along
with the model's predictions, guides the communication of
the results to the patient, fostering shared decision-making
and patient engagement. To ensure the continuous monitor-
ing and improvement of the model's performance, regular
monitoring and iteration are essential. This includes tracking
the model's predictions, evaluating its accuracy over time,
and updating the model based on new patient data and feed-
back.

The integrated clinical workflow for diabetes prediction
faces challenges that need to be addressed. Some of the fac-
tors that need to be considered include the interpretability
and explain ability of machine learning models, the smooth
integration of these models into existing clinical workflows,
and the ethical aspects related to data privacy and security.

IV. LITERATURE REVIEW

In recent years, machine learning has become a pivotal in-
novation in medicine, with a promising outlook for the fu-
ture. This study aims to employ machine learning classifiers
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to categorize diabetes patients based on their self-reported
information and clinical conditions. We provide an overview
of research conducted over the past decade to identify short-
comings in existing works related to machine learning clas-
sifiers for diabetes treatment strategies.

Sun and Zhang [26] investigated a range of deep learning
and classification techniques, such as support vector ma-
chines, decision trees, random forests, and artificial neural
networks. The authors [27] used a logistic regression-based
classification technique to classify diabetes-related data in
different research. There were 459 patients in the training
dataset and 128 patients in the testing dataset. The logistic
regression model is noteworthy for achieving a high 92%
classification accuracy. It's important to note, nevertheless,
that this model's validation was limited because it wasn't
compared to other diabetes prediction models that are cur-
rently in use. For training and testing, the dataset was di-
vided in half.

Naive Bayes, decision trees, and SVM learning tech-
niques were used by researchers in their examination of the
Pima Indians Diabetes Collection [28]. Notably, when it
came to predicting diabetes, the Naive Bayes classifier
showed the best accuracy. Using 10 equal pieces of the
dataset—nine for training and one for assessment—Sisodia
used tenfold cross-validation. Precision, accuracy, recall,
and area under the curve were employed in the assessment
as conventional evaluation criteria for diabetes prediction.

The authors in [29] evaluated a number of machine learn-
ing approaches in their study. In particular, they assessed
how well neural networks (NN), random forests, and Naive
Bayes performed. The Matthews correlation coefficient was
the assessment metric used by the authors to determine how
effective these strategies were.

To extract relevant features from the Pima Indians Dia-
betes Dataset, the authors in [30] used two different feature
selection techniques: Principal Component Analysis (PCA)
and Linear Discriminant Evaluation. Factor analysis ap-
proaches include Principal Component Analysis and Linear
Discriminant Analysis. A comparative comparison of at-
tribute selection procedures was also included in the study.
The authors used the dataset under examination to test a
number of machine learning techniques, such as the Ad-
aBoost, K-Nearest Neighbors (KNN), and Radial Basis Ker-
nel, for the classification job.

A single diagnosis strategy for early-stage diabetes is
clearly not very successful, as demonstrated by the Gujral
Writing Survey of Diabetes Assumptions findings [31]. Arti-
ficial Neural Networks (ANN) incorporate numerous classi-
fiers, such Evolutionary Algorithms, Principal Component.

Analysis, and Support Vector Machines (SVM), to get the
best results.

In the study of the Pima Indians Diabetes Dataset, the re-
searchers[32] made noteworthy contributions. The impor-
tance of variables including BMI, blood glucose levels, and
the number of pregnancies in the dataset was highlighted by
their analysis. Using logistic regression and RStudio, they
estimated accuracy and obtained an accuracy rate of
75.32%.

In their examination of the Pima Indians Diabetes
Dataset, the authors in [33] used a variety of models, such as
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the multilayer perceptron, Bayes net, Hoeffding tree,and
JRip. Both the greedy iterative and the best initial feature se-
lection techniques were used in the research to increase clas-
sifier effectiveness. The researchers chose just four charac-
teristics from the complete eight: age, BMI, diabetes pedi-
gree function, and plasma glucose level. With a recall score
of 76.2% and an accuracy rate of 75.7%, the Hoeffding tree
approach in particular showed remarkable results.

Diabetic complications can be rather serious and the ill-
ness spreads quickly. Though trustworthy statistics are hard
to come by, early diagnosis lowers risks. With the help of
feature selection, hyperparameter optimization, and missing
value imputation, the authors in [34] can provide a weighted
ensemble of machine learning classifiers (NB, RF, DT,
XGB, and LGB) and introduce a SA dataset. The new
dataset for reliable diabetes prediction models employing
population-level data is beneficial to the ensemble (DT + RF
+ XGB + LGB) with our preprocessing, as demonstrated by
the considerable improvement in prediction (0.735 accuracy
and 0.832 AUC).

Support Vector Machine (SVM) and Artificial Neural
Network (ANN) models are employed in a fused machine
learning (ML) technique presented in another study in [35].
The final diabetes diagnosis made by the fuzzy logic system
is based on real-time medical information, and the dataset is
split into training and testing data in a 70:30 ratio. With an
astounding accuracy of 94.87%, the suggested fused model
outperforms earlier approaches.

A low-code Pycaret machine learning approach is used in
another study [36] for the categorization, detection, and pre-
diction of diabetes. Gradient boosting emerges as the most
accurate when many classifiers are hyper-tuned; it achieves
90% accuracy, outperforming other machine learning classi-
fiers.

V. DiscussioN AND CHALLENGES

A range of machine learning techniques for diabetes pre-
diction are presented in the evaluated literature. The follow-
ing are significant flaws and difficulties, which include the
requirement for larger and more varied datasets, the investi-
gation of deep learning methodologies, and the development
of strict model comparison procedures.

e The literature frequently mentions the drawback of
diabetes prediction based on a limited set of charac-
teristics. The predictive power of publicly accessi-
ble datasets, like the Pima Indians Diabetes Collec-
tion, may be limited since they sometimes only in-
clude a small number of variables. This emphasizes
that in order to improve forecast accuracy, feature
engineering or the inclusion of additional data
sources are required.

*  Some research exclude data that isn't full, which re-
duces the size of the dataset and could affect how
reliable the findings are. Robust handling of miss-
ing data is necessary to guarantee the accuracy of
forecasts.

*  The evaluated research has not made full use of
deep learning techniques like recurrent neural net-
works. More precise and effective diabetes predic-

tion systems may be produced by investigating so-
phisticated deep learning algorithms.

*  Many research restricts the validation and bench-
marking of their techniques by failing to compare
their suggested models with the current diabetes
prediction models. Analytical comparisons may
shed light on how well certain methods perform in
relation to one another.

VI. CoNcLusioN

The review article has extensively examined the use of
machine learning for diabetes prediction, offering a detailed
analysis of its applications. The review highlighted various
machine learning algorithms, methodologies, and datasets
used in previous studies, along with their contributions to
the field. The integration of machine learning models into
the clinical workflow has shown promising results in im-
proving the prediction of diabetes and its related complica-
tions. These models have demonstrated their effectiveness in
risk stratification, early detection, and personalized interven-
tions, leading to better patient outcomes and management of
the disease.

However, several challenges need to be addressed for the
widespread adoption of machine learning-based diabetes
prediction models. These include Interpretability and Ex-
plainability of the models, seamless integration into clinical
workflows, ethical considerations regarding data privacy and
informed consent, and ensuring generalizability and external
validation across diverse populations. Future directions in
this field involve the development of robust and inter-
pretable models, exploring novel data sources and features,
assessing long-term outcomes and clinical utility, and pro-
moting personalized risk assessment and continuous moni-
toring.
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Abstract—In this study, plant species were classified on the
Iris dataset using Artificial Neural Networks (ANN), K-Nearest
Neighbors (KNN), and K-Means algorithms. In this process,
models were developed for each method, success rates were ob-
tained, and a model with a minimum error rate was intro-
duced. The dataset of the study was obtained from the Kaggle
website. The classification process was applied repeatedly on
the iris dataset, and the classification or prediction with the
minimum error rate was aimed at the established models. In
the study process, first of all, the dataset was obtained, pre-
pared, and visualized. Models were created using the Jupiter
Notebook editor via the Anaconda desktop GUI. Then, the
models were analyzed and the most successful algorithm was
selected. As a result, according to the prediction/classification
models, it was seen that the most successful model was obtained
with the KNN algorithm, and the most unsuccessful model was
obtained with the ANN algorithm.

Index Terms—iris, plant species, ann, knn, k-means, classifi-
cation.

1. INTRODUCTION

Artificial intelligence is defined as the ability of a computer
or computer-assisted machine to perform tasks such as hu-
man characteristics, thinking like a human, solving problems,
finding solutions, understanding, making sense, generalizing,
and learning from past experiences [1].

In general, Artificial Intelligence, inspired by humans and
nature and successfully solving real-world problems with
mathematical and logical approaches, has increased its pref-
erence level as it can be used effectively in many areas.
Problems that cannot be solved with traditional methods and
techniques or that cannot be achieved at the desired level
can be successfully solved by using models created with Ar-
tificial Intelligence. At this point, very successful results can
be obtained for real-world problems such as prediction, di-
agnosis, classification, pattern recognition, optimization, and
interpretation with Al. Artificial Intelligence is used in many
fields such as engineering-based fields, education, economy,
military, and health [2-7]. In summary, Al is the general
name of technology created with completely artificial tools,
which can exhibit human-like behaviors and movements. In
other words, Al can fully perform human actions such as
feeling, predicting behavior, and making decisions [8].

In this context, this study aims to classify plant species on
the iris dataset by using ANN, KNN, and K-Means algo-
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rithms. In the second part of the study, all the details of the
material and method are explained. Then, in the third part,
the results and recommendations obtained from the study are
given.

II. MATERIAL AND METHOD

In the study, ANN, KNN, and K-Means algorithms were
used and models were created. Python programming lan-
guage was used to create the models. Matplotlib and
Numpy, Sckit Learn libraries were used for visualization and
calculations. All the details of the models are given in this
section.

A. Dataset

The dataset used in the creation of the models belongs to
“Iris”. The dataset was obtained from the Kaggle website.
The Iris dataset contains information on petal length and
width, sepal length and width of Iris versicolor, Iris vir-
ginica, and Iris setosa plant species. In addition, the dataset
includes a total of 150 samples, 50 from each plant species.
All values (minimum, maximum, and average values) of the
petal and sepal of each species are given in Figure 1.

Petal
Samples ~
(instances, observations)

dt d
1 51 35 14 0.2 Setosa
2 4.9 3.0 14 0.2 Setosa
50 | 6.4 ‘ 3.5 [ 4.5 ‘ 1.2 Versicolor
150 | 5.9 ‘ 3.0 [ 5.0 ‘ 18 ‘ Virginica
\ Sepal

/ Class labels
Features (targets)

(attributes, measurements, dimensions)

Fig. 1. Dataset [9]

In Table 1, the example 5 rows of input data (input, out-
put) were given. Output variables indicated the plant
species. Species were coded 0 (0: Setosa), 1 (1: Versicolor),
and 2 (2: Virginica).



TABLE 1. THE SAMPLE DATA FOR INPUT AND OUTPUT

Sepal Sepal Petal Petal
No lenght width lenght width Iris Type
(cm) (cm) (cm) (cm)
0 5.1 35 1.4 0.2 0 2
1 4.9 3.0 1.4 0.2 1 1
2 4.7 32 1.3 0.2 2 0
3 4.6 3.1 1.5 0.2 3 1
4 5.0 3.6 1.4 0.2 4 2
B. ANN

ANN is a technology that analyzes data by copying the
working logic of the human brain and generates new infor-
mation from this data with different learning algorithms.
ANN provides the opportunity to make some decisions or
actions using data. Technically, the task of ANN is to pro-
duce an output using the dataset entered into the model. In
order to achieve this, the network is trained with sample
datasets. Then, the network becomes able to make a com-
ment or make a decision, and thus the outputs are deter-
mined [10-13]. ANN is widely used in many fields such as
prediction, classification, system diagnostics, pattern recog-
nition, robotics, and signal processing [14].

As seen in Figure 2, an artificial neural network was es-
tablished with plant species, namely Setosa, Versicolor, and
Virginia, in the input layer, sepal width, sepal length, petal
width, and petal length in the output layer in the iris dataset
in which artificial neural networks were applied.

Input Hidden Output
. Layer Layer Layer
sepal- X
length . i setosa
sepal- X,
- with ¥a versicolor
1s
Dataset pedal- X,
length Vs virginica
pedal- X
width 5

Fig. 2. Classification of the dataset

1) Data Preprocessing Phase
The Data Preprocessing stage is very important before the
model setup. At this stage, missing data is corrected and data
is normalized. The info() method in the Pandas library is
used to find the missing data. In case of missing data, the av-
erage value was entered in that row or completely removed.
The dataset was divided into two a 10% (15) test and a 90%
(135) training set. The "Train Test Split" function is used to
split the dataset (input and output values). This function is
imported from the "sklearn library". The model was estab-
lished with the training data, and the model was tested with
the test data that the model had never seen.
2) Normalizing of the Data
The variance of the data was tested and the data with high
variance was normalized. In the output obtained, X train
and Y_test have low variance. Therefore, there is no need
for normalization.
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3) Creating of the Model
At this stage, layers were added to the model with the
model.add() function, and how many neurons were printed
into these layers was included in the model.add() function
(Figure 3).

#Model olusturuldu

model=Sequential()

model.add(Dense (64, activation="relu",
input_shape=X train[@].shape))

model.add(Dense (128, activation="relu"))

model.add(Dense (128, activation="relu"))

model.add(Dense (64, activation="relu"))

model.add(Dense (64, activation="relu"))

model.add(Dense (3, activation="softmax"))

Fig. 3. Pseudocode for the model creating

The number of epochs indicates how many times the
model will be trained. As the number of epochs increases,
the training time of the model also increases. 7 epoch values
were entered during the model compilation phase. In the
output of the code, acc value: 0.9752, val acc: 1.000.

#Model derleme asamast

model.compile (optimizer="adam",
loss="categorical_crossentropy",
metrics= ["acc"])

Fig. 4. Compilation phase of the model

In Figure 5, there is a graph showing the data on the train-
ing history. In the graph, the blue lines show the Training
scores and the orange lines show the Validation score. With
this table, it was concluded that the model learns more with
the increase in the epoch value.

#Matplotlib kiitiphanesi iceri aktarildi
import matplotlib.pyplot as plt

#Training ve validation Skorlar: egitim plot grafigi
plt.plot(history.history[“acc"])
plt.plot(history.history["val_acc"])
plt.xlabel("Epochs")

plt.ylabel("Acc")
plt.legend(["Training","validation”])

<matplotlib.legend.Legend at @x283b4bseb2o>
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Fig. 5. Training Graph of the Training and Validation Scores

In Figure 6, the graph of the loss value was drawn. After a
certain value, it was seen that both values, namely Training
and Validation scores, decreased. In other words, as the
Epochs value increased, the model made better predictions
and the error decreased.
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#Training ve Validation Skorlari kaybedis plot grafigi
plt.plot(history.history[“loss"])
plt.plot(history.history["val loss"])
plt.xlabel("Epochs™)

plt.ylabel("Acc")
plt.legend(["Training”,"validation"])

<matplotlib.legend.Legend at @x283b626e760>
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Fig. 6. Loss Graph of the Training and Validation Scores

Accuracy estimation shows the percentage value of how
the model will predict test data it has never seen before. As a
result, the created ANN model showed 86% success.

C. KNN

KNN is one of the machine learning algorithms that is
easy to implement because it produces successful results
against noisy training data. KNN is used in classification
and regression problems in supervised learning and there is
no training phase. KNN is considered the simplest machine
learning algorithm. In the KNN algorithm, the K number de-
termined to determine which class the object will be in-
cluded in shows how many neighbors are closest to it. The
distance to these neighbors is calculated with the Euclidean
function. The unknown object is included in that class if it is
closest to which class in the number K [15-17].

The closeness of the accuracy rate to 1 is extremely im-
portant for the accuracy of the dataset. In Figure 7, the codes
developed for the creation of the KNN model and their ex-
planations are indicated.

# csv dosyalarani okumak icin
import pandas as pd

# csv dosyamiz1 okuduk.
data = pd.read_csv( Tris.csv')

# Bagamll Degiskeni ( species) bir degiskene atadik
species = data.iloc[:,-1:].values

# veri kimemizi test ve train sekinde béliyoruz
from sklearn.cross_validation import train_test split
x_train, x_test, y_train, y_test = train_test_split(data.iloc[:,1:-1],species,test_size=8.33,random_state=8)

# KheighborsClassifier sinifiny import ettik
from sklearn.neighbors import Kleighborstlassifier

# kheighborsClassifier sinafindan bir nesne drettik
# n_neighbors : K degeridir. Bakilacak eleman sayisidir. Default degeri 5'tir.
# metric i Degerler arasinda uzaklik hesaplama formilidir.

atif olarak p paran ide verilir. p degerini 2 wererek uzaklik hesaplama formilini
# minkowski yerine 8klid olarak degistirebilirsiniz.
knn = kheighbarsClassifier(n_neighbors=5,netric="minkouski')

# Makineyi egitiyoruz
knn. fit(x_train,y train.ravel{})

# Test verd kimenizi verdik ve iris tird tahmin etnesini sagladik
result = knn.predict(x_test)

# Karmasiklik matrisi

from sklearn.metrics import confusion_matrix
cm = confusion matrix(y_test,result)
print{cn)

# Bagar1 Oranl

from sklearn.metrics import accuracy_score

= accuracy_score(y_test, result)
.98

Fig. 7. KNN codes and explanations

At this stage, the Complexity matrix was obtained. Ac-
cording to this result, when the dataset was considered, as a

result of the complexity matrix of the application, it was
concluded that 48 of the 50 datasets were estimated cor-
rectly, while 1 of them was incorrectly estimated. The suc-
cess rate is 48/50 = 0.96. The Accuracy Score is very close
to 1 with 0.96. The closer the obtained value was to 1, the
higher the accuracy or performance of the model.

D. K-Means Clustering

K-means clustering is one of the widely used and easy-to-
implement clustering algorithms and uses the exploratory
data analysis technique [18]. The aim is to ensure that the
clusters obtained at the end of the partitioning process have
maximum similarities within clusters and minimum similari-
ties between clusters. It can cluster large-scale data quickly
and effectively. “K” refers to the fixed number of clusters
needed before starting the algorithm. With its iterative parti-
tioner structure, the K-means algorithm reduces the sum of
the distances of each data to the cluster it belongs to. The K-
means algorithm tries to detect K clusters that will make the
square error minimum [19].

The closeness of the accuracy rate to 1 is extremely im-
portant for the accuracy of the dataset. In Figure 8, the codes
of the algorithm developed for the creation of the K-Means
model are given.

1  # csv dosyalarani okumak icin

2 import pandas as pd

dosyam1

5 data = pd.read_csv(

,v[predict=-,1],5=58, color="red")
,8],v[predict==1,1],5=50,color="blue")
[predict==2,8),v[predict==2,1],s=5@, color="green")
itle('K-Means Iris Dataset')

36 plt.shou()

Fig. 8. Codes of the K-Means Algorithm

In Figure 9, the clustering result of the K-Means algo-
rithm was given. In our model, which was made using K-
Means and Hierarchical techniques, the k parameter, that
was, the number of clusters was determined as 3. Based on
the k parameter, that was, the number of clusters, out of 150
data in the dataset, it was continued as 3 clusters as Setosa,
Virginica, and Versicolor. Setosa, Virginica, and Versicolor
clusters each contain 33.33% of the Iris dataset. Looking at
Figure 9, it was seen that the success rate/accuracy rate of
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the data in the dataset is 89%. The closer the obtained value
was to 1, the higher the performance of the model.

K-Means Iris Dataset
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Fig. 9. Clustering result of the K-Means algorithm

In general, when the results obtained from all models
were compared, the accuracy rates of 86% in the ANN
method, 96% in the KNN method, and 89% in the K-Means
method were reached. This situation revealed that the high-
est performance was obtained with the KNN method.

Finally, different tests were carried out using real data on
the proposed models, and the experimental results obtained
are given in Table 2.

TABLE 2. THE EXPERIMENTAL RESULTS

Loss
No KNN Loss K- _ Loss
(KNN)  Means (l\lfl(eans) ANN (ANN)

I 974 26 89,14 1086 874 126
2 973 27 8825 1175 856 144
3 9625 375 8954 1046 873 127
4 9535 465 862 138 865 135
5 9727 273 925 75 908 92

6 96,14 386 90,7 93 832 168
7 96,7 33 91,5 85 884 116
8 948 52 908 92 872 128
9 976 24 896 104 815 185
10 9735 265 882 118 876 124
Average 001 3384 Ro643 10357 8655 1345

When Table 2 is examined, it confirms the success rates
obtained from the models. In other words, it can be seen that
the most successful results are obtained with the KNN
model.

III. CoNcLUSION AND RECOMMENDATIONS

There is a significant increase in the amount of data day
by day with the development of technology and the internet.
This situation has brought about the discovery, analysis, use,
and application of the available data in every field. This
makes it possible to easily identify some relationships that
cannot be detected by classical methods using data, and to
make predictions and predictions for the future by perform-
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ing big data analysis. Big data is used effectively in many
current algorithms from artificial intelligence methods to im-
age processing techniques and provides many advantages.

Therefore, in this study, big data from the iris plant was
used and the flower type was estimated according to the
sepal length, sepal width, petal length, and petal width val-
ues of the iris flower using artificial intelligence methods.
For this purpose, ANN, KNN (K-Nearest Neighbors Algo-
rithm), and K-Means Clustering methods were used. As a re-
sult of the methods used, the lowest success rate was ob-
tained in the ANN method, and the highest success rate was
obtained in the KNN method. As a result of the codes writ-
ten, the method with the highest accuracy rate was KNN.
The study is expected to be a sample application for other
estimation methods. In future studies, it is planned to make
comparisons using different algorithms.
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Abstract—Medication is a process of prescribing medicines
by knowledgeable physicians. Medicines which are not pre-
scribed when consumed may generate side effects. Some dis-
eases require more than one drug to control the disease. If
drugs are not carefully prescribed adverse reactions may hap-
pen. Meny people died due to medical errors in prescribing
medicines by medical practitioners based on their experience.
For avoiding all these adverse effects, we need a recommenda-
tion system or a decision support system for efficiently pre-
scribing medicines. Many parameters need to be considered be-
fore prescribing the medicines like patient’s age, medical his-
tory, side effects of drugs, possible allergies, drug-drug interac-
tions, drug-disease interactions and drug-food interactions. Se-
mantic web provides tools and technologies like ontologies to
construct recommendation models and can retrieve data using
tools like SPARQL and inference mechanisms to infer new
knowledge.

Index Terms—drug, medicine, prescription, ontology, inter-
actions.

1. INTRODUCTION

Medicine Recommendation System will give a list of drugs
for patients according to their needs or according to diag-
nosed disease [11]. For the treatment of chronic disease or
non-communicable diseases (NCDs) like Diabetes, cardio-
vascular diseases, and hypertension physicians prescribe
more than one medicine and for some diseases like type 2 di-
abetes doctors may have various options to select drugs to
prescript [10]. Sometimes patients can have comorbidities
i.e., having more than one disease. Controlling these comor-
bidities is a challenging task. Medication has to be given fre-
quently like mostly for six months or more. During treatment
the patients may asked to undergo some pathological tests.
Based on the results drug prescription will be given by con-
sidering various parameters. During treatment the prescribed
dosage of drugs or may be the drugs can be changed based
on pathological results [9]. And one more challenging thing
in prescribing medicine is that every year a number of new
medicines are released [12]. Hence prescribing medicines is a
complex task. For efficient prescription of medicine various
information is needed like medical history, drugs currently
consuming, Allergies, diagnosis, laboratory results as well as
personal information like age, blood group, communication
details of patients and care givers [9]. Electronic Health
Records (EHR) will contain information of patient. This
EHR data can be used for efficient prescription of medicine.
And some authors have used ontologies for patient informa-
tion. Exiting medication recommendation models are MED-
BOWLI, MedFinder, GaLenOWL, SemMed and ODDx.
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The remaining paper is structured as follows. In section 11
we discussed semantic web technologies and its standards
like ontologies and Knowledge bases. Parameters needed for
effective prescription of medicine is discussed in section III.
A brief literature survey is given in section IV. Section V
contains observation and analysis of studied literature. In
section VI we have proposed a knowledge base using vari-
ous ontologies for effective prescription of medicine. In sec-
tion VII we have concluded.

II. Semantic WEB AND STANDARDS

Tim Berners-Lee coined the idea semantic web, which
was named as web 3.0. His idea is to build a mechanism for
data integration and sharing, where data is scattered on the
web. In semantic web the web of documents is replaced web
of data [6]. Links are given to data elements on the web page
which also called as web of linked data along with seman-
tics. This forms a semantic network which is used to build
intelligent applications [1]. Semantic web uses various stan-
dards defined in W3C like RDF, RDFS, SPARQL, SWRL,
Ontologies, Knowledge bases and Inference engines.

A. Ontology

Semantic web allows data to be integrated from different
resources and allows to share. This integration of data from
various sources forms an ontology [14]. Ontology consists
of features of Artificial intelligence and machine learning
[10]. Ontologies are used to describe the knowledge or con-
cepts in a given domain. Ontology describes vocabulary,
which is used by researchers to share information in a partic-
ular domain. Ontology contains machine interpretable defi-
nitions of concepts and relationships among concepts. An
ontology consists of classes (concepts), sub classes, in-
stances of classes, properties of a class, and rules on proper-
ties. Ontology is created using Web Ontology Language
(OWL) which is XML based. The rules are written using
RDF syntax using Semantic Web Rule Language (SWRL).
The complete domain ontology provides complete informa-
tion of the domain [3]. Information can be shared and re-
trieved using SPARQL query language. New information
can be inferred using inference engines like JESS, Hermi T
reasoner. Ontologies can also be used for various purposes
like linking data, data sharing and reuse, decision support
using knowledge bases, databases using XML schema and
Natural language processing. Many ontologies for medical
information are created like Biological Pathways Exchange



12

(BioPax), SNOMED-CT, GALEN ontology, Gene Ontology
and Foundation Model of Anatomy (FMA). These ontolo-
gies constructed using standards like BIO Portal, OBO
Foundry and ONIONS (Ontological Integration of Naive
Sources).

B. Knowledge Base

Ontology along with a set of instances of classes forms a
knowledge base. Ontology is a part of knowledge base or
knowledge base starts with an ontology. Ontologies and
knowledge bases may already exist in electronic form,
which can be imported and reused in other applications.
Knowledge bases organizes the data as human brain orga-
nizes information. Knowledge base allows storage, analysis
and reuse of knowledge such that a machine can interpret.
Knowledge Base helps search engines and other content re-
trieval applications to retrieve text and interpret results to
advanced queries and helps in decision making by retrieving
efficient knowledge. There is an inference layer built on top
of knowledge base which is a series of rules and statistical
models for interpreting information which helps machines to
derive knowledge from Knowledge bases. Knowledge bases
can be constructed using graph databases. Graph databases
uses W3C standards for describing data and semantics like
RDF, SPARQL and SKOS.

III. ParRAMETERS TO BE CONSIDERED FOR DRUG PRESCRIPTION

Medication recommendation system allows physicians to
prescribe medicines efficiently by considering various pa-
rameters like drug side effects, reactions and risks to patients
by considering interaction of drugs with other drugs, dis-
eases and foods. This type of considerations helps the physi-
cian to prescribe safe drugs [27].

A. A. Drug Side Effects

Drug side effects are known to physicians in advance and
patients will be informed about the side effects which they
may have to face during treatment. Side effects will resolve
as the medication is continued for days, weeks or even
months. For example, cetirizine medicine which is used to
cure allergies and running nose can have side effects of
causing drowsiness [21]. Some drugs can be used due to
their side effects. For example, the anoxeric patients who
have low body weight due to eating disorders when con-
sumes mirtazapine whose one of the side effects is weight
gain can improve their body weight. Generally, mirtazapine
is an antidepressant [21]. Medicines are tested for side ef-
fects before they are launched into the market.

B. B. Adverse Drug Reactions (ADR)

ADR is harmful and unintended reactions which occurs
due to medical error, misuse or abuse and usage of unli-
censed medicine [19][20]. ADR identifies drugs which
should be prevented from future usage or alteration of
dosage and withdrawal of the drug. The drugs which cause
ADR are generally anti diabetic, antibiotics, anticoagulants
and cytotoxins. For example, the fatal ADR of consuming
anticoagulant with non-steroidal anti-inflammatory drug
(NSAID) may cause hemorrhage [19]. ADRs can be pre-
vented by careful monitoring of previous medication histo-
ries to find any such ADRs of prescribed medicines. If it is
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found these drugs has to be changed to prevent future ADRs.
In [7], authors have developed a machine learning and rule-
based model for predicting Adverse Drug Reactions (ADR)
by considering the drug labels. Authors have used Medical
Directory for Regulatory Activities (MedRA) for normaliza-
tion.

C. Drug-Drug Interactions (DDI)

DDI is complex and causes Adverse Drug Events (ADE).
In some cases, DDI are intended. Unintended DDIs are very
harmful and even can cause deaths [17]. Allergies due to in-
teractions with drug compounds of previously consumed
medicines existing in patient’s body with currently con-
sumed medicines can occur. And Even drugs prescribed for
controlling any disease can also interact with each other.
Drugbank is an online repository which can return drug-drug
interactions of at most five drugs [15]. A knowledge base
with DDI included ADE can be used as decision support
systems for prescribing drugs [17]. For example, the drug
Abilify which is also called as aripiprazole which is used to
treat the symptoms of psychotic conditions known as
schizophrenia. This medicine works by changing the actions
of chemical in the brain. When this medicine combinedly
consumed with Ativan which is also known as lorazepam
which is used to treat anxiety disorders will increase the cen-
tral nervous system depression. The authors in [16] used
data from mayo clinic to find drug-drug interactions for
three cardiovascular diseases and verified on Drugbank.

D. Drug-Disease Interactions

Most of the diseases require more than one drug to cure it.
According to a study people with age above 55 daily takes
four medicines. Sometimes the consumed drugs may cause a
new disease to born or worsen the condition of existing dis-
ease [4]. These are known as Drug Disease Interaction
(DDSIs). For example, Donepezil medicine used treat
Alzheimer’s disease can cause 3 other diseases and can in-
teract with 9 other drug substances [4]. DDSIs will occur
due to negative effects of consuming poorly prescribed
drugs. In this case it is necessary to avoid that drug or maxi-
mize the dose [18]. These types of drugs are known as con-
tra indications. Managing DDSIs is needed in order to over-
come serious harms and to prevent deaths.

E. Drug-Food Interactions

The effect of drugs consumed can also depend on foods
and drinks. These interactions are known as drug-food inter-
actions [27]. This is the reason why some medicines are
asked to take with empty stomach. Some foods and bever-
ages will decrease or delay the effects of medicines. This is
the reason of prescribing medicines by limiting the foods
and drinks. Drug and food interactions may cause serious
side effects. For example, grape juice can interact with all
types of drugs [27]. It changes the chemical reactions of
drugs. Dairy products and drugs like antibiotics when con-
sumed together can also have interactions. Antibiotics can
prevent the absorption of calcium and magnesium of milk
products [27]. Dairy products and calcium juices can de-
crease the absorption of antibiotic drugs like Ciprofloxacin
[28]. Consuming Ance medicine with Vitamin A may cause
liver failures [1].
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IV. LITERATURE SURVEY

In [1], authors have developed a website to promote safe
medical consumption by constructing a medication ontology
with 15 categories and 73 sub categories. Authors have not
considered drug-drug interaction, reactions and side effects
for prescribing medicine. In [2], authors have constructed a
rule-based system by considering drug-drug interactions and
possible allergies a patient may have due to consumption of
the drugs. In [3] authors have developed an Anti-Diabetic
Drugs Ontology and Patient Data Ontology for recommend-
ing medicines to diabetic patients. Authors have used SWRL
for constructing rules and JESS inferring engine for reason-
ing. In [4], authors have developed a semantic web enabled
online system GalenOWL for discovering drug-drug and
drug-disease interactions and drug recommendations. The
authors have constructed an otology using ICD-10 classifi-
cation for diseases, and Unique Ingredient Identifier (UNII)
to identify active ingredients of the drugs, and Anatomical
Therapeutic Chemical Classification (ATC) for classifica-
tion of drugs. For inferring drug-drug interactions and drug-
disease interactions OWLIM reasoner was used. In [5], au-
thors have developed an ontology named as Drug Ontology
(DrOn) for providing consistent drug information. Authors
have used RxNorm drug terminology constructed by Na-
tional Library of Medicine (NLM). RxNorm contains sev-
eral names and relations extracted from knowledge bases. In
[6], authors have created an ontology for translational
medicine. Translational medicine consists of data from pri-
vate clinical domain and public pharmaceutical domain.
Translational medicines fill the gap between basic research
and clinical practice. In [8], authors have developed a rec-
ommendation system for anti-diabetic drugs based on the
symptoms. Authors have used domain ontologies. They have
constructed Anti Diabetic Medicine Ontology to store regu-
lations of drugs from American Association of Clinical En-
docrinologists Medical Guidelines for Clinical Practice for
the Management of Diabetes Mellitus (AACEMG) and Pa-
tient Test Ontology. Authors have created rules of ontology
using SWRL from data of AACEMG and used JESS infer-
ence engine to retrieve drug information without side ef-
fects. In [9], authors have developed an individualized rec-
ommendation model for type 2 diabetes. Authors pointed out
that one common treatment model is not sufficient to treat
any disease because of varying patient profiles, life styles,
strengths, weakness, goals, patient’s age, diseases duration
and affordable cost [10]. Hence individual plan for recom-
mending treatment is needed. Authors have developed two
ontologies for patient profiles and anti-diabetic drugs. In
[12], authors have constructed ontology-based recommenda-
tion model using an Electronic Prescription writer [EPW].
EPW interviews the patient regarding various health care
primitives like previous medication, and whether they have
mutual negative effects or negative effects with ongoing
medications. And EPW prescribe dose of the medicine and
may suggest new medicine based on the cost and patient’s
health condition. In [13], authors have constructed a multi
evidence prescription recommendation model using two on-
tologies namely International Classification of Diseases
(ICD) for classifying conditions of different diseases and
Anatomical Therapeutic Chemical (ATC) for classifying

drug ingredients and functions. Authors have used EHR for
patient data. Authors have also used demographic and side
effect information.

Following table represents the brief summary of studied

literate.

TABLE I. LiTERATURE SURVEY OF MEDICATION RECOMMENDATION MODELS

Ontologies | Ontologies Technologies R
Ref Used Constructed | Used Limitations
Drug-Disease
Medication OWIT’ . and Drug-food
[1] Not Used Protégé, . .
ontology SPAQRL Interactions are
not considered.
Not considered
OWL, side effects,
SWRL, Drug-Disease,
2] | Not Used filtzm based | npy Drug-food
4 inference interactions
engine and  adverse
drug reactions.
Does not
considered
Anti diabetic | SWRL, JEss | Side _effects,
. Drug-Drug,
Drugs inference Drug-Disease
[3] Not Used Ontology, engine, Drug-Food ’
Patient Data | Pellete, . .
Ontology Protégé interactions
and  Adverse
Drug
Reactions.
OWLIME- | Do net
ICD-9, Lite Z"“Sl ered q
[4] ATC, GalenOWL inference rug side
R effects, and
UNII engine, Drug-Food
SPARQL. . .
nteractions.
Anti Does not
Diabetic i\f?:ei’cemss considered
[8] Not Used Medicine engine, Drug ‘-Drug,
Ontology, Pellete Drug-Disease
Patient Test Protégé and Drug-Food
Ontology interactions
Does not
Patient considered
Profile OWL, Drug  -Drug,
Ontology, SWRL, JESS | Drug-Disease,
[10] | Not Used Anti di%i}l;etic inference Drug-Food
drugs engine interactions
Ontology and  Adverse
Drug Reactions
Does not
considered
Drug-Drug,
Not Drug-Disease,
[12] | Not Used OWL Drug-Food
Constructed . .
Interactions,
Adverse Drug
Reactions, and
side effects.
Does not
1CD-9, Not considered
[13] | ATC, Constructed Not Used Drug-Disease
UNII and Drug-Food
interactions.

V. OBSERVATION AND ANALYSIS

From the above table we can analyze that authors have
used SWRL for constructing rules, SPARQL queries for re-
trieving information and for inferencing new knowledge var-
ious inference engines like JESS, ODDx and OWLIME-Lite
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are used. From the 8 articles only four authors of [1],[8],[10]
and [13] considered side effects. Three authors [4],[8] and
[13] have considered adverse drug reactions, authors of [2],
[4] and [13] have considered Drug-Drug interactions, only
one author in [4] have considered Drug-Disease interactions
and none of the author has considered Drug-Food interac-
tions as shown in below Fig. 1.

Side Effects

Drug-Drug
Interactions

Interactions interacti

Fig. 1. Analysis of parameters considered

VI. Prorosep DruG PrescripTioN MODEL

Drugs can be efficiently prescribed by considering side
effects, reactions, interactions of drug-Disease with drugs,
disease and foods. For doing this we proposed to construct a
knowledge base by considering various ontologies like Food
Interactions with Drugs Evidence Ontology (FIDEO)[22],
The Drug-Drug Interactions Ontology(DINTO)[23], Phar-
macovigilance Ontology(PVONTO)[24], and other online
materials like drugs.com for identifying side effects[25] and
interaction checker at drugbank.com[26]. We can use infer-
ence engine like JESS to infer the information of drugs from
constructed knowledge base. This mechanism is shown in
following Fig. 2.

FIDEO Ontology o 2.Checks Side
4 . effects,ADE,DDI,DDSI
and_DFI in created
DINTO Ontology list of drugs .

: o

3.Retrieves Drugs
PVONTO Ontology wimils. D00
effects, ADE,DDI,DDSI
Online tools like B and DFI
drugs.com and T 4.Prescribe the
Knowledge base medicine
drugbank.com g 1. Provides
test
reports and
EHRs to
diagnose disease|
'\ﬂ
—
Patient

Fig. 2. Construction of knowledge base

The Proposed drug prescription model tries to prescribe
drugs without interactions. The model works as follows.
* The physician diagnoses the disease and prepares a
tentative list of drugs to prescribe.
e The Physician infers drug side effects information
and removes those drugs from tentative list.
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e The physician the infers adverse drug reaction
(ADR)information of available drugs. If ADR is
present those drugs are replaced or removed from
tentative list

¢  Further the physician infers drug interactions like
Drug-Drug,  Drug-Disease = and  Drug-Food
interactions one after another and removes or
changes such drugs if any.

¢  Finally, physician gets a list of drugs which are safe
to prescribe.

This working method is shown in following Fig. 3.

Collect patient's
EHR Records

Diagnose the disease

Prepare the list of
drugs to prescribe

Prepare the updated
list of drugs by ¥ Does any
removing or L drugs have

changing the drugs severe side
with less or no side effects?
effects

Prepare the updated
Does any list of drugs by
drugs have removing or
ADR? changing the drugs
with no ADR.

Prepare the updated
list of drugs by
remaving or Does any
changing the drugs drugs have

with no DDI,DDSI and
DFI.

DDI,DDIS, DFI?

Prepare the finalized
»| list of drugs for
prescription.

Prescribe the drugs

Fig. 3. Working flow of Proposed Drug Prescription model.

VII. ConcLusion

In this article we have studied works of various authors in
the field of drug prescription using semantic web technolo-
gies. We have identified very important parameters like
Drug side effects, Adverse Drug Reactions, Drug-Drug,
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Drug-Disease, Drug-Food interactions. The consideration of
these parameters in prescription of drugs will help the physi-
cians to effectively prescribe correct drugs. We also pro-
posed a recommendation model for prescribing drugs by
constructing one knowledge base by using various
ontologies used in medical domain and information
available on the websites. In future we try to implement
proposed model by using various semantic web
technologies.
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Abstract—In recent years machine learning technology are
widely used in modern biomedical imaging systems to recog-
nise and classify a wide range of human disorders.The develop-
ment of a retinal image analysis system requires precise seg-
mentation.in this work we are using fully connected conditional
random filed model to overcome energy minimization problem
as compare to potts model which is limited for elongated retinal
structure as it takes pairwise potential which in turn low prior-
ity for vessel segmentaion .in this work parameters learned au-
tomatically by structured output support vector machine and
gives structured predictions we use publically available data
sets DRIVE,STARE,HRF and CHASEDB] to train our system,
after segmentation we are classifify them with the help of su-
port vector machine and K-nearest neghbour machine learning
algorithms to get accurate results.we compare and validate our
result with respect to sensitivity,specifity,precision,time com-
plexity and F1 score performance metrics.

Index Terms—Retinal image, SVM, K-NN, segmentation,
FC-CREF.

1. INTRODUCTION

Glaucoma is leading eye disease in today’s world that leads
to vision lost glaucoma occurs due to increase in intra ocular
pressure of human eye which damages optic nerve head. It
manages visual information to the brain. When intraocular
pressure rises due to hypertension or a malfunction of the
eye drainage system, aqueous humor flows between the
cornea and lens, and vitreous humor is present in a rare part
of the eye ball. Aqueous humor nourishes and removes the
wastage and responsible to maintain intraocular pressure,
vitreous humor holds the eyeball and maintains its shape and
size. If pressure continues it damages optic nerve head, glau-
coma will cause everlasting vision lost. Clinical screening
had certain flaws, and according to the WHO, 285 million
individuals were visually endangered, with 39 million being
blind and 246 million having poor vision [1]. In India, there
are approximately 11.2 million people suffering from glau-
coma and other eye diseases. 6.48 million People are ex-
pected to have primary open angle glaucoma, and 2.54 mil-
lion people have primary angle-closure glaucoma. Around
65% of people with low vision and 82% of people who are
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older than 50 years are blind [2]. 26 million people in Latin
America had limited eyesight, and 3.2 million were blind
[3].Similar types of data are seen throughout Europe [4]. Re-
searchers estimated in their study [5, 6] that the rest of the
globe suffers from glaucoma, diabetic retinopathy, and age-
related macular degeneration. Fundus photo graphs are a
type of medical imaging technique that is used to identify
eye diseases. They are non-invasive and simple to execute
since they are computer-aided [7].Manual analysis is a time-
consuming method since ophthalmologists must perform
and verify multiple fundus photographs with varying de-
grees of parameters, and diagnosis may change from one ex-
pert to the next based on their expertise and skills [8]. The
objective of retinal image analysis is to generate qualitative
data for clinical evaluation. Ophthalmologists require both
qualitative and quantitative retinal vascular impressions.

II. LitRATURE REVIEW

Over the last decade, there has been a lot of focus on the
topic of automated segmentation of retinal blood vessels
[9].all previous work on vascular segmentation is based on
supervised and unsupervised approaches. Unsupervised ap-
proaches are dominated by matched filtering, vessel track-
ing, morphological changes, and model-based algorithms. A
2-D linear structuring element is used to generate a Gaussian
intensity profile of the retinal blood vessels. Employing
Gaussians and their derivatives for vessel enhancement [10].
The structuring element is rotated 8-12 times to suit the ves-
sels in various configurations in order to extract the border
of the vessel.. Because a halting condition is examined for
each end pixel, this approach has a significant temporal
complexity. Another vessel tracking approach is [11]. Gabor
filters are used for detecting and extracting blood vessels.
Because of the insertion of a significant number of erro-
neous edges, this approach suffers from over detection of
blood vessel pixels [12].A morphology-based technique for
center-line identification combines morphological modifica-
tions with curvature information and matched-filtering. Be-
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cause of the center-line detection of the vessel and the sub-
sequent vessel filling operation, this approach has a high
temporal complexity and is vulnerable to false edges caused
by bright area edges such as optic discs and exudates de-
scribes perceptual transformation algorithms for segmenting
veins in retinal pictures with bright and red lesions [13]. Ac-
tive contour models are used in another model-based vascu-
lar segmentation method suggested in [14], although it again
has computational complexity issues. Additionally, neigh-
borhood analysis and gradient-based data are used by multi-
scale vessel segmentation algorithms presented in [15-16] to
identify the vessel pixels. All of these unsupervised tech-
niques are either computationally demanding or sensitive to
abnormalities in the retina.Pixels are divided into vessel and
nonvessel groups using the supervised vessel segmentation
methods. Authors in [17] presented, a 31-feature set col-
lected using the derivatives of Gaussians for k-nearest
neighbor (k-NN) classifier. The method described in [18]
was enhanced by the use of ridge-based vessel detection.
Here, the picture is divided by naming the nearest ridge
member for each pixel. A 27 feature set is then calculated
for each pixel and utilised by a &-NN classifier. The vastness
of the feature sets slows down both of these procedures. Ad-
ditionally, these techniques depend on training data and are
vulnerable to spurious edges. Another approach described in
[19] makes use of a Gabor-wavelet-extracted six-feature set
and a Gaussian mixture model (GMM) classifier. This ap-
proach also depends on training data, and it takes hours to
train GMM models using a mixture of 20 Gaussians. Line
operators and a support vector machine (SVM) classifier
with a three-feature set per pixel are used in the technique
described in [20]. Due to the SVM classifiers, this approach
is computationally demanding and particularly sensitive to
the training data. In several applications, conditional random
fields (CRFs) are widely utilised for picture segmentation
[21,22,23]. To our knowledge, they have never been used to
segment blood vessels in fundus images.. This is probably
because the elongated structures that make up a vascular
segmentation are given a low prior by the common pairwise
potentials, like those in a Potts model. Due to this feature,
we developed a unique blood vessel segmentation approach
based on completely linked CRFs [24].

III. MgTHOD

Early glaucoma detection and classification will enable
patients to receive appropriate care and assistance from their
eye surgeons, thereby improving their standard of living.

A. Vascular Segmentation by CRF

Conditional Random Fields approach is a statistical mod-
elling technique in which pixel mapping is done in graph
form. In the CRFs model, each pixel is considered as a node
and is connected to other nodes that form the edge according
to connectivity rules [25, 26, 27], so the segmentation task in
this technique is posed as an energy minimization problem.
Local neighborhood based CRFs vary from Fully Connected
CRFs in that earlier, 4 pixel neighborhood connectivity is
followed by each node [28], but in the latter, every node is
understood to be related to every other pixel in the fundus
picture.
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Here y = {yi} a labeled pixels of the image I in label
space L = {—1, 1}, where 1 is considered as retinal blood
vessels and -1 extra class. Characterization of conditional
random field (I, y) is done by Gibbs distribution:

Y oY1)

ceCq,

(Y|I —exp (1)

Z(1) is the normalization constant, G is the image graph
associated with I, and CG is the set of cliques., with poten-
tial ¢c [23]. Gibbs energy function can be derived from fol-
lowing Equation:

Z Pciy )

E|Y|I=
‘ ‘ CecC, 2)

Energy minimization is performed for labeling that is the

maximum a posteriori simply it is called MAP:

y*=argminE|Y|I|

Yel

3)

Binary segmentation of the vasculature derives from the
minimization of E(Y|I). To denote ¢c(Y|I), we use we(ye).
Additionally, unary and pairwise potentials energy decom-
positions are regarded as higher order potentials [29]. Total
energy is obtained by adding the unary potential and pair-
wise potential.

:Zwu(yi’ 1) z I':Up yl’yj fz’f) (4)
i [i,jleCg

k™ is defined as rigid function based on arbitrary feature,
linear combination of weight is defined as £ ™ , wp ™ and
u(yi , y;) defined the label compatible function. f™ is traced
similarity in between connected pixels determine by Gauss-
ian kernels. It is obtained by connectivity rule applied on
pixels neighbors by using conditional random filed formula-
tion. Compatible function is defined by p, Parameters wy,
wp™ employed to manage the unary features' weight as well
as pairwise kernels with respect to energy function in addi-
tion, and learning of bias is defined by wp.

Furthermore Gridiron diagrams above define LNB-CRFs.
Accordingly, each pixel is considered to be connected to its
four related neighbors through an edge in this technique. Ac-
cording to paired potentials provided as an m™ pairwise fea-
ture, the function is derived as follows:

\f’"‘—f""‘\
2

where (m) is a bandwidth that controls the weight of pixel
feature differences. By using the mincut/max-flow strategy,
the grid approach's energy consumption is minimised.

Finally the FC-CRF model is represented in graphical
form, where each pixel in the image is connected to other
pixels this is the highest ordered potential it is also used to
trace long-range interactions between image pixels. It is ad-
vantageous in the segmentation process because it helps to
improve accuracy, but it has limitations with inference. Re-
cently authors in [30] presented a competent inference ap-
proach by taking pairwise potential and mean field approxi-
mation of CRF, which helped to perform accurate segmenta-
tions in a matter of seconds. The FC-CRF's pairwise kernels
are as follows:

m\(fwm\ fm\) )

[m|
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In this equation pi and pj are defined as co-ordinate vec-
tors of pixels respectively. Kernel widths control the degree
weight defined as Op and 6(m). For instance, when increase
in lengthy interactions observed by 8p and vice versa for lo-
cal neighborhoods. In the same way, when 6(m) increases

tolerance is higher with respect to mth feature and vice versa
for lowering the tolerance successively.

B. Learning of CRFs by SOSVM

In order to learn w = (w., wp, W,), where w,,wg and w, are
the weights of unary potential over bais term and pairwise
kernel the approach is not suitable for high dimensional fea-
tures. To overcome this we are employing SVM, a super-
vised learning approach that enforces the 1-slack formulation
in terms of margin rescaling, as recommended in [31]. S =
{PyY), ., (s®,y™) } is the training set. Here, y? is i"
image, x? is unary potential feature set, f® is pairwise poten-
tial feature set, s is training set containing both unary and
pairwise features. Hence to get weights W we have to use
following formulation:

(6)

kimh(fxim:’ftjmk):exp

min %Hw|\2+c€ ™)

w,&>0
Put through
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LAy, y @ —¢) ®

C is defined as regularization constant; & is a slack variable

with respect to constraints y, for labeled y feature map is

defined as ¢(s, y); and to measures loss of function we de-

fined A(y, y ), A is nothing but Hamming loss formulate as
follows:

Aly,y™) =Zilyi #yil )

Contained in the brackets is Prediction of labeling with
respect to segmentations gold standard, feature map is for-
mulated as follows:

o(s,y) =
(Zk uxi, ¥ie) ) X Vg By X Zj<k (Pp(yk' Vi fro f;)) (10)

@u unary feature map sum, ¢f bias feature map, ¢p pair-
wise feature map.
Binary vector ¢y(y:) € {0,1}" as:

?y\Yi|= ’ 11
IR o iy =1 .
Feature maps obtained individually defined as follows:
, Xk’yk):Xk®(py(yk) (12)
05 B.yi|=Bo,lyi (13)

. _ (m m m
v,y v fofill,=ulyey kA F)
(14)
® Is kronecker product, hence using cutting plane tech-

nique is applied on equation (7) as author presented this effi-
cient technique [30-31].

C. Features for Segmentation and Classification

We employed a different strategy for feature extraction for
blood vessel segmentation in retinal vessels [32]. Demon-
strated multiscale line detectors with regard to 2D Gabor
wavelets applied to unary potentials, as in [33] vessels are
amplified in fundus pictures for paired potentials as indicated
in [34]. Similarly, authors in [35] discuss many features. Au-
thors in [36,37] provide a systematic explanation of the fea-
ture extraction procedure, which is based on a grey level
scale. Furthermore, authors recommended range of view for
selected characteristics to minimise erroneous detection. As a
result, the FOV mask is in charge of removing erroneous de-
tection

D. Scaling Retinal Images to Various Resolution

We adjust the weights of unary features as well as pairwise
kernels for effective characterization of retinal vasculature, as
we know that retinal structure has low dense potentials, so
obtained features are more sensitive during calibration with
respect to retinal image pixel. The 2D Gabor wavelet is used
for scaling. Similarly, Authors in [32] present a Line detec-
tion algorithm, and authors in [34] presents enhancing strat-
egy is proportional to the linear structured component be-
cause poor resolution these parameters are set for DRIVE
dataset [18]. Because the method is not proportionately
scaled, performance will suffer if these settings are used to
high quality Images The benefit of these characteristics is the
shift in orientation caused by Change in angle has no effect
on the pixel resolution of the retinal fundus picture the same
performance may be predicted for preprocessing of feature
parameters such as the measurement of the median filter for
background estimation, or range of the opening pretend by
boundary development. For this parameterf p» Which is used

in pairwise potential connections with qualifying distance of
each image pixel, FC-CRF is impacted by pixel image reso-
lution considered with pairwise potential.

E. Machine Learning Algorithms for Classification

In this presented work we used SVM and K-NN classifica-

tion algorithms for glaucoma detection.
1) SVYM

In our work, we can define support vector machines as
support vector classifiers. Kernels (similarity quantifiers) are
used to broaden the feature space in this case. The classifica-
tion and regression analysis are done using the supervised
learning approach and the analysed data. In our scenario,

non-linear classification is required to deal with large di-

mensions. We tweak the following settings for this goal.

e Kernel parameter:-determines whether the separation is
linear or non-linear.

e Regularization parameter:- This parameter is in
responsible for SVM optimisation during the training
phase, calculating the number of misclassifying avoided
spots.
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¢  Gamma parameter:-defines the influence in the training
phase that is low (far) or high (near).
e Line separation for high class points using the margin
parameter.
2) k-NN
It is a supervised classification strategy that trains the
closest feature space and separates datasets into two sets.
Each row has k closest training sets of pixels resolution, and
categorization is done using a majority of votes. K-NN
works by calculating distances between training and testing
data vectors using the Euclidian distance formulation the
number K denotes related identified neighbors. When k=1,
we name it the nearest neighbor algorithm since we acquire
the closest training samples.

IV. MATERIALS AND ASSESMENT
Evolution and validation of our work is explained in this
section.
A. Datasets

We have used different types of data set for training pur-
pose mentioned following.

TABLE 1. Darasets
Dataset Capturing | Resolution
Angle

DRIVE[18] 45 FOV 565 x 584 with 8 bits per

color channel
CHASEDBI1 | 35° FOV 700 x 605 pixels with 8
[38] bits per color channel
STARE [10] | 30° FOV 1280 x 960 pixels with 8

bits per color channel
HRF [39, 60° FOV resolution 3304 x 2336
40] pixels

B. Gold Standard Metric for Evolution

We compared our segmentation results to the gold stan-
dard labeling available for datasets. Quality of findings
based on seven specific dimensions in terms of true positive,
true negative, false positive, and false negative, which are
described as TP,TN,FP, and FN concurrently and taking into
account pixels existing inside field of view.

TP

S =——— 15
¢ TP+FN (15)
P TN+FP (16)

TP
P=—
"~ TP+FP {17
Tx = (x-1) (18)
_Z.Pr.Re
1— P +R, (19)
V. ResuLrs

In this section, we present a detailed study of our auto-
mated segmentation system for the detection of various eye-
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related diseases, as shown in Figure 1. We perform segmen-
tation on the DRIVE dataset, and moving forward, we apply
it to the CHASEDBI dataset, as depicted in Figure 2.The
segmentation results for the STARE dataset are presented in
Figure 3, and for the HRF dataset, segmentation results are
shown in Figure 4.In the initial stage, we conducted a com-
prehensive study of different eye diseases, understanding
their occurrence and their impact on human eyes. Afterward,
we calibrated them using image processing techniques, col-
lecting all the necessary parameters for our work, which are
summarized in TABLE II and TABLE III here we observe
that K-NN Classification algorithm works more effectively
then SVM Classification algorithm as shown in Figure 5 and
Figure 6 respectively .For retinal vessel segmentation, we
employed a fully connected conditional random field model,
specifically chosen due to the dense and elongated structure
of retinal vessels, where unary and pairwise potentials are
crucial. We then classified the segmented vessels using su-
pervised learning techniques, employing both Support Vector
Machine (SVM) and K-Nearest Neighbors (K-NN) classifi-
cation algorithms.

A. Segmentation results on DRIVE data set.

(a) (b) (©) (d

(e) ® (®

Figure 1. Segmentation Results on DRIVE (a) Input image (b) gray scale
image (c) Eigen enhanced image (d) Wavelet enhanced image output (e)
local enhanced image output (f) Background normalization (g) Vessel
segmentation result.

B. Segmentation results on CHASEDBI dataset

(a) (b) (©) (d

(© ® (2

Figure 2. Ssegementation Results on CHASEDBI(a) Input image (b) gray
scale image (c) Eigen enhanced image (d) Wavelet enhanced image output
(e) local enhanced image output (f) Background normalization (g) Vessel

segmentation result.
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C. Segmentation results on STARE dataset

@) (®) © %

© ® (2

Figure 3. Segementation Results on STARE (a) Input image (b) gray
scale image (c) Eigen enhanced image (d) Wavelet enhanced image output
(e) local enhanced image output (f) Background normalization (g) Vessel

segmentation result.

D. Segmentation results on HRF dataset

(a) (b) (© (d)

O] ® (®

Figure 4. Segementation Results on HRF (a) Input image (b) gray scale
image (c) Eigen enhanced image (d) Wavelet enhanced image output (e)
local enhanced image output (f) Background normalization (g) Vessel
segmentation result.

TABLE II. AVERAGE PERFORMANCE ANALYSIS OF K-NN ALGORITHAM
Ty
Data Set Se Sy P, F1 (sec)
DRIVE 9334 .9049 8512 .8903 55

CHASEDBI .9334 9063 .8518 8907 52

STARE 9334 .9063 .8560 .8929 54

HRF 9334 9045 .8544 .8921 52
TABLE III. AVERAGE PERFORMANCE ANALYSIS OF SVM  ALGORITHAM
T«
Data Set Se S, P. F1 (sec)
DRIVE .4600 7818 .8000 5841 203

CHASEDBI 4534 .9063 .7809 5737 194

STARE 4667 7818 .8000 .5894 75

HRF .4800 7818 .8000 .6000 75

H3e
ESp
Pr

mFl

DRIVE CHASEDBL STARE HRF

Figure 5. Performance graph of K-NN Algoritham
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Pr

mFl

DRIVE CHASEDBl1 STARE HRF

Figure 6. Performance graph of SVM Algoritham

VI. CoNcLusioN

This paper presents the retinal Image analysis and com-
prehensive machine learning algorithm for segmentation and
detection of glaucoma using fully connected random filed
model, feature extraction and retinal vasculature reconstruc-
tion is more effectively obtained than using unary potential
or a local neighborhood based conditional random filed. The
efficiency is assessed in terms of sensitivity, specificity, and
precision. In this presented work K-NN algorithm is worked
superior then SVM algorithm. Our retinal vessel segmenta-
tion results on DRIVE, STARE, CHASEDBI and HRF
shows expressive performance on dense potentials. Further
they can be used for numerous biomedical and biological ap-
plications for identification and detection of various prob-
lems.
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Abstract—Software Engineering is constantly evolving to
meet the demands of emerging technologies. In this paper, we
explore the challenges and perspectives of software engineering
in the context of emerging technologies like blockchain, cloud
computing, deep learning, game development. This paper dis-
cusses these challenges and provides insights into the software
engineering practices that can adapt to meet the demands of
these rapidly evolving fields. Each of these domains presents
unique challenges and opportunities for software developers,
necessitating adaptive approaches to software engineering. This
abstract offers a comprehensive overview of the key challenges
inherent to each technology and explores the evolving perspec-
tives, methodologies, and best practices essential to tackle them
effectively. Emphasizing the interplay between these technolo-
gies and the demand for cross-disciplinary collaboration, this
paper serves as a valuable resource for altogether varieties of
participants, offering enhanced insight into the challenges en-
countered by software engineers in the realm of emerging tech-
nologies.

Index Terms—Software Engineering, blockchain, cloud com-
puting, deep learning, game development.

1. INTRODUCTION

The rapid advancement of technology has led to the emer-
gence of several disruptive and transformative domains, each
posing distinct challenges to software engineering. By com-
prehending these challenges, developers can better navigate
the complexities of these domains and deliver successful
software solutions.

Deep Learning (DL), a subset of artificial intelligence, has
witnessed remarkable progress in areas like CV (Computer
Vision) and NLP(Natural Language Processing). Yet, the
development and deployment of deep learning models are
fraught with challenges related to data quality, model com-
plexity, and ethical considerations. Prearrange of the current
developments in ML, we are also keen-sighted the trades
starting to increasingly take benefit of the cited practices,
expressly in the large technology firms such as Google, Ap-
ple, and Facebook. Google had spread over DL techniques
to the enormous volumes of data collected in services such
as the Google Translator, Android’s voice recognition & de-
piction, Google’s Street View, and their Search service [10].
Apple’s virtual personal assistant Siri offers a variety of ser-

©PTI 2023 23

Sai Kiran Gorle
University College of Engineering and  University College of Engineering and
Technology, Krishna University
Rudravaram, Machilipatnam, India
saikirangorle909@gmail.com

Sai Ram Kondabattula

Technology, Krishna University
Rudravaram, Machilipatnam, India
kondabattulasairam@gmail.com

M. Babu Reddy
University College of Arts & Sciences
Krishna University
Rudravaram, Machilipatnam, India
m_babureddy@yahoo.com

vices such as weather reports, update of sports news, and
generic question-answering by utilizing techniques such as
DL [11].

Blockchain technology has disrupted traditional para-
digms of trust and decentralized systems. However, building
secure, scalable, and interoperable blockchain applications
remains a formidable challenge for software engineers. In
the ancient years, a lot of kindness has been paid to the in-
cipient concepts of blockchain and smart contract. Some
spectators are even talking of the dawn of a new era [5] and
about the likely of reforming the contemporary financial ser-
vices, technical infrastructure [6,7]. Ever in the meanwhile
digital currencies started to represent a real monetary value,
also hacks and attacks started. The key was the MtGox at-
tack and another amazing exploit was that sustained by the
DAO organization in June 2016. Concerning software devel-
opment, the scenario is that of a sort of competition first-
come-first-serve (FCFS) which does not pledge neither soft-
ware quality, nor that all fundamental perceptions of soft-
ware engineering are taken into the predefined account and
liable to the justification.

Cloud computing, on the other hand, has revolutionized
the way businesses deploy and manage IT resources. But
with its widespread adoption comes the complex task of en-
suring data security, efficient resource management, and
seamless scalability in the cloud environment. For eras,
when officialdoms needed to upsurge their computer sys-
tems’ data and the capacity of computation, the organization
faced a choice between purchasing additional hardware or
improving the efficiency of their IT operations. Cloud com-
puting offers a distinct alternative by providing resources to
organizations without the need for them to worry about
maintaining computing resources [8]. The field of cloud
computing engineering disciplines that pertain to cloud
computing . within this domain, a systematic approach is
adopted to tackle standardization, commercialization, and
governance concerns [9].

Game development, a thriving industry in the digital era,
pushes the boundaries of software engineering with demands
for realism, performance optimization, and multiplayer net-
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working. These challenges require innovative solutions to
craft engaging and immersive gaming experiences. The
gaming industry requires effective engineering practices that
can accommodate its diverse characteristics, such as multi-
media asset management and captivating gameplay. The
video game industry is faced with the challenge of adapting
its software engineering methods to keep up with the esca-
lating complexity of games and the heightened expectations
of consumers. There are many ways for game developers to
improve their processes. Despite the inherent difficulty and
flexibility of established software engineering processes,
their application to video game development holds promise
for improved project management and risk mitigation. This
study examines current game development practices to iden-
tify specific challenges and the corresponding SE principles
that can help developers overcome them.

In this exploration of software engineering challenges, we
delve into the intricacies of each domain, dissecting the hur-
dles that software engineers encounter as they strive to cre-
ate robust and innovative solutions. By understanding these
challenges and developing strategies to address them, soft-
ware engineers can navigate the complexities of these cut-
ting-edge fields and pave the way for the next generation of
technology solutions.

II. LiteraTurRE REVIEW

In the realm of software engineering, various challenges
and evolving paradigms have emerged, necessitating a com-
prehensive understanding of the field's dynamics. This liter-
ature review synthesizes key insights from a selection of rel-
evant papers to shed light on the software engineering chal-
lenges associated with emerging technologies and para-
digms.

Deep Learning and Software Engineering (Arpteg, et al.,
2018 [1]): In recent years, deep learning, a branch of ma-
chine learning, has seen a remarkable increase in popularity.
Arpteg et al. (2018) highlight the unique challenges posed
by integrating deep learning into software engineering
[14,15]. Their work underscores the importance of adapt-
ability and specialized knowledge to effectively incorporate
deep learning techniques into software development pro-
cesses.

Blockchain-Oriented Software Engineering (Porru, et al.,
2017 [2]): Blockchain technology [16] has garnered consid-
erable attention, especially in the context of software engi-
neering. Porru et al. (2017) investigate the challenges and
new directions in blockchain-oriented software engineering.
They emphasize the necessity for innovative development
methodologies and tools tailored to blockchain applications,
addressing issues of security, scalability, and consensus
mechanisms.

Cloud Environment Challenges (Kashfi, 2017 [3]): Kashfi
(2017) delves into the software engineering challenges
within the cloud environment. From a software development
lifecycle view, the paper identifies complexities associated
with cloud adoption, such as managing scalability, data pri-
vacy, and service orchestration. Understanding these chal-
lenges is vital for efficient cloud-based application develop-
ment.
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Game Development Challenges (Kanode & Haddad, 2009
[4]): Kanode and Haddad (2009) explore software engineer-
ing challenges in the context of game development. This
niche domain presents unique challenges, including real-
time rendering, physics simulations, and content creation.
The paper underscores the necessity for specialized SE(Soft-
ware Engineering) practices to ensure the successful devel-
opment of complex games.

Blockchain in Finance (Swan, 2015 [1]; Unicredit, 2016
[6]; Aymerich et al., 2009 [7]): Blockchain technology's im-
pact on the financial sector has been studied extensively.
Swan (2015), Unicredit (2016), and Aymerich et al. (2009)
offer insights into blockchain's financial applications [16].
They emphasize the need for security, scalability, and regu-
latory compliance in blockchain-based financial systems.

Cloud Computing in Software Engineering (Grundy et al.,
2012 [8]; Shan, 2011 [9]): Grundy et al. (2012) discuss the
implications of cloud computing on software engineering,
highlighting the importance of adapting software engineer-
ing practices for cloud environments. Shan (2011) presents
the concept of "Smart Cloud Engineering" and its signifi-
cance in achieving optimal cloud-based solutions.

Deep Learning and its Practical Application (Jones, 2014
[10]; Efrati, 2013 [7]): Deep learning's practical application,
as discussed by Jones (2014) and Efrati (2013), demon-
strates the real-world relevance of deep learning techniques.
Apple's use of deep learning showcases its potential for en-
hancing software applications, thereby contributing to the
broader field of software engineering.

Software Development Life Cycle Models (Bhuvaneswari
& Prabaharan, 2013 [13]): Bhuvaneswari and Prabaharan
(2013) provide a comprehensive survey of software develop-
ment life cycle models. Understanding various SDLC mod-
els is crucial for software engineers to select and adapt
methodologies that suit specific project requirements.

Software Engineering Body of Knowledge (Swebok)
(Abran et al., 2004 [8]): Swebok, as presented by Abran et
al. (2004), serves as a guide to the software engineering
body of knowledge. It offers a structured framework to un-
derstand the core principles and concepts underpinning soft-
ware engineering.

In conclusion, the reviewed literature demonstrates the
evolving landscape of software engineering [14], shaped by
emerging technologies like deep learning, blockchain [16],
cloud computing, and specific application domains such as
finance and gaming. These insights will inform the develop-
ment of comprehensive and adaptive software engineering
practices in the face of evolving challenges and opportuni-
ties.

III. Tue SortwarRe DEVELOPMENT LiFE CYCLE

The primary aim of software engineering [14] is to estab-
lish models and processes that enable the production of the
software with comprehensive documentation and effortless
maintainability. A software life cycle is a series of identifi-
able stages that a software product undergoes during its de-
velopment. Within the realm of software engineering, there
are multiple software development lifecycle models[13].
Various levels of the lifecycle are:
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Fig. 1. The Software Development Life Cycle (SDLC)

A. Planning

This is a primary level plays a vital role in the life cycle.
Planningleads to determine the requirements gathering of a
predefined or defined project. It undergone by the experts of
the fellow members of the project. It gives the well-defined
pre planned guidelines to the fellow members in a specified
manner.

B. Defining

Once the planning and requirement analysis have been
completed, the subsequent phase involves precisely outlin-
ing and documenting the product requirements, seeking ap-
proval from either the customer or the market analysts.
Throughout the project lifecycle, a comprehensive software
requirement specification(SRS) document is utilized to
ouline and define all the product requirements that will be
designed and developed.

C. Designing phase

In this phase the design of the software is created. Based
on the requirements specified in SRS document the team
will develop the design for the software

D. Building

Also known as implementation in this phase the design is
implemented in code.It is essential that developers abide by
the coding standards and guidelines outlined by their organi-
zation.

E. Testing

This phase includes the testing of the software thoroughly
for errors and bugs and to ensure that it meets the require-
ments and functions correctly.

F. Deployment

After successful testing, the software is released into the
market and made available to end-users.post-launch mainte-
nance is essential for products once they hit the market.

IV. EMERGING DoMAINS

Software Engineering is a well bound creator in the all
fields of the engineering aspects. It vary in the different do-
mains as per the expertise based on the challenges and based

on the consumption of the engineering process. Deep Learn-
ing, Blockchain, Cloud Computing and Game development
are the emerging technologies were successfully adopted the
software engineering techniques in as per the needs of do-
main knowledge.

Fig. 2. Emerging Domains In the field of Software Engineering

V. Deep LEARNING

With its capability to handle complex tasks like image
recognition, natural language processing, and decision mak-
ing, deep learning the branch of machine learning, has
gained extensive recognition. Many fields and research do-
mains have embraced the extensive use of deep learning
technology [17]. Nevertheless, the development of deep
learning models is far from straight forward. Challenges in
this domain are categorized into three types [1].

MACHINE LEARNING

DEEP LEARNING

Fig. 3.Intranet Classification of Deep Learning

A. Deep Learning Challenges

The authors [1] conducted the experiment on seven real
world Machine Learning (ML) projects, the successful exe-
cution of these ML projects in conjunction with companies
of various sizes and types has facilitated valuable learning
experiences and various challenges. These challenges are
categorized into three types: development, production, and
organizational challenges. The most commonly occurring
challenges are stated below with the help of a pie chart. The
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given below pie chart shows the scope of each challenge that
can occur in the project.

CHALLENGES

W Testing B Experiment management

Dependancy management Effort estimation
M Cultural differences B Troubleshooting
M Resource Limitations B Glue Code and Supporting Systems

M Privacy and Safety W Monitoring and Logging

Fig. 4. Pie Chart of Various Challenges in Machine Learning projects

VI. BrockcHAIN

Blockchain technology[16] has gained immense popular-
ity for its transformative potential in areas like finance, sup-
ply chain management, and healthcare, blockchain technol-
ogy has seen a skyrocketing rise in popularity.. In simple
words it is like a mathematical structure that stores data or
digital transactions, the utilization of blockchain involves an
unalterable and distributed digital ledger, comprising inter-
connected blocks that are safeguarded by virtually unhack-
able cryptographic signatures, thereby minimizing the risk
of tampering or disruption solutions. However the imple-
mentation of blockchain solutions comes with a unique set
of challenges:

A. Blockchain Challenges

The key elements define a blockchain as a data structure
[2]. The authors [2] identify the most relevant Blockchain-
Oriented Software Engineering (BOSE) and the consequent
issues that arise. To effectively address these challenges,
they refer to relevant excerpts from the SWEBOK [8]. to
provide a comprehensive understanding of the related prob-
lems. The challenges in the blockchain-oriented Software
Engineering are listed in the tabular form given below.

VII. Croup CoMPUTING

Cloud computing has become a fundamental component
of modern software engineering. It offers agility, scalability,
and cost-efficiency, enabling software engineers to focus on
building innovative applications while relying on cloud
providers for infrastructure management and support.

However, engineers must also address security, resource
management, and vendor-related considerations [3] when
adopting cloud solutions.

Customers can avail the services offered by the cloud
computing models in three ways:

*  Software as a service (SaaS): This model delivers
on solicit claims over the internet (network).

* Platform as a service (PaaS): It supplies a frame-
work.
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Taste 1. List O BrockcHAN TEcHNOLOGY CHALLENGES IN THE REaLm OF
SOFTWARE ENGINEERINGS

CHALLENGE EXPLANATION
New Professional | The increasing importance of blockchain has led to the emergence
Roles of new professional roles [2], such as intermediaries bridging the
gap between business-focused individuals and IT experts,
requiring expertise in finance, law, and technology.
Security Blockchain-based systems (BOS) must prioritize security and
And reliability throughout the software development lifecycle, with a
Reliability focus on testing suites for smart contracts (SCT) and blockchain

transactions (BTT) to ensure trustworthiness and integrity.

Architecture Of
The Software

In BOS development, software architects should define selection
criteria for blockchain implementations and consider advanced
data representations like Object Graphs to improve operational
efficiency.

Modelling In BOS development, specialized graphical modelling languages
Languages and adaptations of existing models, such as UML diagrams, are
often needed to accurately represent the unique characteristics of

the BOS environment, as traditional diagrams may fall short.
Metrics For BOSE Systems, specialized metrics are needed, and the

Goal/Question/Metric (GQM) method can be adapted to measure
complexity, communication, resource consumption (e.g., gas in
Ethereum), and overall performance in the distributed blockchain
environment.

* Infrastructure as a service (IaaS): This archetypal
offers solicit infrastructure possessions, often in the
form of virtual machines.

Depending on the service models offered, software devel-
opment encounters may be associated with various roles. On
Par with challenges cloud computing also has its own secu-
rity threats and risks [19].

A. Cloud Computing Challenges

Cloud computing has revolutionized the way software is
developed and deployed. However, it introduces its own set
of challenges:

TaBLE I1. List OF CHALLENGES AND CoNSIDERATIONS IN THE CLoup COMPUTING
ENVIRONMENT

Challenge Considerations
Functional Requirements:
Prioritizing specific requirements

Software Non-Functional Requirements:

Requirements | Security and Privacy, Reliability, Delay, Scalability, Availability
Other Requirements:
SLA, Vendor Lock-in, Lack of Standards for development, Cloud
Evaluation, Consumption patterns

Design Choosing an appropriate design pattern, Platform problems, Parallel
design, Design for Errors

Implementation | The cost of data transmission to the cloud, Topological dependencies
problems, Implementation risks, Virtual machine’s communications,
Billing strategies

Testing Security test, Expandability and performance test, Integrity related test,
Innovation in testing, Testing tools

Maintenance Development support, Service Level Agreement, Resource and cost

and Support optimization

VIII. GaME DEVELOPMENT

Game development is a multidisciplinary field that re-
quires collaboration among artists, designers, programmers,
and testers. It combines technical expertise with creativity
and innovation to create interactive experiences that capti-
vate players.

The Video game industry, with its unique characteristics
like managing multimedia assets and creating engaging
gameplay experiences, requires tailored engineering prac-
tices [4]. As games become more intricate and players ex-
pectations rise, game developers must adapt by enhancing
their software engineering methods. This involves imple-
menting proven software engineering processes and prac-
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tices that are both rigorous and adaptable to effectively man-
age projects and minimize risks in game development. This
research explores the specific challenges in game develop-
ment and how sound software engineering practices can as-
sist developers in addressing these challenges effectively.
The main challenge that all the game developers faces on the
testing and the testing should be automated, as it helps the
game developers[18], including the all types of stakeholders.

TaBLE III. THE CHALLENGES AND EFFECTS IN THE DOMAIN OF GAME DEVELOPMENT

Challenge Software Engineering Effects
Practice

Diverse Assets Asset Management and Increased complexity and overhead

Integration
Scope of the Requirements Engineering Delays, missed milestones, feature
project and Scope Control creep
Game Publishing | Contract Management and Market-driven changes,

Agile Methodologies communication issues
Project Effective Management and Poor communication, missed issues
Management Training
Team Cross-functional Teams and Communication barriers, “us vs.
Organization Communication them™ mentality
Development Agile Methodologies and Challenges in translating GDD to
Process Project Planning project plan, iteration management
Third-Party Third-Party Integration and Compatibility issues, limitations
Technology Engine Selection

IX. ConcLusion

The rise of cutting-edge technologies like blockchain,
cloud computing, deep learning, and game development has
brought exciting opportunities, but also significant chal-
lenges, to enterprise software development. This paper
delves into these challenges throughout the software devel-
opment lifecycle (SDLC), examining each stage individually

Given below table provides the different types of chal-
lenges that all the domains will face in the software develop-
ment process. This includes various challenges some of the
challenges are commonly faced by all the domains of soft-
ware development, these are mainly testing and maintenance
challenges.

TabLe IV. THE DirrereNtT TyPES OF CHALLENGES THAT ALL THE Domamns WiLL
Face IN THE SOFTWARE DEVELOPMENT

Block
Chain

Cloud
Computing
v

Game
Development

Challenge Deep
Learning

Testing Vv

<

Maintenance v
Security v
Scalability

RN )

Regulatory
Compliance
Resource
Optimization
Cost
Management

N N NN
O L NS

The above Table IV shows the comparison between the
different challenges that occur in the emerging technologies
in the domain of software engineering.

X. Furure Work

The objective of examining challenges from this particu-
lar standpoint is as follows:

*  Categorizing the encounters to offer an optimal so-
lution based on the advance phases of future work.

*  Advising a new-fangled tactic for software devel-
opers to face the tests.

Clear benefits can be observed in utilizing emerging tech-
nologies for software development, despite the presence of
challenges. Hence, forthcoming work will aim to propose an
appropriate approach to effectively address these existing
challenges.
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Abstract—One of the most prevalent types of image forgery
is copy-move forgery. A portion of the image is being copied
and further pasted to a different location inside the identical
image during the copy-move approach in order to hide a signif-
icant portion of the image. Finding duplicate portions in the
image is the purpose of the copy-move based forgery detection
technique. In this paper, we suggest a system which tends to de-
tects forged portion in a forgery image. The DILBP (Detailed
image local binary pattern) approach is used in this work to ex-
tract features, which includes extraction of feature, matching of
feature, duplicate valued block detection. Several experiments
have been initiated on a forged image to detect copy-move
forged part. The experimental conclusions highlight that the
suggested system is efficient for quality with respect to accu-
racy and speed.

Index Terms—Image Forgery, DILBP (Detailed image local
binary pattern), local binary patterns (LBP), set difference,
Wavelet Decomposition.

I. INTRODUCTION

This Digital picture forgery is one of the often emerging dif-
ficulties in the realm of crime. There are currently no precise
approaches available to automatically determine the authen-
ticity and integrity of digital photographs. Typically, pictures
have been used to verify the reality of an event. In the pro-
cessing of image, the veracity of a digital picture can serve as
crucial evidence. The detection of fraud in digital photo-
graphs is a developing study area for assuring the validity of
the images. The availability of less expensive software and
hardware tools makes it convenient to produce, edit and
change digital photographs without leaving any visible signs
that these activities have taken place. Regular newspapers,
television, magazines, and the Internet disseminate a massive
number of sophisticated archives that are produced by a vari-
ety of devices on a regular basis. In addition, by enhancing
the capacity of image processing tools, modifying these pic-
tures becomes quite easy. Pictures are crucial to communica-
tion across all of these channels.

Image forging is the process of making a false image by
altering the actual image's content and passing it off as the
original image for illegal purposes. The existence of digital
picture authentication has received a significant deal of atten-
tion recently since digital media is now often employed in
many security organizations as well as applications, making
image fraud an important problem. Therefore, methods for
identifying manipulated photos are now being researched.
Different methods for manipulating images were created
within a few years after photography was invented. Combi-
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nation prints, which were produced by using darkrooms to
print several portions of an image on a single sheet of photo-
graphic related paper, are one of the techniques that helped in
the production of pictures. The Two Ways of Life by Oscar
G. Rheinlander, which required up to 30 distinct negatives
and it takes approx six weeks to create, contains the first
well-known combination prints.

Humans may now readily obtain engaging multimedia
from the internet and alter or modify it as they see fit, thanks
to advancements in technology and the ease of use of the in-
ternet. There are two common methods of manipulating im-
ages: region duplication by copy-move forgeries and image
splicing. During image splicing, portions of different photo-
graphs are combined to produce a manipulated image. On the
other hand, image sections are copied and pasted onto the
same image in copy-move forgery in order to increase or hide
some significant content in the image.

It becomes difficult to distinguish between tempered and
legitimate sections when copied regions appear to be identi-
cal with compatible components (such as color and noise). In
addition, a counterfeiter employs several post-processing
techniques like noise reduction, edge smoothing, and blurring
to eliminate any visible indications of image manipulation.
One unique form of forgery is called "copy-move forgery
imaging," in which portions of a picture are copied and then
pasted back into the original. Because of this, picture foren-
sics and copy-move forgery detection have grown in signifi-
cance in our networked culture.

The proposed work aim to design a detection system
which detect forged image of copy-move forgery type. In the
proposed system, digital image is divided into overlapped
blocks. After that, the feature extraction approach has been
applied on the forged image to extract the particular features
from particular image block. Further duplicate blocks have
been detected, which indicated the forged portion of an im-
age. Some the sample forged image and original images have
been shown in “Fig. 1-a”and “Fig. 1-b”.

The primary information carriers in the modern digital en-
vironment are digital photos and movies. However, the valid-
ity and integrity of the digital images are a major cause for
concern because these information sources are easily manip-
ulated using widely available software. Furthermore, the
most common method of altering digital photographs is
copy-move image forging. A specific kind of image manipu-
lation known as "copy-move forgery" involves copying and
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Fig. 1-b Actual image/ Corresponding Copy- move forged image.

pasting an image portion in a different location with the goal
of hiding a significant aspect of the original image. There-
fore, finding identical or strikingly similar image regions is
the aim in the detection of copy-move forgeries.

The following are further enumerated in the paper. A re-
view of the relevant studies is provided in Section 2. Section
3 describes the suggested image forgery detection method.
Section 4 presents the outcomes of the experiments, and Sec-
tion 5 wraps up the work. Beginning with the extraction of a
section of the input image or a model of 3D object, image
forgeries are created. Once the 2D or 3D model has been al-
tered, attackers can mix portions of the picture or image seg-
ments to produce a new image. The composite image is then
edited to remove certain items or to conceal particular parts.

II. ReLatep Work

Guiwei Fu et al. [1] suggest an image copy-move forgery
detection method based on fused features and density cluster-
ing. Tahaoglu, et al. proposed digital image copy move
forgery based detection system which need to be imple-
mented in the environment of real time[2].They suggested a
strategy that starts by removing the input image's textural
form. A Ciratefi-based method is used to localize the faked
pixel. A novel technique was suggested by R. H. et al.[3] to
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detect the copy-move forgery, which is the most common
type of forgery attack. The detection and localization of forg-
eries is a notable issue that has drawn and continues to draw
the attention of academics working in the area of digital
based forensics, according to Pranshav Gajjar et al. [4]. To
enable accurate localization of the tampered area, Mauro
Barni and colleagues [5] devised a technique to determine the
copy-move forgery's source and target locations. Agarwal R
et al.[6] In order for our system to identify the tampered re-
gion, the suggested technique initializes the tampered image
as the input. When using SIFT characteristics, Fontani et al.'s
J-linkage approach and copy-move detection idea were pro-
posed [7] in 2013. A classification-based attack (CLBA)
technique is suggested by Muhammad et al.[8] in 2012 for
the identification of tempered pictures. Sunil et al.[9] deter-
mines the state of One post-processing action that the at-
tacker might use to get around image forgery detection tech-
niques is changing the intensity of the copied portion. The in-
troduction to the bibliography on the blind picture forgery
detection technique is provided by Mahdian et al[10]. A
block-based technique was proposed by Edoardo [11] in
which texture is taken from the block and used as a feature.

Copy-move forgery detection methods in digital photos,
databases, and evaluation metrics are surveyed and compared
by Sami Gazzah et al[12]. The study attempts to shed light on
the relative efficacy of several techniques for identifying
copy-move frauds. Several popular detection strategies are
included in the study, such as deep learning, GAN, hybrid,
transform domain, block-based, keypoint-based, and hybrid
approaches. K. Latha et al.[13] successfully identify whether
a picture has been edited and prevent users from trying to
submit modified photographs by using a machine learning al-
gorithm (SVM). The integrity and authenticity of digital pho-
tographs are now questioned, undermining consumer confi-
dence in them due to recent advancements in image altering
software.

Using deep learning to train a Convolutional neural net-
work (CNN) on a dataset of real and fake photos, Devarshi
Patrikar et al.[14] conduct an extensive investigation of im-
age forgery techniques. GAN stands for generative adversar-
ial network. They conclude that deep learning has demon-
strated encouraging results for image forgery detection and is
an active field of research despite a number of obstacles. By
using a hybrid Deep Learning (DL) architecture, D Prabakar
et al.[15] create a very powerful and efficient detection ap-
proach for this kind of image counterfeiting. To begin with,
MICCF2000 is the source of the sample images. Secondly,
the photos are resized, and any noise that may have existed in
the original image is removed using a filtering approach. Ul-
timately, we construct a hybrid deep learning model by fus-
ing support vector machines (SVM) and convolutional neural
networks (CNN). The created hybrid deep learning model is
verified using metrics like precision, F1-score, True Positive
Rate (TPR) and Negative Rate (TNR), False Positive Rate
(FPR) and Negative Rate (FNR), and accuracy.

With an emphasis on frequently occurring copy-move and
splicing attacks, Zanardelli et al.[16] explore some of the
most recent image fraud detection algorithms built specifi-
cally upon Deep Learning (DL) techniques. Insofar as Deep-
Fake-generated content is applied to photographs, it is also
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addressed, producing an effect akin to splicing. Given that
deep learning-powered techniques yield the best overall out-
comes on the benchmark datasets that are currently available,
this survey is very pertinent.

A technique proposed by Dipanshu Narayan et al.[17] to
identify copy-move forgeries is based on breaking down
blocks into features and then extracting those features from
the transforms of the blocks. An additional instrument for
identifying forgeries is a Convolutional Neural Network
(CNN). To extract features, convolution and pooling layer
pairings in serial fashion are used.

III. ProPOSED SYSTEM

The primary goal of this forgery region work is to high-
light related regions in image that may vary in size and form.
A difficult task is the approach of pixel to pixel comparison
in order to locate the identical areas. In order to create a
forgery detection system that is both effective and efficient, a
logical window has been constructed. This sliding window
shifts in accordance with size of window across the entire
picture to obtain the photographs' feature vector. The regions
have been regarded as a single block that is protected by slid-
ing windows. The repositioning of the window has therefore
resulted in the creation of one additional block.

For each potential block, values of feature in matrix for-
mat, which reflect the potential block values, have been re-
trieved by the system. With the aid of a sliding window, the
input picture is split into small blocks of the similar size at
the beginning. The feature extraction approach has been used
on every potential block. DILBP (Detailed image local bi-
nary pattern), which combines the local binary pattern ap-
proach and detailed coefficients based wavelet transforma-
tion, is the suggested feature extraction strategy for each of
the blocks as shown in “Fig- 2”.

Input
Images

|dentification of

* Proposed DILBP Method ;
H the duplicate

,_. rowsin the ‘
1B feature matrix

Images i Detaled
dvidedinto | 3| coefficient :
' Feature .
non ' Wavelet : H l
; H o Extraction :
overlapping Decomposition
blocks : 1| Detection of
forgerdblocksin
the digital image

The output is the detection of the forgerd region

Fig-2. Work flow of the proposed system

A. Proposed algorithm

1) Overlapped Blocks Creation
With this method, the fake picture is first split into over-
lapping sections. Here, the fundamental technique is to find
interconnected blocks that have been duplicated or relocated.
There are several overlapping blocks in the forged area. Ex-
traction of features from these blocks would come next.

2) Technique For Feature Extraction
The forged image was subjected to the feature extraction
technique in order to extract specific features from a block of
the image after the overlapped blocks were generated. In or-
der to extract features from the block region, the detailed im-
age local binary pattern features method is used in this activ-

ity.
B. DILBP (Detailed image Local Binary Pattern)

Face photos have been converted into detailed images us-
ing a bi-level wavelet decomposition technique. Local binary
patterns (LBP) have then been used to extract local aspects of
the fake images from detailed coefficients-based decon-
structed images. The accurate and efficient DILBP approach
combines the long-running LBP method with comprehensive
coefficient-based wavelets decomposition. Detailed coeffi-
cients based wavelet decomposition.

C. Detailed coefficients based wavelet decomposition

This decomposition technique makes use of signal and
temporal analysis. It can be applied to deconstruct a bogus
image into multiple sub-band images with different direc-
tional attributes, spatial resolution, and frequency characteris-
tics. In this method, the forged image is broken down into up
to two layers in order to calculate the approximation and de-
tails coefficients. Details coefficients do not contain the high-
est frequency component of a picture, in contrast to details
coefficients, which do. In this investigation, only the detailed
coefficient has been used further during the complete
process.

The forgery's high frequency region is the only component
of the picture that is altered by the small scale obstruction
and expression modifications. For forged images, any addi-
tional decomposition processes cause information loss and
are thus not included in this study.

D. Principles of local binary pattern

The output of the wavelet has been used to local binary
pattern (LBP), where the original picture has been divided
into tiny sections from which the local binary patterns or his-
tograms have been extracted. As seen in figures. 3 and 4, dis-
tinct LBP histograms were derived, which depict circular
neighbor-sets for three distinct values of R and P. The dis-
play of the fake picture is created by concatenating all of the
blocks of the fake image into a single feature histogram.

As illustrated in "Fig-3," the feature vector of the image
can be generated [18] after the evaluation of the local binary
pattern (LBP) for every individual pixel.

Thresheld

—_—

Binary; 11101001
Decimal: 233

W

Fig-3. The actual LBP Operator (source of image: [18])

The threshold value is used as the centre pixel's value by
the basic LBP operator, which operates on the values of the
eight neighbors’ pixels. If the grey value of a neighboring
pixel is equal to or greater than that of the centre pixel, then
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Fig-4. Neighbor-sets for three distinct P and R (source of image: [18])

one is assigned to specific pixel; else, zero is assigned to it.
The LBP code is then created for the centre pixel value by
concatenating 8 zeros or ones to create a binary code [18], as
seen in “Fig-4”.

The LBP based operator's borders have expanded further
to employ various sizes relevant to the neighborhood. A cir-
cle with radius R has been drawn starting from the centre
pixel. The values of the centre pixels and the hypothetical P
sampling sites on the circumference of the particular circle
are compared. (Dual) interpolation is required to extract the
numerical values of every neighborhood sample point for any
number of pixels and radius. Figure 4 illustrates the notation
(P, R) that has been used for the particular neighborhood.

1) Duplicate Rows identification in a feature matrix

Each row in the feature matrix represents a certain block.
To find the duplicate rows, the system first counts how many
rows in the feature matrix are being compared to the filtered
out rows that remain duplicates. Consequently, the blocks
with repeated entries in the feature matrix are the outcome of
this comparison.

2) Forged region Detection

The next stage is to expose the identical blocks of digital
image, which also serves as a warning sign for counterfeit ar-
eas, after identifying blocks that behave identically. Thus, the
machine finally finds a fake area in the digital image. The
system is highlighting the specific forged locations.

When using the DILBP technique for extraction of feature,
the computing time of the entire process is lowered when the
LBP approach is combined with wavelets. This increases the
system's efficiency and tends to enhance the effectiveness of
forgery detection system.

IV. REesuLt oF EXPERIMENTAL ANALYSIS

An Intel (R) Core (TM) i3-3120M CPU running at 2.50
GHz with 4GB of random access memory has been used to
test the proposed system. All activities connected to simula-
tions are carried out using the MATLAB platform. As seen in
Table I, which shows the sizes of two images—one is titled
"River and Tree Image" and the other is titled "House and
Chimney Image"—the performance is evaluated by looking
for forged portions in the digital image. An additional col-
umn in the Table I. shows specific blocks size which are rep-
resented by each row in the feature matrix. Execution Time
indicates the time taken to detect the forged part. Last entry
in the Table I. show the no of forged blocks detect by the
proposed system.

Adobe Photoshop 7.0 was used to create the equivalent set
of forged pictures, which were then saved in the 275 * 275,
300 * 300 png format. A sliding window with a size of 26 by
26 is being placed on each individual pixel. To get the results

PROCEEDINGS OF THE RICE. HYDERABAD, 2023

TaBLe . PErRFORMANCE TABLE

Sr Image Size Block Execution No of duplicdte
No Size Time blocks identified
1. River and 23 x23 0.32 sec 1

Tree image

275 %275
2. House and 34 x 34 0.50 sec 1

Chimney

Image

300 x 300

of the experiment on picture forgery, the suggested DILBP
approach is being used to the faked photos. Following the ap-
plication of the suggested detection of image forgery method,
we obtain a forged part in the forged images and correspond-
ing forged areas are emphasized by the block-based system
that are exactly similar to one another from every angle, as
shown in “Fig-5.1” and “Fig-5.2”, which effectively indicates
the forged image.

i

Image Forgery Detection

Original Image Forged Image

Fig-5.1. Detection of Forged part Results I

Image forgery detection

Original Image Forged Image

Fig-5.2. Detection of Forged part Results 11

V. CoNcLUSION

This proposed study use the DILBP approach, which in-
corporates the wavelet decomposition's detailed coefficient
characteristics, to recognize the copy-move forged picture.
The research covered in this paper yields a good outcome for
detecting fabricated regions. The improvement of time com-
plexity to detect the forged region will be the next step in the



DALIJEET KAUR ET AL.: DETECTION OF COPY-MOVE IMAGE FORGERY USING LOCAL BINARY PATTERN FROM DETAILED WAVELET COEFFICIENT

future. Also, the proposed system as the proposed approach
aims to detect forged portion in still forged images only, in
future next step will be to detect forged portion in video also.
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Abstract—Bicycle sharing is a notable sustainable trans-
porta- tion option for metropolitan regions and communities
seeking to address environmental concerns, reduce traffic con-
gestion, and combat air pollution while promoting public
health and improving connections. There are already technolo-
gies to support this system, including typical mobile applica-
tions and kiosks strategically positioned at the bicycle station.
Nevertheless, most proposed solutions cannot accurately fore-
cast the demand for bicycle availability, efficiently redistribute
bicycles, create routes to circumvent traffic congestion and con-
duct comprehensive user analysis. To address these challenges,
a framework for an AI- enabled bicycle-sharing system has
been presented to predict the count of bicycle rentals. To assess
performance, four distinct ensemble-based models are imple-
mented and tested using various statistical parameters.

Index Terms—bicycle rental system, BSS, artificial intelli-
gence, ensemble technique, feedback.

1. INTRODUCTION

Now, there exists an escalating worldwide inclination to-
wards the adoption and execution of bicycle rental systems
[1]. The main goal of the bicycle rental system is to enable
the tem- porary leasing of bicycles to individuals, typically
for periods spanning from 15 minutes to a few hours. There
are some key reasons to escalate the demand for the bike-
sharing system, such as providing a sustainable transport op-
tion which en- courages people to use bicycles instead of
fuel-based vehicles, providing flexibility for pick-up and
dropping bikes due to nu- merous docking stations, reducing
traffic congestion inside the cities, connected with the public
transportation facilities which make it convenient to pick up
public transportation, offer a convenient way for the tourists
to explore the city more as well as promote tourism activities.
Additionally, it also helps improve people’s physical and
mental health [2]. Although the bike rental system greatly
impacts society, key issues also need to be addressed. The
first issue is bike availability; at peak times, bikes are un-
available at their docking station, discouraging people from
adopting the bike-sharing system. Large-scale bike upkeep
and repairs require a lot of work and skill. Systems must in-
stall more stations and determine the optimal fleet composi-
tion to handle rising demand over time [3]. Understanding
user patterns and peak usage periods is crucial to adapting to
changing needs despite difficulty. Pricing methods must bal-
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ance income generation with affordability to maintain the
system. Few trip planning tools point users toward safe, effi-
cient cycling routes. Predicting maintenance issues before
malfunctions render bikes useless is one unsolved topic.
Keeping an eye on fleet activities, bike maintenance, cus-
tomer behaviour, pricing, routes, and breakdowns is chal-
lenging [4]. Artificial intelligence (Al) has the potential to
overcome these challenges and provide a better experience
for users as well as service providers. Al encompasses com-
puter systems that possess the ability to execute tasks that
conventionally necessitate human intelligence, including but
not limited to sensory seeing, recognition of speech, deci-
sion- making, and translating languages [5]. The fusion of Al
in the bike-sharing system transforms the user experience
better. The key benefits of Al in bike-sharing systems are
(see in figure 1):

1) Demand Prediction: Al analyses the bike
availability per the rider data log in the system,
including the external weather conditions, and
provides feedback to service providers to rebalance
the bike availability.

2) Optimization in Routes: As per traffic congestion
in the city, the system optimizes new routes and
provides the fastest and safest way for the user.

3) Maintenance: Al can analyze data collected from
bike sensors to detect bicycles that require repair or
main- tenance before the occurrence of any
breakdowns. This enhancement contributes to the
enhancement of safety and reliability.

4) Rewards: Al can comprehend user data and offer
incen- tives, such as points and monetary prizes, to
encourage prolonged user engagement with bike-
sharing systems.

5) Fraud Detection: Al can identify and analyze
usagepatterns that may indicate questionable activity,
hence speeding up identifying stolen or lost bicycles.
This phenomenon leads to a decrease in both financial
losses and criminal activities.

This study presents a potential architecture for a bike
rental system incorporating artificial intelligence technology.
The primary contribution of this work is as follows:
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Fig. 1. Key points to integrate the Al with Bicycle sharing system

1) Trained four ensemble-based approaches on BSS
set.

2) Evaluated these models with the help of statistical
parameters.

3) chose and deployed a better performance model.

The subsequent sections of the paper are organized as fol-
lows: Section 2 provides an overview of the associated
work, Section 3 outlines the technique employed in the sug-
gested work, Section 4 presents the results obtained from the
proposed work, and Section 5 summarizes the study.

II. ReLaTED WORK

In the past years, some studies have been published on bi-
cycle-sharing systems. In [6], the authors suggested using a
multiple-layer spatial network model to analyze the public
transport system. This model considers the interconnectivity
of transit paths, cycling stations, and pedestrian pathways.
The overall evaluation of this study is that the introduction
of public bicycle-sharing systems has been shown to im-
prove the efficiency of the public transportation network by
decreasing passenger travel times, promoting smoother traf-
fic flow, and alleviating congestion. In this study [7], au-
thors present a complete technique for establishing a Bicycle
Sharing System (BSS) that efficiently incorporates optimiz-
ing station positions and capacity allocation. The proposed
methodology combines a set-covering framework for dis-
tributing customer demand to stations with a queuing model
for assessing amenities levels. These studies are manually
optimizing station location and capacity location. Al can en-
hance the design, operation and adaptability of the BSS. To
determine which machine- learning techniques are most
commonly used in this field and to examine how machine
learning has been used to enhance bike-sharing programs in
smart cities, authors [8] presented a literature review. The
review aids in synthesizing prior findings and identifies ar-
eas needing additional investigation. In [9], the authors pre-
sented how to deploy ML models to maximize the number
of bicycles available in the public bicycle-sharing scheme.
The algorithms provide an accurate forecast of station occu-
pancy levels, enabling timely redis- tribution of bicycles
across stations. Ensuring riders’ regular access supports bi-
cycles as an environmentally friendly form of travel for the
environment and public health. The deep learning approach
presented [10] a highly accurate forecasting model that has
the potential to significantly contribute to real-time decision-
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making and operational management within expanding
dockless systems worldwide. The main aim of this study is
to expand the application of advanced neural network archi-
tectures in the modelling of complex spatiotemporal sys-
tems. Similarly, the authors [11] proposed a deep learning
model called STGA-LSTM to forecast the demand for bicy-
cle sharing across several stations. Advocating for fair and
just consumption practices facilitates the establishment of
envi- ronmentally friendly, reliable shared transportation
systems. The authors suggest a dynamic repositioning sys-
tem based on a Monte Carlo tree search [12]. This system
aims to assist service providers in efficiently balancing the
distribution of bicycles across stations, taking into account
their movement patterns. The notion of service level is es-
tablished to quantify the quantity of bicycles that require
transfer at each station. In [13], this study primarily applies
deep learning models to forecast short-term bike demand for
the bike rental system, specifically predicting demand 15
minutes in advance. A hybrid CNN-LSTM model is consid-
ered for the prediction.

III. MEgrHODOLOGY

In this section, the methodology of the paper, including
the framework and how things are connected to the frame-
work, is discussed (see figure 2).

A. Bicycle Sharing Ecosystem

The Bicycle Sharing Ecosystem (BSS) allows individuals
to borrow bicycles within their local area temporarily. A
considerable number of bicycles are observed to be parked
at a specific station inside the BSS. Bicycles can be con-
nected through docks, which are specialized racks designed
to secure and release the bike, or they can be supplied with
specialist locks that keep the bicycle stationary at a certain
location. Furthermore, these locks can be operated by mo-
bile applica- tions or kiosks located at the terminal. The mo-
bile applications examined in the BSS are founded on the
conventional server- client infrastructure for reserving and
verifying the availability of bicycles. In this system, an Al
system is integrated into the traditional mobile application to
forecast the total number of bicycles used.

B. Al Model Technique

To train and deploy the Al model in the BSS, there are

some steps which need to be followed.
1) Data Collection and Data Pre-processing

The dataset [14] on bike sharing encompasses many char-
acteristics about the date, time, weather conditions, day type,
and the count of bike rentals. The variables encompass the
record index, date, season, year, month, hour of the day,
presence of a holiday, day of the week, and working day sta-
tus. The variable “weathersit” classifies weather conditions
into four distinct categories: clear, mist, light, and heavy
rain. The dataset additionally has normalized variables for
temperature, perceived temperature, humidity, and wind
speed. In conclusion, the dataset includes tallies about the
number of individuals classified as casual riders registered
riders and the overall count of bike rentals, encompassing
casual and registered users. These variables collectively of-
fer valuable insights into the various aspects that affect the
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Al MODEL TECHNIQUE

Fig. 2. Framework of Al-enabled Bicycle sharing system

demand for bike rentals, such as weather conditions, time of
day, kind of day (e.g., weekday or weekend), and consumer
characteristics. The objective is to utilize these factors to in-
vestigate and construct a model for the patterns of bike shar-
ing.

Data Pre-processing: The data pre-processing techniques
[15] include removing the missing values using mean, me-
dian or most frequently values imputation; the next step is to
identify the abnormal values that need to be removed from
the dataset. Feature selection is a crucial step in the model-
ling process, as it involves identifying and removing dupli-
cate, unnecessary, or noisy features. By selecting those with
the greatest importance characteristics, the precision and
generality of the model can be enhanced.

2) Model Development

To facilitate the creation of the model, it is necessary to
partition the data into either a training set and a testing set or
into a training set, a testing set, and an evaluation set. The
rationale behind withholding specific test data is to ensure
an impartial assessment of the model’s ability to generalize
novel variables. The outcome evaluation may demonstrate a
positive bias if the model is assessed using the same dataset
used for its training. The subsequent phase involves select-
ing an appropriate model following the dataset. One ap-
proach that can be employed is to utilize various models and
assess their performance by employing statistical param-
eters. This methodology facilitates the provision of feedback
to the model under consideration. In this study, four ensem-
ble machine learning are deployed to evaluate the perfor-
mance of the proposed approac and explained in Table I.

3) Model Deployment

Once the model has been trained, it is integrated into the
manufacturing ecosystem, where it may generate predictions
in real-time. It is imperative that the input information for-

mat and sort utilized for production purposes align with the
format and type on which the algorithm was developed [16].
The set-up system must be capable of effec- tively managing
the pre-processing of real-time data. For this study, the pro-
posed model is deployed through FastAPI.

TAaBLE I. DIFFERENT ENSEMBLE MODELS USED IN THE STUDY

S.No. | Model Description
Ensemble

1 Random Forest | The RF algorithm is a metaestimator

(RF) Regressor that gmplqys several dec1§10n trees for
classification. RF model is a versatile, easy to
use regression model that provides better
accuracy without extensive hyperparameter
tuning.

2 Gradient GB estimator constructs an additive model
Boosting (GB) using a forward stage-wise approach,
Regressor enabling the optimal selection of various

distinct losses. Although GB model provides
accurate prediction, it requires careful tuning.

3 AdaBoost The AdaBoost is a meta-estimator
Regressor that initially trains a regression model on the

initial data set. Sub- sequently, it trains new
regressor clones on the exact same dataset,
but with updated instance values based on the
variance of the present prediction.
Additionally it required the tuning to avoid
the overfitting issue.

4 Extra Tree This model presents a meta estimator that
Regressor applies a series of randomized decision tree

structures, also known as extra-trees, on
different subsets of the dataset
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4) Performance

The performance of Al-based applications is of utmost
importance due to the tendency of models to deteriorate in
intricate real-world settings as time progresses.

In order to mitigate the impact of errors on consumers, it
is imperative to engage in ongoing surveillance of essential
per- formance indicators, thereby enabling the timely identi-
fication of potential difficulties before they escalated into
significant problems. This enables the model to undergo re-
training or augmentation over time. Some parameters are
also helpful to check the model performance after deploy-
ment, such as prediction accuracy, error rate, Al pipeline
monitoring, and Quinton sampling, which helps to check the
model perfor- mance through the experts in a periodic pe-
riod.

C. Feedback

The incorporation of feedback is widely recognized as an
essential component of the machine-learning process. The
feedback provided by real-time users holds significant im-
por- tance as it is a crucial indicator of the model’s perfor-
mance. This is because even if a model demonstrates a high
validation score, it may still encounter failures when de-
ployed in real- world scenarios. In certain instances, it may
be the case that researchers and developers are unable to dis-
cern the fault within the code. However, the user can pay at-
tention to and discover said error. Furthermore, feedback
mechanisms foster trust and promote transparency on the ca-
pabilities and limitations of models [17]. In this research,
participants and service providers are linked to the feedback
mechanism of the artificial intelligence model. The user sub-
mits a problem using the feedback system, which is relayed
to the service providers for prompt resolution

IV. ResuLrs aND EVALUATION

In this section, experimental testbed and results outcome
is discussed.

A. Testbed

For this study, google co-lab is considered to train the
model initialized with matplotlib, pandas, NumPy, seaborn
and sklearn for the training and testing of four ensemble
model for this study.

B. Analysis

To evaluate the performance evaluation of the proposed
framework, there are three statistical parameters [18] consid-
ered such as root mean square error (RMSE), mean absolute
error (MAE) and coefficient of determination (R2).

Table II displays the performance evaluation of four en-
semble models on the BSS dataset. A dataset was utilized to
assess the performance of four regression ensemble models
in predicting a continuous target variable. The models in-
cluded in the training process included the Random Forest
Regressor, Gradient Boosting Regressor, AdaBoost Regres-
sor, and Extra Trees Regressor. Smaller MAE and RMSE
values are indica- tive of superior model performance.
Higher R2 values that approach 1 are indicative of superior
performance. The Extra Trees Regressor demonstrated supe-
rior performance with a mean absolute error MAE of 24.87,
RMSE of 41.17, and R2 of 0.94. This demonstrates that it
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possesses the lowest mean errors and exhibits the highest de-
gree of concordance with the actual target values. The Ad-
aboost Regressor had the lowest performance across all
three evaluation measures, namely a MAE of 86.13, RMSE
of 106.62, and R2 value of 0.64. The predictions exhibit the
highest degree of deviation from the actual data. The RF and
GB variants demonstrated a moderate level of performance.
The errors and R2 values of their models fall within the
range of the best and worst models. Based on the analysis
conducted, it is recommended to utilize the Extra Tree Re-
gressor model for predicting the target variable due to its no-
table performance across many assessment measures. The
measurements offer empirical support for the selection of
this option, ensuring its accuracy.

TastE II. PErForMANCE Evaruation oF Four EnsemMBLE MopEL oN BSS Set

Parame- RF GB AdaBoost Extra Tree

ter Regressor | Refressor Regressor Regressor
MAE 25.37 48.18 86.13 24.87
RMSE 42.05 70.78 106.62 41.17
R2 0.94 0.84 0.64 0.94

The objective of regression modeling is to make predic-
tions for a continuous target variable by utilizing a collection
of pre- dictor variables. The regression model produces fore-
casts, or estimated quantities, of the dependent variable. The
aforemen- tioned predictions are indicative of the results
produced by the regression model that has been appropri-
ately fitted, based on a certain set of input predictor values.
The comparison between the predicted counts derived from
the regression model and the actual counts is conducted to
assess the effectiveness and accuracy of the fitted model.
The accuracy of the model in predicting the target variable
improves as the projected counts approach the actual counts.
An effective regression model aims to minimize discrepan-
cies and achieve predicted numbers that closely align with
the actual counts. Figure 3 illustrates the comparison be-
tween the observed and anticipated total count of bicycles
for four different ensemble learning models. Figure 3. actual
vs predicted Total Count figure with two columns. Left col-
umn: (A) Top left panel showing RF Regressor. (B) Bottom
left panel showing AdaBoost Regressor. Right column: (C)
Top right panel showing GB Regressor. (D) Bottom right
panel showing Extra Tree Regressor.

V. ConcLUSsION

Bicycle-sharing systems offer an ecologically advanta-
geous mode of transportation that confers numerous benefits
to metropolitan regions regarding environmental sustainabil-
ity. Nevertheless, the efficient operation of these systems
poses significant logistical and planning challenges. The in-
creasing significance of Al technologies is observed in the
context of bicycle-sharing providers, who are utilizing these
tools to tackle the challenges mentioned earlier. Al algo-
rithms can examine patterns in rider utilization to optimize
bike allocation and determine appropriate pricing strategies.
This paper proposes an Al-enabled framework for analysing
rental bicycles in a bicycle rental system. The framework
aims to enhance the service provider’s understanding of
rental bicycles and improve the customer experience.
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Fig. 3. Actual vs Predicted Total Count bicycle for four ensemble learning approaches.

There is a significant potential for enhancing intelligence
and efficiency within bicycle-sharing systems in the foresee-
able future by integrating Al technology to a greater extent.
The use of advanced tracking sensors and predictive analyt-
ics will augment the accuracy of monitoring the where-
abouts of bicycles and forecasting ridership demand. Al
methodologies enable service providers to offer individual-
ized recommendations and incentives to specific clients. In
future times, this technology is expected to expand its range
to include intelligent route planning, while simultaneously
enhancing the user experience.
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Abstract—This paper presents an innovative approach for
immersive virtual painting using real-time computer vision
techniques. A meticulously crafted color detection algorithm
implemented in C++ and OpenCV achieves up to 97.4% accu-
racy in identifying specified hues from live video feeds. The de-
tected colors are seamlessly translated into vibrant brush
strokes rendered on a digital canvas in real-time. The algo-
rithms exhibit remarkable speed, analyzing each frame within
15ms, enabling ultra-low latency painting interactions. Opti-
mization strategies involving parallel processing and code opti-
mizations provide further performance gains. Comparative
analysis reveals 3-4x faster execution using C++ over Python
for color detection. The platform delivers an intuitive, natural,
and uninterrupted painting experience, as validated through
user studies. By automating color detection and digital render-
ing, this research transforms virtual painting from a passive ac-
tivity to an immersive form of human-computer co-creativity.
The fusion of computer vision, rendering algorithms, and opti-
mization techniques establishes new frontiers in interactive dig-
ital art platforms and reshapes human-computer collaboration.
Highlights:

* This research achieves exceptional accuracy in real-time
color detection, with up to 97.4% precision in identifying speci-
fied hues across thousands of video frames.

* The integrated system enables seamless user interaction for
natural virtual painting expressions, eliminating disruptive
color selection interruptions.

* Comparative analysis reveals significant 3-4x performance
gains by implementing the algorithms in C++ instead of
Python, underscoring the efficiency benefits of C++ for real-
time computer vision applications.

* User studies validate the immersive experience delivered by
the platform, with users highlighting the responsiveness, preci-
sion, and intuitive interaction unmatched by traditional virtual
painting tools.

* The proposed techniques establish a new paradigm in real-
time computer vision, pushing the boundaries of virtual cre-
ativity platforms and reshaping human-computer collaboration
in the arts.

Index Terms—Computer Vision, OpenCV, Real-time Inter-
action, Virtual Painting, Color Detection Algorithms, Digital
Canvas Rendering
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1. INTRODUCTION

Interactive virtual painting refers to the use of computational
frameworks and technologies to assist users in creating art-
works in a virtual environment. These frameworks provide
tools and suggestions to enhance the user's creativity and
guide them in the painting process. One approach proposed
in the research domain is Neural Painting (NP), which uses a
conditional transformer Variational AutoEncoder (VAE) ar-
chitecture with a two-stage decoder to suggest strokes for
completing an artwork [1]. Another approach involves the
use of a painting simulator that allows users to virtually paint
on a display using sensors and objects to trigger virtual paint
colors. The system tracks the movement of the objects and
displays the virtual paint color on the display in response [2].
Additionally, there are techniques that enable image synthe-
sis from incomplete human paintings, allowing users to pro-
gressively synthesize desired images with just a few coarse
user scribbles [3]. Virtual reality applications also exist that
provide emotional characteristics to virtual painting, allowing
users to create paintings with expressive emotion-based
brushes and shapes [4].

Real-time color detection is significant in various com-
puter vision applications, such as skin color detection and
sport playground detection [5]. It allows for the modeliza-
tion of color clusters and the classification of image pixels
based on their membership to a particular color class [6].
This real-time implementation of color detection techniques
enables efficient and low-cost processing, making it possible
to detect color clusters in real-time video sequences [7]. On
the other hand, canvas rendering is important for authentica-
tion purposes, as it provides a reliable digital fingerprint that
can be used to identify and track users online [8]. By gener-
ating a hash value from canvas and WebGL, a model using
KNN can accurately authenticate users with an accuracy of
89% [9].
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OpenCV is a computer vision library that is widely used for
various applications. It provides tools and algorithms for
tasks such as object detection, face recognition, and image
processing. OpenCV is used in combination with deep
learning techniques, such as Convolutional Neural Networks
(CNN), to achieve accurate and efficient results[10]. CNN,
including variations like YOLO, has shown exceptional
improvement in object detection, making it a crucial
application of image processing [11], [12]. Object detection
goes beyond simple classification and helps in localizing
specific objects in images or videos. It has applications in
various fields, including inventory management in retail and
vehicle detection for autonomous vehicles[13], [14].
OpenCV also enables face detection and recognition using
techniques like Haar-like features and principal component
analysis (PCA) [15], [16]. Overall, OpenCV plays a
significant role in computer vision by providing a wide range
of tools and algorithms for different tasks[17].

II. LITERATURE REVIEW

A. Evolution of OpenCV and Its Impact on Computer

Vision

Computer vision applications in transportation logistics
and warehousing have a huge potential for process
automation. A structured literature review on research in the
field categorizes the literature based on the application and
computer vision techniques used. The review also points out
directions for future research and provides an overview of
existing datasets and industrial solutions [18]. Face
recognition is another important application of computer
vision, and research in this area has focused on using cascade
classifiers and principal component analysis for face
detection and recognition [16]. In the construction industry,
computer vision-based methods have been applied for safety
monitoring, productivity improvement, progress monitoring,
infrastructure inspection, and robotic application. These
methods involve various aspects of computer vision such as
image processing, object classification, object detection,
object tracking, pose estimation, and 3D reconstruction [19].
Machine learning plays a significant role in computer vision
and image processing, contributing to domains such as
surveillance systems, optical character recognition, robotics,
and medical imaging. The review discusses the importance
of machine learning, its applications, and open research areas
in computer vision [20], [21]. Computer vision has been
widely studied and applied across disciplines, with a focus
on image recognition and understanding information from
photos and videos [22].

B. Color Detection Techniques in Computer Vision

Color detection techniques in computer vision involve
various methods and algorithms for identifying and
analyzing colors in images. These techniques are used in
applications such as computer control systems, gesture-based
human-computer interaction, and color measurement in the
textile industry. One approach is to determine the number
and characteristics of color targets within an image using
algorithms that rely on digital indexing code tables and
decimal and binary numbers [23]. Another method involves
filtering an image to isolate a predefined set of colors and
then determining whether a desired color is present within
the filtered image [24]. In the context of gesture-based
human-computer interaction, real-time tracking of hand and
finger motion can be achieved by calculating changes in
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pixel values of RGB colors from a video, without the need
for artificial neural network training [25]. In the textile
industry, computer vision techniques are used for color
measurement and evaluation. These techniques involve
digital image processing, device -characterization and
calibration, and various methods such as polynomial
regression, neurofuzzy, and artificial neural network for
measuring and demonstrating color of textiles [26]. Overall,
color detection techniques in computer vision play a crucial
role in a wide range of applications, enabling accurate
analysis and understanding of color information in
images.[27]

C. Drawing Algorithms for Real-time Canvas Rendering

Drawing algorithms for real-time canvas rendering is a
challenging task in computer graphics. The quality and
efficiency of rendering algorithms need to be defined,
measured, and compared. Fischer et al. propose the
PADrend framework, which supports the systematic
development, evaluation, adaptation, and comparison of
rendering algorithms [28]. Kim et al. present a real-time
panorama algorithm for mobile camera systems, which
includes feature point extraction, feature tracking,
rotation matrix estimation, and image warping [29].
Fiitterling focuses on core algorithms for rendering,
particularly ray tracing, to support massively parallel
computer systems [30]. Yuan et al. introduce a dynamic
measure to capture temporal image distortions in real-
time rendering algorithms [31]. Eisemann et al. provide
a guide to understanding the limitations, advantages, and
suitability of different shadow algorithms for real-time
to interactive rendering [32].

D. Integration of OpenCV with C++ for Real-time
Applications

OpenCV can be integrated with C++ for real-time
applications. Object recognition and detection can be
achieved using OpenCV and Python 2.7, improving
accuracy and efficiency [33]. Deep learning-based object
detection, such as Region-Based Convolutional Neural
Network (R-CNN) and You Only Look Once (YOLO),
can also be implemented using Python, providing speed
and real-time application use [34]. Face detection and
recognition can be accomplished using Python and deep
learning techniques, making it suitable for real-time
applications [35]. Additionally, OpenCV can be used for
real-time image processing in traffic flow counting and
classification, allowing for smooth monitoring without
disturbing traffic [36]. OpenCV and Flask can be
utilized to build a cloth try-on system, enabling users to
try on upper body clothes in real-time [37]

Despite the wide application of OpenCV in real-time
scenarios, it's relatively rare to witness the integration of
OpenCV  with C++. Most research and practical
implementations tend to favor Python due to its ease of use
and rapid prototyping capabilities. However, as indicated by
the existing literature, the combined power of OpenCV and
C++ offers unique advantages. C++ provides high
performance, low-level memory control, and the potential
for optimized code execution. Despite its potential, there is a
scarcity of research focusing on harnessing these advantages
in conjunction with OpenCV. The research problem lies in
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the underexplored territory of enhancing real-time computer
vision applications through the integration of OpenCV with
C++. This gap in research hinders the full exploration of the
capabilities that arise from this combination, limiting the
potential for highly efficient and high-performance real-time
applications in various domains. The challenge is to delve
into this unexplored realm, investigating the specific
benefits and complexities that arise when OpenCV is tightly
integrated with C++, thereby addressing the gap in the
current body of knowledge.

Our research endeavors to redefine the landscape of virtual
painting applications by delving into the unexplored
integration of OpenCV with C++. While existing literature
predominantly favors Python, our study aims to harness the
unique advantages of C++ for real-time artistic interactions.
Drawing inspiration from successful implementations like
object recognition, deep learning-based techniques such as
R-CNN and YOLO, and even face detection using Python,
our research seeks to apply similar methodologies within the
domain of virtual painting. By integrating OpenCV with
C++, authors aim to enhance the accuracy and efficiency of
color detection algorithms and real-time canvas rendering
techniques. The research problem lies in the scarce
exploration of this integration, limiting the development of
immersive virtual painting experiences. Our research
proposition is to leverage the combined power of OpenCV
and C++ to optimize color detection, enabling precise
strokes and vibrant hues in real-time virtual painting
scenarios, ultimately advancing the field by addressing this
research gap.

III. METHODOLOGY

Our research methodology is driven by a
multidimensional approach, integrating key insights from the
existing data to enhance the realm of virtual painting
applications. First and foremost, authors focus on the
intricate design of our Color Detection Algorithm,
meticulously implemented using OpenCV in C++. Drawing
inspiration from successful ventures in object recognition
and deep learning-based techniques such as R-CNN and
YOLO, authors seek to infuse our color detection mechanism
with similar accuracy and efficiency. By leveraging the
robust computational capabilities of C++, authors aim to
optimize the color detection process, ensuring precise
identification of specific hues within a live video feed.

Simultaneously, our research dives into the realm of the
Drawing on Canvas Algorithm, building upon the
foundations laid by previous studies. Taking cues from face
detection techniques and real-time image processing in
traffic flow counting, authors implement innovative
approaches to translate detected colors into dynamic and
vibrant strokes on a digital canvas. This implementation is
driven by Python's flexibility and C++'s performance,
ensuring seamless integration and high responsiveness.

The heart of our research lies in the seamless Integration
of these Algorithms for Real-time Interaction. By carefully
harmonizing the Color Detection Algorithm with the
Drawing on Canvas Algorithm, authors create a symbiotic
relationship, enabling users to engage in virtual painting
activities with unparalleled accuracy and aesthetic finesse.
Moreover, authors employ Optimization Techniques for

Efficient Real-time Processing, inspired by the successful
application of these techniques in traffic monitoring systems.
Through meticulous analysis and refinement, authors strive
to achieve optimal computational speed and accuracy, crucial
elements in enhancing the user experience in real-time
virtual painting scenarios.

In essence, our methodology is a strategic amalgamation
of proven techniques and innovative approaches. By
integrating the power of OpenCV with C++, authors aim to
elevate virtual painting to new heights, crafting an
experience that marries technical brilliance with artistic
expression. Through this robust methodology, our research
seeks to transform virtual painting into a captivating and
immersive reality.

A. Color Detection Algorithm Design using OpenCV in
C++

The proposed color detection approach builds upon existing
techniques for object recognition like YOLO. Similar to
YOLO, the algorithm leverages HSV color space thresholds
and contour detection to identify color objects. However,
optimizations like contour approximation and filtering are
incorporated to improve real-time performance. The
algorithm also draws inspiration from face detection
techniques which also rely on detecting contours in different
color spaces.

ALGORITHM PSEUDOCODE:
1. Convert the input image from BGR to HSV color space.

2. TIterate through the predefined color ranges in
‘myColors":

a. Extract the lower and upper HSV values for the
current color range.

b. Create a binary mask by thresholding the image
using the lower and upper HSV values.

c. Find contours in the binary mask to identify color
blobs.

d. For each contour:
i. Calculate its area.

ii. If the area is larger than a threshold (e.g., 1000
pixels):

A. Approximate the contour to reduce the number
of vertices.

B. Calculate the bounding rectangle for the
simplified contour.

C. Determine the centroid of the bounding
rectangle.

D. Store the centroid coordinates and the index of
the detected color range.

3. Return the list of detected points.

The color detection algorithm starts by converting the input
image from the BGR color space to the HSV color space. It
then iterates through the predefined color ranges
(myColors). For each color range, it creates a binary mask
by thresholding the image using the lower and upper HSV
values of the current color. Contours are extracted from this
mask, representing color blobs.
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Formula authors have used for converting RGB to HSC
color space:
H=0ifB<G ---—---—-- (1)
H=360°—6if B>G -------- )

_ _ 0.5(R-G)+(R-B)
Where & = cos—1 N RO

S=1-3+*min(RGB)/(R+G+B) - 3)
V = max(R,G,B) ------- 4)
Pseudocode for contour detection and filtering steps:

contours = findContours(mask)

for each contour c in contours:

if contourArea(c) > threshold:

contourApprox = approximateContour(c)
boundingRect = getBoundingRect(contourApprox)

This pseudocode mathematically explains the HSV color
conversion and contour processing steps in the color
detection algorithm. The algorithm filters contours based on
their area, ensuring they exceed a certain threshold to avoid
noise. For valid contours, it approximates the shape,
calculates the bounding rectangle, and determines the
centroid. Detected points, along with their corresponding
color indices, are stored in the newPoints vector. This
algorithm enables precise identification of specific colors
within the image, forming the foundation of the virtual
painting application's interactive color detection mechanism.

C++ Code:
Mat colorDetection(Mat inputlmage,
lowerHSV, vector<int> upperHSV) {

Mat imgHSV;

cvtColor(inputlmage, imgHSV, COLOR_BGR2HSV);

vector<int>

Mat mask;
inRange(imgHSV, Scalar(lowerHSV[0], lowerHSV[1],
lowerHSV[2]), Scalar(upperHSV[3], upperHSV[4],

upperHSV[5]), mask);

vector<vector<Point>> contours;
findContours(mask,  contours,
CHAIN_APPROX_SIMPLE);

RETR_EXTERNAL,

vector<Point> approx;
vector<vector<Point>> filteredPoints;

for (const auto& contour : contours) {
double area = contourArea(contour);
if (area > 1000) {
float peri = arcLength(contour, true);
approxPolyDP(contour, approx, 0.02 * peri, true);
if (approx.size() == 4) { // Filter based on the
number of vertices (can be adjusted)
filteredPoints.push_back(approx);
}
}
}
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return mask;

}

Explanation:

1. Convert to HSV: The input image is first converted from
BGR (OpenCV's default color format) to HSV (Hue,
Saturation, Value) color space. This is because HSV
separates the intensity information (Value) from the color
information (Hue and Saturation), making it easier to work
with colors.

2. Color Thresholding: For each predefined color range
(defined in myColors), a lower and upper HSV value is
specified. The inRange function is used to create a binary
mask where the white pixels represent the detected color
range, and black pixels represent other colors.

3. Contour Detection: The contours (boundaries of white
areas) in the binary mask are found using the findContours
function. Contours are sets of points that represent the
boundaries of objects in an image.

4. Approximation and Filtering: Contours that have an area
larger than 1000 pixels are approximated to reduce the
number of vertices using the approxPolyDP function. This
approximation simplifies the contour shape. The resulting
points are then filtered and stored.

Hue Min: 76

Hue Max: 142

(;A

Hue Min: 76 b

Hue Maxc: 142

Sat Min: 48

Sat Max: 170

Val Min: 138 =

Val Max: 255

Figure 1: Output of the Color Detection Algorithm

Figure 1 shows the output of the color detection algorithm
giving us the min, max values of Hue, Sat and Val. It helps
us detect and choose the color.

B. Drawing on Canvas Algorithm Implementation

The digital canvas rendering approach is inspired by prior
work in real-time facial landmark detection. Similar to
mapping key facial points, the algorithm maps detected
color points to display coordinates. The algorithmic flow of
extracting points and mapping them to visualize results
parallels techniques used in facial and object landmark
detection. However, optimizations like parallel processing
are uniquely incorporated to boost rendering speeds. By
correlating the study's algorithms to prior arts like YOLO
and facial recognition, it helps position the research as an
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extension and focused application of these methods in the
specific domain of virtual painting.
Algoritm Pseudocode:
1. Iterate through the list of detected points and their
corresponding colors:

a. Retrieve the coordinates and color index for the
current point.

b. Using the color index, obtain the corresponding
drawing color from 'myColorValues'.

c. Draw a filled circle on the canvas image at the
specified coordinates using the obtained color.
2. Repeat step 1 for all detected points.
The Drawing on Canvas Algorithm operates in a
straightforward manner, leveraging the detected points from
the Color Detection Algorithm. For each detected point, the
algorithm retrieves its coordinates and the corresponding
color index. Using this index, the algorithm fetches the
appropriate drawing color from the 'myColorValues' vector.
Subsequently, the algorithm draws a filled circle on the
canvas image at the specified coordinates, employing the
obtained color. By repeating this process for all detected
points, the algorithm renders dynamic and vibrant strokes on
the digital canvas in real-time. This implementation ensures
that the virtual painting experience is visually engaging and
responsive, capturing the essence of the detected colors and
translating them into aesthetically pleasing strokes on the
canvas.

Formula for mapping detected colors to RGB values:
displayColor = colorPalette[detectedColorindex]
where colorPalette is a lookup table mapping indices to

RGB color values.

Pseudocode for drawing circles at detected points:
for each point p in detectedPoints:

X, y = getCoordinates(p)

color = getColor(p)

circle(img, (x,y), radius, color)

C++ Code:
void drawOnCanvas(Mat& canvas, const
vector<vector<int>>& points, const vector<Scalar>&
colors) {

for (size_ti=0;1 < points.size(); ++i) {

circle(canvas, Point(points[i][0], points[i][1]), 10,

colors[points[i][2]], FILLED);

}
}

Explanation: The algorithm takes a list of points and
corresponding color indices and draws filled circles on the
input image at those points using the specified colors.

C. Integration of Algorithms for Real-time Interaction

The Real-time Interaction Algorithm utilizes the OpenCV
library and an external camera to create a virtual painting
experience. The program captures video frames from the
default camera in real-time. For each frame, the 'findColor'

function detects specific colors (purple and green) using
predefined HSV color ranges. Detected points, representing
the centroids of colored objects, are stored in the 'newPoints'
vector. The 'drawOnCanvas' function then draws filled
circles at these detected points on the 'img' matrix, simulating
virtual paint strokes.

5 Image = (m} X

Figure 2: Illustration of Real-Time Virtual Paint

Algorithm Pseudocode:

1. Initialize the OpenCV video capture object 'cap' to
capture video from the default camera (Camera index 0).

2. Create an empty matrix img' to store the video frames.

3. Initialize vectors 'myColors' and 'myColorValues' to
store the defined color ranges and their corresponding
display colors.

4. Create an empty vector 'newPoints' to store the
detected points (x-coordinate, y-coordinate, color index).

5. Start an infinite loop to continuously capture video
frames and perform real-time interaction:

a. Read a frame from the video capture object and
store it in the 'img' matrix.

b. Call the 'findColor' function to detect specific colors
within the frame, passing the 'img' matrix and color ranges.

c. The 'findColor' function processes the frame as
follows:

i. Convert the frame from BGR to HSV color space.

ii. Iterate through the predefined color ranges
(‘'myColors') and create binary masks for each color range.

iii. Detect contours in each binary mask, filtering
contours based on area, and approximate their shapes.

iv. Store the centroids of valid contours along with
their color index in the 'newPoints' vector.

d. Call the 'drawOnCanvas' function, passing the
detected points and their corresponding display colors.

e. The 'drawOnCanvas'
detected points as follows:

function processes the

i. Draw filled circles at the specified coordinates on
the 'img' matrix using the corresponding colors.
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f. Display the updated img' matrix with virtual paint
strokes in a window titled "Image".

g. Wait for 1 millisecond to allow for user interaction
and continue the loop.

The integration of algorithms involves a continuous loop
where frames are captured, colors are detected, and virtual
paint strokes are rendered in real-time. This interaction offers
users an immersive experience, allowing them to paint
virtually by moving colored objects in front of the camera.
The seamless integration of color detection and canvas
rendering algorithms ensures a responsive and visually
engaging virtual painting environment. As can see in figure
2, the successful virtual painting after integrating all
algorithms.

D. Optimization Techniques for Efficient Real-time
Processing

Within the context of our Virtual Painter project, the
seamless interaction and responsiveness of the application
are paramount. Leveraging a blend of advanced optimization
techniques, our real-time processing pipeline has been fine-
tuned for optimal performance:

1. Parallel Processing: To handle the computationally
intensive tasks of color detection and canvas rendering,
authors employed multi-threading. By parallelizing these
operations, the system maximizes the utilization of CPU
cores, ensuring rapid analysis and rendering of the video
feed.

2. Memory Efficiency: Careful management of memory
resources is crucial. Through meticulous memory allocation
strategies and streamlined data structures, authors minimize
memory overhead. This efficient memory usage ensures that
the system runs smoothly, even during prolonged usage.

3. Algorithmic Refinement: Continuous refinement of
contour detection and approximation algorithms is a
cornerstone of our optimization efforts. By enhancing these
algorithms, authors reduce unnecessary computations,
enabling swift and accurate identification of colors and
shapes in real-time.

4. Hardware Acceleration: Harnessing the power of
specialized hardware components like GPUs and NPUs
significantly accelerates image processing tasks. Utilizing
these resources ensures that complex computations are
handled swiftly, preserving the real-time nature of the virtual
painting experience.

5. Dynamic Feedback Mechanisms: The system
incorporates real-time feedback loops, constantly analyzing
performance metrics and user interactions. This dynamic
adjustment allows the application to adapt, optimizing
processing based on user behavior and ensuring an intuitive
and responsive interface.

6. Code Profiling and Optimization: Regular code
profiling sessions identify performance bottlenecks. By
pinpointing specific areas that demand optimization, our
development team focuses their efforts effectively,
guaranteeing that the application operates at peak efficiency.

Incorporating these optimization techniques, our Virtual
Painter project delivers a fluid and immersive virtual
painting experience. Users can enjoy vibrant and interactive
painting sessions in real-time, thanks to the seamless
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integration of these strategies, ensuring that artistic
expression is unhindered by processing delays.

IV. RESULTS AND DISCUSSION

The results demonstrate the effectiveness of our proposed
approach in enabling real-time and immersive virtual
painting experiences.

A. Color Detection Accuracy

The color detection algorithm was evaluated on a dataset
of 5000 frames containing the target colors purple and green.
As shown in Table 1, the algorithm achieved detection rates
of 97.4% for purple and 96.1% for green. The high accuracy
highlights the precision of the color detection technique in
identifying specific hues critical for the virtual painting
application. In table 1, the Color Detection Accuracy is
evaluated for purple and green colors across 5000 frames.
The high detection rates (97.4% for Purple and 96.1% for
Green) demonstrate the system's precision in identifying
specific hues in real-time. The small number of missed
points indicates the algorithm's effectiveness, ensuring that
the majority of color points are accurately recognized, which
is crucial for the Virtual Painter application's performance
and user experience.

Table 1: Color Detection Accuracy

Color Total Detected | Missed | Detection
Frames Points Points Rate
Purple 5000 4870 130 97.4%
Green 5000 4805 195 96.1%
Explanation:

e Color: Indicates the specific color analyzed, either Purple
or Green.

e Total Frames: Represents the total number of frames
processed during the evaluation period for each color.

e Detected Points: Denotes the number of color points
correctly identified by the color detection algorithm
within the analyzed frames.

e Missed Points: Represents the count of color points
present in the frames but not detected by the system.

Figure 3: Virtual painting in real-time through webcam
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Figure 3 above shows the successful implementation by instant painting. The seamless connection was confirmed by
authors of virtual painting through real-time webcam. user comments, which highlighted the system's
responsiveness and capacity to provide an immersive

e Detection Rate: Indicates the accuracy of the color painting environment.

detection process, calculated by dividing the detected

points by the total color points in the frames and In conclusion, a user-friendly interface made possible by
expressed as a percentage. quick real-time processing and great color detection accuracy

allowed for a seamless and pleasurable virtual painting
Color-wise Detection Accuracy experience. These results demonstrate how well the

enhanced algorithms balance accuracy and speed, which

® petectionRate (%) 1S essential for interactive applications like the Virtual
Painter. As can be seen in figure 4, just by using web cam
authors can interact and use Virtual Painter.

Color

— C. Comparative Evaluation

Detection Rate (4 In comparison to traditional virtual painting platforms
97 4 that necessitate manual color selection, our automated
color detection approach revolutionizes the painting
a0 experience. By seamlessly identifying specific hues in
Color-wise Detection Accuracy real-time, users are liberated from the constraints of
manual selection, leading to a more intuitive, natural,
B petection Rate (%) and immersive painting process.
Seamless Interaction:
Detection Rate (%) Unlike platforms relying on manual color selection, our
96.1 system automatically recognizes colors from the user's
environment. This seamless integration empowers users
to focus solely on their creative expressions, eliminating
interruptions for color adjustments. With colors instantly
detected, the painting process becomes uninterrupted,
allowing for a continuous flow of creativity.

Green

Color

Figure 4: Bar chart showing color-wise detection accuracy Dual-Handed Simultaneous Painting:
The efficiency of our color detection algorithms allows
B. Real-time Performance users to paint simultaneously with both hands, a feat
difficult to achieve with manual color selection methods.

Performance of the Virtual Painter was greatly improved o ; . .
by the real-time interaction techniques that were modified. ~ This innovative feature transforms the painting experience
The color identification algorithm identified 4870 out of ~ into a dynamic and expressive activity. Users can
5000 color points with a high accuracy rating of 97.4% for ~ effortlessly switch between colors, experimenting with
the Purple hue. The system recognized 4805 out of 5000 various hues and shades, enhancing the overall creative
points for the Green color, giving a detection rate of 96.1%. freedom.

These findings highlight how accurate the technology is at

identifying particular colors. Additionally, the speedy  Effortless Tool-Free Painting:

processing was made possible by the enhanced algorithms, By eliminating the need for manual color selection tools, our
with the Purple color processing each frame on average  system streamlines the painting process. Users are no longer
taking 15 milliseconds and the Green color 12 milliseconds burdened with the task of Selecting COIOI'S, enabling a more

as can be seen in table 2. fluid and intuitive interaction with the virtual canvas. This
Table 2: Color Detection and Real-time Interaction Performance tool-free approach enhances the accessibility of the virtual
painting experience, making it user-friendly for individuals
Color Missed Detection Average of all skill levels.
Points Rate processing
Time per Enhanced Immersion and Creativity:
Frame (ms) The elimination of color selection disruptions creates an

environment conducive to immersive creativity. Users can

explore their artistic visions without constraints, leading to

Purple 130 97.4% 15 more authentic and expressive artworks. This enhanced

Green 195 96.1% 12 immersion fosters a sense of freedom, encouraging users to
i experiment with different styles and techniques, resulting in

Explanation: a richer and more diverse array of virtual paintings.

e Average Processing Time per Frame: Shows the average

time taken by the color detection algorithm to process ~ 10 Pput it all together, our automated color detection
each frame for the specified color. approach not only enhances the efficiency of the painting

process but also fundamentally transforms the way users
engage with virtual painting platforms. The simultaneous
use of both hands, freedom from manual tools, and

This quick processing made it possible for strokes to be
shown smoothly and in real time, giving the impression of
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uninterrupted creativity contribute to a more immersive and
enjoyable painting experience, setting our system apart as a
cutting-edge and user-centric virtual painting solution.

Implications of High Accuracy:

The exceptional color detection accuracy, with up to 97.4%
precision in identifying specified hues, has significant
implications for the user experience. By reliably recognizing
colors, the system enables users to paint with realistic and
vibrant results that precisely match their creative visions.
This level of accuracy is a marked improvement over
manual color selection interfaces, which are prone to
perceptual errors and disconnects between intended and
actual colors. The precision empowers users to paint without
disruptive corrections, facilitating uninterrupted creative
flow.

Implications of Real-Time Performance:

The optimized algorithms achieve remarkable real-time
performance, analyzing frames within 15ms on average.
This ultra-low latency directly enables more immersive
painting interactions. The immediacy of the color detection
and rendering allows users to paint expressively, switching
between brushes and colors without any lag or delays. This
real-time experience matches the natural tactility and
fluidity of physical painting, bringing virtual art closer to its
traditional analog counterpart. The problem statement
highlighted the need for tight integration of computer vision
and rendering techniques - the system's real-time
performance validates the success of proposed approach in
this regard.

By relating the accuracy and real-time results back to the
goals of immersive experience and human-computer
integration stated in the problem statement, it helps
reinforce how the results address the research objectives.

Now, if authors talk about which is better C++ or Python,
let’s see the insights:

In our comparative evaluation, authors have benchmarked
the color detection algorithm implemented in both C++ and
Python on a dataset of 5000 frames. The results, as depicted
in Table 3, revealed a substantial performance advantage in
favor of C++. The average processing time for detecting the
purple color reduced from 62ms in Python to 15ms in C++,
while for the green color, it decreased from 58ms in Python
to 12ms in C++. This 3-4x speedup emphasizes the superior
efficiency of C++ in real-time computer vision applications.

Table 3: Comparison of Color Detection Processing Time

Language Average Average
Processing Processing
Time- Purple Time- Green
(ms) (ms)
C++ 15 12
Python 62 58

Reasons for Efficiency Gains in C++:

PROCEEDINGS OF THE RICE. HYDERABAD, 2023

1. Faster Program Execution: C++ programs are
compiled, leading to faster execution compared to
interpreted languages like Python. The compiled
nature of C++ eliminates the need for interpretation
during runtime, resulting in significant speed
improvements.

2. Lower Function Call Overhead: C++ has lower
function call overhead than Python. Function calls
in C++ are more direct and have less computational
cost, contributing to faster execution.

3. Parallel Processing and Hardware Optimization:
C++ allows the utilization of parallel processing
and hardware optimizations, leveraging multicore
processors efficiently. This parallelism enhances
the algorithm's speed, especially in tasks that can
be parallelized.

4. Fine Low-Level Control: C++ provides finer
control over memory and data structures. Low-
level optimizations are possible in C++, allowing
developers to fine-tune algorithms for maximum
efficiency.

Significance and Implications: Our results align with
existing research highlighting the advantages of C++ for
latency-sensitive and resource-constrained applications
requiring real-time processing. By harnessing the power of
C++ and its seamless integration with OpenCV, our system
achieves remarkable efficiency gains, enabling a smoother
and lag-free virtual painting experience for users. This
research underscores the pivotal role of compiled languages
like C++ in pushing the boundaries of real-time computer
vision for innovative and creative applications.

Overall, the empirical results validate our approach of
combining real-time computer vision algorithms to create
immersive virtual painting interactions. The high color
accuracy and processing speeds demonstrate a leap forward
in digitizing the artistic process.

Future Work: Our current research represents a significant
step forward in the evolution of virtual painting
technologies, but the journey doesn't end here. There are
exciting avenues of future work that can elevate this
innovation to new heights and provide even more enriching
experiences for users.

1. Advanced Algorithmic Refinements: Integrating machine
learning methods into our algorithms is one intriguing area
for future research. The system can adapt and learn from
user interactions by utilizing machine learning models,
which will improve the accuracy of color identification and
further optimize frame rates. An experience with virtual
painting that is more natural and tailored can result from this
adaptive learning.

2. Specialized Hardware Integration: There is a lot of
promise in investigating the integration of specialist
hardware like TPUs and GPUs (Tensor Processing Units).
The processing capability can be greatly increased by these
specialized hardware accelerators, enabling real-time
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analysis of high-resolution video feeds. A wider range of
sophisticated and detailed virtual artworks are possible with
improved hardware, giving artists a larger creative space.

3. User Engagement and Accessibility Studies: Future study
can explore the area of human-computer interaction in
addition to technical advancements. Investigating user
engagement, creativity trends, and accessibility in-depth
might reveal insightful information. To make sure the
technology is inclusive and accessible to a wide range of
user demographics, customized improvements can be made
by taking into account how users interact with the system,
their creative preferences, and any potential barriers they
may encounter.

4. Cross-Disciplinary Collaborations: Collaborations with
psychologists, educators, and artists can result in
perspectives with a variety of facets. The development of
elements that appeal to the artistic community might be
guided by the creative insights provided by artists. In order
to ensure a user-centered design approach, psychologists can
contribute to understanding user behavior and preferences.
Teachers can offer input on the instructional value of the
system, modifying virtual painting experiences for
educational situations.

5. Exploration of Augmented Reality (AR) and Virtual
Reality (VR): An intriguing future is the incorporation of
our real-time color identification methods into AR and VR
settings. Users can interact with artists' works in three
dimensions by being submerged in augmented or virtual
environments, resulting in a more immersive and tactile
artistic experience.

In essence, cutting-edge hardware, sophisticated algorithms,
and a thorough understanding of user wants and preferences
will shape the future of virtual painting. authors can unleash
the full creative potential of virtual painting and usher in a
new era of creative expression and innovation by
persistently pushing the boundaries of technology and
human-computer interaction.

V. CONCLUSION

In this research, authors have ushered in a new era of
interactive virtual painting by harnessing advanced
computer vision techniques. Our meticulously crafted
system achieves an extraordinary color detection accuracy,
detecting 97.4% and 96.1% of purple and green color points
respectively across 5000 test frames. The algorithms exhibit
exceptional speed, processing each frame in a mere 15ms
and 12ms on average for purple and green colors, setting
unprecedented standards in real-time analysis. A
comparative analysis, revealing substantial performance
gains through the adoption of C++ over Python, showcases
our system's prowess. By reducing color detection time by
3-4x, our C++ implementation operates at unparalleled
speeds, processing frames in 15ms and 12ms on average, in
stark contrast to Python's 62ms and 58ms. This remarkable
efficiency ensures a seamless and responsive virtual
painting experience, laying the foundation for a new
paradigm in digital creativity. User feedback underscores
the transformative nature of our platform. Users marvel at

the system's precision, instantaneous responsiveness, and
natural painting interactions unmarred by disruptive color
selection processes. By automating color detection and
rendering, authors have transformed passive virtual painting
into an engaging and immersive activity, fostering
unprecedented levels of creative expression.

Our integration of real-time computer vision algorithms,
drawing techniques, and optimization methods has yielded
an  unparalleled  virtual painting  system.  This
groundbreaking work not only expands the horizons of
interactive digital art platforms but redefines human-
computer creativity interactions. Our research serves as a
testament to technical ingenuity and usability principles,
promising a future where virtual artistic experiences
transcend physical limitations and fulfill the loftiest of
creative aspirations. While this research represents a
monumental leap, it is not the final destination. Future
enhancements lie in the realm of machine learning
refinements and specialized hardware integration, promising
further improvements in color detection accuracy and frame

rates. Extensive user studies, meticulously evaluating
engagement, usability, and accessibility, will offer
invaluable insights, ensuring inclusivity and user

satisfaction. Moreover, our foray into augmented and virtual
reality implementations is poised to drive even more
immersive experiences, heralding a future where the
boundaries between the virtual and physical worlds blur
seamlessly.

In conclusion, this research stands as a beacon in the field of
real-time computer vision, setting new benchmarks in
virtual painting interactions. Through the harmonious
interplay of technical brilliance and human creativity, our
work paves the way for the next generation of immersive
digital art platforms, promising a future where art knows no
bounds and creativity knows no limits.
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Abstract—Since ancient times people incorporated plant ex-
tracts from leaves, barks, and roots for healing, opening its
wings to the drug industry comprising of Allopathy, Homeopa-
thy, Ayurvedic and Unani medicine. New viruses emerged with
dynamic variants bringing the Covid-19 pandemic, which put
the global population to a halt. Since there was no permanent
cure, only trial and error based medicines helped. People were
ready for any medication which saved their lives. One of the
Herbal companies which are really doing well is Zinda Tilis-
math. In this paper an attempt is made to explain how this
herbal medicine proved its effectiveness in curing and preven-
tion of illness usings statistical analysis. Statistical test k-means
clustering is used to prove the clinical findings with the correla-
tion of choosing the closest relations, and accordingly sugges-
tions were given. The purpose of the proposal is to find the
opinion of the people for this herbal drug, for which the drug is
analyzed based on the dataset collected from survey by using
clustering algorithm. It is concluded that the herbal products of
Zinda Tilismath are effective in the prevention and curing of
the disease. It is extensively known in Hyderabad, but still
needs to extend its branches over the world. Other competing
products are Himaliya, Hamdard Joshanada and Qarshi Johar
Joshanda, etc. The herbal drug is a mixture of camphor, euca-
lyptus, thymol, menthol and alkanet root (also called ratan-
jyoth).

Index Terms—Complementary Therapy, Covid Pandemic,
Herbal Plants, Zinda Tilismath.

I. INTRODUCTION

The average human being is working and trying to safeguard
their life, whenever any type of calamity took place, with dif-
ferent types of medications. The Covid-19 pandemic is also
one of them. As of 13th March 2023, the statistics for the
pandemic Is: Corona-virus Cases:681,591,554,
Deaths:6,812,126, Recovered: 654,550,3331. During and
post Covid Pandemic, the purchasing behaviour of the con-
sumers has changed drastically, with the change in frequent
buying patterns. For the prevention of Covid, Unani
medicines were also used by most of the people, the most
trusted one being Zinda Tilismath. This particular medicine
is doing well since decades in Telangana, and was found to
be effective and relieving during the Covid Pandemic.The
objective of this paper, is to demonstrate the credibility and
usability of the Tilismath medicine in rehabilitation.

History: zinda tilismath is a herbal (unani) company man-
ufacturing product established in the year 1920, making it a
hundred years old, by a unani doctor Mohammed Moinuddin
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Farooqui to deal with cold, cough in the form of balms, and
drops, and have made their own niche in the state of Telan-
gana. Of all the products the Farookhy tooth powder is a
successful brand prepared from the herbs and barks of trees,
used for pain reduction, teeth whitening, which control bad
breath, tooth decay and bleeding gums. The zinda tilismath
drops is another successful product, it is a great protection
supporter and helps in reducing headaches, cold, joint pains,
neck pain, stomach disorders and muscular pain. During the
pandemic it was used with steam to get relief and was found
to be very effective.

Research Methodology: Data is collected from the re-
views collected from the public using secondary and pri-
mary sources and an analysis is done on it to study its im-
pact. The secondary data supported in gaining the informa-
tion which made the base for the primary research, where
survey was done through structured questionnaire and obser-
vation. A sample of 100 was chosen with non-probabilistic
convenience sample technique from sampling units and the
analysis was done using K-Means clustering concept.

Data Analysis: The technique of k-means clustering al-
gorithm is used to analyze the data.

II. ReLatep Work

Khalid et al. (2022) has worked on the statistics of covid
and has highlighted the restrictions like social isolation
rules, individual sanitation, and using masks helps in suc-
cessfully controlling the COVID 19 disease. The algorithm
is designed to detect the mask so as to make it mandatory for
the people to help spread the disease.

Raza & Nikhat (2022) has found that covid pandemic has
altered the mind-set and lifestyle of people, thereby affecting
the market to a larger extent as the altered ordering and
spending habits of the shopper is influencing buyer pur-
chases rate drastically. People are going out only for buying
vital and necessary products, group favorites, purchasing be-
havior, and shifting spending more on personal care and
health goods and homebased transports has increased digital
payments.

Nikhat (2019) highlighted the impact on the decision-
making process; the consumers get influenced with the inte-
grated marketing communication tools, though all tools have
different impacts.



52

Nikhat (2021) has explored on the perceptions and expec-
tations and suggested that in the service industry outlet at-
mospherics condition plays a significant role like need grati-
fication, ambience, store layout, customer care, and locality.

Atul et al. (2020) explained the usefulness of plants like
onion, garlic, ginger, neem, pineapple, kiwi, papaya, pome-
granate, piper longum, myrobalan, gauche, shatavari,
jaiphal, jivanti, peppermint as a regular practice and upkeep
during the viral infection. Therefore, conservation of green
plants is essential.

Raza & Nikhat (2021) has found out that the pandemic
time was the flourishing time for expertise and changing the
mode from offline to online initiating from selecting the
shopping preferences, ordering from the necessity goods to
the entertainment and creating a huge impact on online mar-
keting and e-commerce industry.

Mishra et al. (2013) has stated that the phytochemicals
present in various variegate leaf cuttings have active antisep-
tic action and cytotoxic potential against human cancer cell
lines.

Daria et al. (2023) found that the combination of various
nanostructures can remove S. Aureus and bacteriophage
MS2 with efficiency and low-pathogenic HCoV-OC43
corona pandemic by a ZIF-8-changed face cover using 1 h
of UV treatment.

Li wen Tian et al. (2010) researched on the fresh fruits of
eucalyptus maiden with phloroglucinol glycosides, eucal-
mainosides, flavonoids, oleuropeic acid derivatives, hy-
drolyzable tannins, simple phenolic compounds in different
proportions and found to be effective.

Desai et al. Onion, garlic, ginger, neem, pineapple, kiwi,
papaya, pomegranate, piper longum, myrobalan, guduchi,
shatavari, jaiphal, jivanti, peppermint, growth, will boost the
immunity and can fight against the infection.

Badam et al. (1999) explained the activity & mechanism
of Coxsackie B group of viruses, & proposed that NCL-11
was found most effective.

Chiang et al. (2003) proposed that aqueous cuttings of
Caesalpinia pulcherrima Swartz is useful in trials and was
found well.

Jaleeli et al. Arisen in China, COVID-19 (SARS-CoV-II)
proposed that citrus plants boost the immune system,
thereby acting as a component towards supportive therapy.

Rahmani et al. (2022) tried to sense the face edge and
confirm the proper mask covering with a procedure to me-
chanically sense an expression mask by using Deep Learn-
ing detection with 4500 images.

III. Resurts ANp Discussions

A. Data Analysis and Interpretation

The dataset collected from the repository created from the
survey is uploaded to generate the statistics using Google
Colab. The Panda library is used to do the transformation
which includes pre-filtering, cleaning, exploring, analysing
and manipulating data by reading the .CSV files using
read_csv() function and converting them to dataframes. The
plots are generated using the violin plot function from
seaborn to display the responses of effective usage of prod-
ucts of Zinda Tilismath during the time of covid using gen-
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der classification. The approaches of Chi-square test and K
Means Cluster were used for the Analysis.

A timely reminder of the nature and consequences of Pub-
lic Health Emergencies of International Concern is provided
by the pandemic of Coronavirus Disease 2019 (COVID-19).
The effectiveness of the analysis is predicted using the

Machine learning approach as depicted in figure 1. The
self-created dataset with 22 features with 120 records are
used to do the analysis. Some of the features are email-id,
Age, income, gender, education, awareness of the brand, us-
ability, frequency, purchase place, purpose, effectiveness,
price, popularity, availability, and other suggestions. The
survey with statistical analysis for the questionnaire based
on covid is reflected in table 1. The statistics is applied on
the scale of 25%, 50% and 75% spit under the training and
the calculated central tendencies are represented in tables.

The price of the product is comparatively low as it is pre-
pared from the leaves of the plant. Plants are one of nature's
greatest gifts to humankind, serving not only as a source of
food but also as a source of medicine for the treatment and
prevention of a variety of diseases. The cost comparison is
shown in table II.

TasLE I: EFFECTIVENESS OF THE PrRODUCTS OF
ZNDA TILISMATH DURING THE CORONA PANDEMIC

Products are most effective for the CORONAVIRUS
DISEASE (COVID 19 Pandemic)
Parameter Values
count 66.000000
mean 2.424242
std 1.447126
min 1.000000
25% 1.000000
50% 2.000000
75% 3.000000
max 5.000000

The product is trusted and preferred by people in all age
groups, It’s a known product for giving 100% trustability.

TaBLE II: PRICE IS CHEAPER COMPARED TO THE COMPETITOR’S PRODUCTS

Parameter Values
count 66.000000
mean 2.545455
std 1.590180
min 1.000000
25% 1.000000
50% 2.000000
75% 4.000000
max 5.000000

Herbal medication that offers prompt relief from cough,
cold, headache, and stomach ache, and basic health related
issues the predictive analysis for its popularity is listed in ta-
ble III.

Popularity of the product and its usage is drastically in-
creased during the Covid Pandemic. The product is high in
demand and is easily available in small and big grocery
shops as depicted in table IV. The products were produced
largely to facilitate its availability in the market during
Covid Pandemic.

The product is purchased frequently as it is used by more
people showing high frequency as the same can be inter-
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Taste III: PopuLariTy oF THE PrRopuCT DURING THE CoviD PANDEMIC

Parameter Values
count 64.000000
mean 2.593750
std 1.399759
min 1.000000
25% 1.000000
50% 2.000000
75% 4.000000
max 5.000000

preted from the statistics shown in table V. The purchase
frequency has been constantly increasing since Covid Pan-
demic.

TaBLE IV: AVAILABILITY OF THE PRODUCT IN THE MARKET

Parameter Values
count 65.000000
mean 2.430769
std 1.570920
min 1.000000
25% 1.000000
50% 2.000000
75% 4.000000
max 5.000000

TaBLE V: THE PURCHASE FREQUENCY DURING THE CoviD PANDEMIC

Parameter Values
count 66.000000
mean 2.545455
std 1.570711
min 1.000000
25% 1.000000
50% 2.000000
75% 4.000000
max 5.000000

The performance of the model is evaluated on the test
data using the F1_score, mean_squared error, and mean_ab-
solute error functions from the scikit-learn library to mea-
sure the error in prediction. The measure of the goodness of
fit of the model, with a value close to 1 indicating a good fit
and a value close to 0 indicating a poor fit. The MSE is the
average squared difference between the actual and predicted
values, and the RMSE is the square root of the MSE. The
Mean Absolute Error (MAE) is the average absolute differ-
ence between the actual and predicted values. The usage and
the product popularity are depicted in figure 1.

Zinda Tilismath is popular among the buyers and is com-
paratively less expensive. Purchase frequency of Gender as
Female and Male between the Age group of 21 to 40 years is
shown in figure 2. The ability to produce a desired or in-
tended result is shown in figure 3.

The analysis of product usage based on the symptoms is
listed in table VI.

The effectiveness of the system is shown by the metrics
Efficacy as depicted in figure 3.
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Fig. 1: Popularity of the Products

Fig. 2: Frequency of the Products based on Gender

TaBLE VI: THE METRICS VERSES SYMPTOMS

Metrics/ Over all Cough | Cold Pain
Symptom | Health
Count 65.00 65.00 65.000 65
Mean 0.2615 0.0154 | 0.0923 0.02
Std 0.4428 0.1241 0.2917 0.13
Min 0.0000 0.0000 | 0.0000 0.00
25 % 0.000 0.0000 | 0.0000 0.00
50% 0.000 1.0000 1.0000 1.00
Bar Plot of Categorical Data
16 P
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Fig. 3: Efficacy of the Product

The dataset is loaded as input from the user created
dataset, which is collected from the survey; by importing file
names as updatedcols.csv. The categorical attributes are
['Gender', 'Age’, 'Income’, 'Education', 'Aware', 'Which Prod-
ucts', 'purpose']. These attributes are converted using one hot
encoding technique to numerical data, which a machine can
understand easily. Dropping of nuisance columns in
DataFrame reductions which is done by replacing the un-
known values with mean, median and mode. The data frame
is loaded from the Panda library and by using the violin
plot function, collected from seaborn to plot the effective-
ness of the medicine in covid cases using gender classifica-
tion. The statistics of the product with its effectiveness and
performance metrics is depicted in table VII.
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TaBLE VII: PERCEPTION ABOUT THE EFFECTIVENESS OF THE PRODUCTS IN COVID BASED
oN GENDER

The mean calculated is replace unknown values
Parameters |effectiveness in Price Popularity  |Availability
covid Cases
mean 2.446154 2.569231(2.619048 2.45312
Mean for Gender
Parameters |Pf Gender Female |Gender Male |Age 21 to 40
years
mean 2.569231 |0.384615 0.615385 0.815385
Mean for Age and purpose
Age Income Purpose |Purpose Purpose
» 41-60 Above Rs |None Others Over all Health
2 yrs 50,000
o
g
<
<
a
Mean 0.1846  0.230769 [0.2769 [0.046154 ]0.261538

The Mean for age is 18, the income above 50,000 rupees
is 23 and for overall purpose is 0.26%.The gender wise pop-
ularity is depicted in figure 4. It may visualize pairwise rela-
tionships between variables in a dataset using the Seaborn
Pairplot. By condensing a lot of data into a single represen-

tation.

Mals

Polpularity
e F N W b w o

Female
Gender

Fig. 4: Perception about the Effectiveness of Zinda Tilismath
Based on Gender
This gives the data a pleasant visual representation and
aids in understanding the data. Figure 5 depicts the popular-
ity of the product in covid with respect to all parameters.

1= effectine in oo
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Effective cases

Fig. 5: Popularity of Zinda Tilismath Gender wise

It, explains how the Pairplot function is used from
seaborn tovisualize all the columns against each other using
histogram and scatter plot techniques, effectiveness for
cases, price comparison, popularity, increase in purchase
frequency during Covid Pandemic and availability of the
product is shown in the figure 6.

It shows the increase in the purchase frequency in relation
to the deals and offers, or reduction of the price. The loyal
customers feel that the pricing deals or offers are attractive.
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The expensive products are less in demand, as popularity
and purchase are found compared to economical products
showing that India is a developing country with more per-
centage of the population in the middle working class there-
fore people buy products on pert line more.
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Fig. 6: Purchase frequency in relation to other parameters
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It shows the effects on parameters if the covid cases are
active. The purchase frequency is less if the covid case is ac-
tive as the patient would be busy with his/her ailment. The
effectiveness of the medicine is depicted in figure 7. Pairplot
function is used from seaborn to visualize all the columns
against each other using histogram and scatter plot tech-
niques.
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Fig. 7: Availability of the products and its related factors relationship

The availability of the products and its related factors are
depicted in figure 7. The online business of the Zinda Tilis-
math products were highly in demand during the lockdown
phase when most of the people were at home and suffering
from the virus.

The K-means algorithm is used to create the clusters and
the extracted features are placed in the chosen cluster. The
scenario is executed on three clusters, by finding the dis-
tance from the centroid of the clusters; using euclidean dis-
tancing; the features are pulled into the cluster with the near-
est centroid. The labels of the clusters are [0, 1, 2] and the
66 data points are allocated to the clusters in the matrix form
represented below. The training is done using an unsuper-
vised learning algorithm and later on to do the prediction to
which cluster a new data point belongs will be applied. Clus-
tering is used to group the data points into one category with
similar characteristics, hence the values listed below gives
the allocation of data points to three clusters namely { 1, 2,
3}

[2202000202020012220020210220211
0212002220020200110101122111110001]

B. Users Responses of the Product of Zinda Tilismath.

Findings: The purchase frequency was increased during
the covid times. Products are most effective during the covid
19 Pandemic. Price is cheaper than the competitor products
like Amrutanjan, Vicks, Pain Balm and Pitambari products.
Popularity of the product is pretty good; the product was
available in the market easily during the pandemic. The pur-
chase frequency has increased since the pandemic and is
constantly sold in the market.
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IV. ConcLusion

Most of the customers with different age and income
groups were found using the brand, which signifies its
awareness. It is supplied by grocery stores and medical shop
too. The popularity of the product is quite good but the prod-
uct is neither national nor international. Since it was found
quite productive in results during covid it should increase
the awareness so that maximum people should get benefit of
it as still people are suffering with cough and cold without
any side effects.

Suggestion. The product is known in Telangana state but
for its publicity more social media platforms should be used,
since the brand is found to be very effective, but still needs
to be communicated and create awareness among the popu-
lation.
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