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Abstract—The application of developments in the real world is
the final aim of all scientific works. In the case of Data Science
and Machine Learning, this means there are additional tasks
to care about, compared to the rather academic part of “just”
building a model based on the available data. In the well accepted
Cross Industry Standard for Data Mining (CRISP-DM), one
of these tasks is the maintenance of the deployed application.
This task can be of extreme importance, since in real-world
applications the model performance often decreases over time,
usually due to Concept Drift. This directly leads to the need to
adapt/update the used Machine Learning model. In this work,
available model-agnostic model update methods are evaluated
on a real-world industry application, here Virtual Metrology
in semiconductor fabrication. The results show that for the
real-world use case sliding window techniques performed best.
The models used in the experiments were an XGBoost and
Neural Network. For the Neural Network, Model-Agnostic Meta-
Learning and Learning to learn by Gradient Descent by Gradient
Descent were applied as update techniques (among others) and
did not show any improvement compared to the baseline of not
updating the Neural Network. The implementation of the update
techniques was validated on an artificial use case for which they
worked well.

Index Terms—Machine Learning, Concept Drift Adaptation,
Model Updating, Supervised Regression, Model degradation,
Semiconductor Fabrication, Virtual Metrology

I. INTRODUCTION

I
N modern industrial environments, e.g. semiconductor
fabrication, there is an increasing use of Machine Learning

models throughout the whole processing chain and beyond.
A high amount of use potential lies in Machine Learning
regression tasks which aim to provide hard to obtain quality
parameters. One such case is Virtual Metrology [1][2], where
measurement data are predicted from process machine infor-
mation, i.e. sensor data and more. An example for such a
measurement is the thickness of a layer deposited on a wafer.
Data from such an example are used in this work.

However, there are numerous other use cases as well. Given
the dynamic nature of the industrial environment, a model once

*These authors contributed equally to this work and are listed in alphabetical
order.

deployed requires an update after some time.1 The reason for
that is mainly Concept Drift [4], which may be summarized
as a change of the response surface of the underlying problem
over time [5]. Although Concept Drift is rather uncommon
in pure academical tasks, it is of major importance in certain
real-world applications. To emphasize that: in semiconductor
fabrication, it is one main task for countless process and
equipment experts to react on drifting processes or process
machines.

A paper that garnered considerable attention was published
by Gama et al. in 2014 [6], introducing a taxonomy for the
subject area which is used in this article. This was followed by
additional works summarizing various techniques for adapting
to concept drift: In their 2019 review on Concept Drift Adap-
tation (CDA), Lu (and Gama) et al. analyzed 130 papers that
included adaptation techniques [7]. They discovered that there
are techniques which utilize retraining with varying window
sizes, ensemble techniques used for adaptive purposes, and
model-specific techniques like adaptive decision tree models.
Another survey on Machine Learning for recurrent concept
drift was conducted by Choudhary et. al. [8]. They listed
additional methods that can be grouped into 1) The use of
strategies for selecting, weighting or multiplying specific data
points for retraining [9] [10] [11] and 2) Dynamics through
adaptation in preprocessing [12], [13]. Suárez-Cetrulo et. al.
additionally list Meta-learning techniques in the context of
Concept Drift adaptation [5], p.9 ff. Meta-Learning has also
been a topic that has continued to gain attention. Vanschoren
[14] provides an overview of the Meta-Learning concept and
its application areas. Among other Meta-Learning applica-
tions, they deal with Meta-models that “recommend the most
useful [algorithm] configurations [. . . ] given the Meta-features
[. . . ] of a task [. . . ]” ([14], p.10). One option to do this is
Transfer Learning ([14], p.12). With this, optimized models
from previous tasks are taken as a warm-start to be trained on

1Model updates are part of the maintenance phase in context of the Cross
Industry Standard for Data Mining (CRISP-DM [3]).
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new tasks and yield a new model optimized for the new task.
The intersection between Meta-Learning and Concept Drift

adaptation was reviewed in a survey published in 2023 by
Son et. al. [15]. It contains several Meta-Learning techniques
primarily used for the adaptation of Deep Learning models.
In this development, it is clear to see that the topic of model
adaptation has received a lot of attention and there have been
continued efforts put into developing sophisticated techniques
for model adaptation (for example [16], [17], [18], [19]).

In summary:
For a real-world deployment of a Machine Learning model

that suffers from Concept Drift, there has to be a model update

implementation to keep the application usable.

Consequently, there is a demand for techniques that can
effectively update regression models. Furthermore, when mul-
tiple update techniques are available, it becomes important to
determine which technique is most suitable for a specific use
case and model type.

To qualitatively understand the term “most suitable”, two
constraints are taken into account: 1) the required model
accuracy, and 2) the availability of new labeled data.

The question then arises:
Which update technique extracts information from the new
labeled data and integrates them into the model in the most
efficient way?

While the inclusion of the accuracy requirement is obvious,
the availability of new labeled data may need more clarifica-
tion. Since new labels are expensive to obtain, they usually are
not available in a high (enough) frequency. An example in the
presented use case from Virtual Metrology are maintenances
of the process machine: it is not uncommon that the whole
distribution of a feature value jumps to another unknown(!)
distribution mean due to the maintenance. So, the model’s
predictions after machine maintenance will not be accurate
enough. Since the frequency, of which new labeled data is
available, is low, the data collection for a model update takes
long. Hence, the aim is to adapt the model to fit the accuracy
requirements with as few new data points as possible.

It should be stated clearly that this work does neither focus
on the origin of the Concept Drift, nor what the Concept Drift
looks like. Only the adaption of the model to fit the accuracy
requirements is regarded.

There is one additional question that shall be addressed:
Why are only model-agnostic update techniques regarded in
this work?

The answer may be a bit uncomfortable: In the underlying
industrial environment, the utilization of very specific tech-
niques, e.g. a special type of Machine Learning Model and
corresponding to that, a special model update technique, scales
badly. It is much more beneficial to be flexible regarding
the used Machine Learning model types. Especially, when
the code bases of Machine Learning libraries get updated
or completely new model types are developed, the deployed
model update setup should still work.

Given the multitude of potential use cases and the variety
of model types, one would want to apply update techniques

that can be scaled to different model types. It eliminates the
need to start from scratch with each model, thereby making it
economically more viable2.

There are also other circumstances that lead to additional
requirements on the techniques used: Typically, there is a
scarcity of historical data for a given use case or process.
This is primarily due to the high cost associated with re-
trieving labeled data, such as physical measurements, which
are the labels for the supervised learning task in case of
Virtual Metrology. Moreover, this work posits that the update
techniques should also be applicable to newly introduced use
cases or models which solve similar underlying problems. The
idea is to let the model reuse already learned knowledge from
the old case and relearn similar patterns again just based on
the new case’s data.

This paper compares existing techniques to update regres-
sion models by applying them to a real-world use case from
semiconductor fabrication (deposition of a layer on a wafer).
They are also applied to an artificial use case to compare the
behavior of the techniques in a setting where no unknown
effects are present. As this work focuses on supervised regres-
sion tasks, the techniques considered here should be developed
for regression tasks or be straightforwardly applicable to them.
Extending update techniques from classification models to
regression models would be a topic for "future work." With
the learnings in this work, a starting point for scaling update
techniques across use cases with different model types in
fabrication is provided.

The remainder of this article is structured as follows: section
I-A provides an overview of the related work. The setup of
the experiments is explained in section II. There it is also
listed which update techniques are used. Section III presents
the results with discussion. A summary and conclusion is given
in section IV.

A. Related Work

A range of adaptive models can be found in literature.
Examples include Adaptive Random Forest [20], Adaptive
XGBoost for classification [21] and regression [22], and Adap-
tive Support Vector Machines [23] and others [24]. Neural
Networks are inherently incremental learners, and there are
works that introduce structures to Neural Networks to handle
Concept Drift. For instance, Memory-Augmented Neural Net-
works [25] and Adaptive Extreme Learning Machines [26] for
classification and [27], to name a few.

Why not use adaptive models? The choice of model type
is specific to the use case. From experience in modeling
processes in fabrication, Deep Learning models are often not
utilized, primarily due to insufficient amounts of data to train
them (costly data). In the context of this paper’s objective,
which is to gain insights into model adaptation techniques
that may be transferable to other use cases, it is sensible to
investigate techniques applicable to any model type.

Update techniques that can be applied to any model type
may be categorized, in the authors’ view, into 1) Selection

2Data Science resources are limited
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and weighting of data points given to the model for updating
(whatever mechanism the model then uses to update itself)
[28], [29]. 2) External optimizers – that is, the internal model
parameters are set to new values by an external optimizer and
then reassigned to the model [30], [18], [19]. 3) Ensemble
Methods [31].

The three cases are discussed further in the following:
1) Selection and weighting of data points for updating:

Rolling Window [6] involves different window sizes and
weighting of the input data in the loss function. This can be
done linearly or exponentially decreasing against the age of
the data. There are also newer techniques for determining the
weights of the data points, or even leaving out data points
entirely. For instance, [32] uses fuzzy models to select which
data are used. Similarly, [33] employs fuzzy kernel c-means
clustering of the data stream to determine the data points
for the update. This is combined with a forgetting policy
during the update. The techniques included in this paper
should be applicable with as little lead time and thus as
little historical data as possible. Given that it is assumed that
there will generally not be enough historical data available
for the auxiliary models for selecting update data for the
regression model, these techniques are not applied here. The
same applies to techniques that store a “model history” and
make a selection with various strategies as to which model
or which composition of historical models should be used for
new inference data.

2) External optimizers: What can an external optimizer do
better than a model’s own one? Possibly, information from
past data can be stored in an external optimizer. This happens
in Meta-Learning. An example of this is Andrychowicz’
technique "Learning to Learn by Gradient Descent by Gradient
Descent"3 to optimize an algorithm using a Meta Learner [30].
As optimizer (in this case called Meta-Learner), they use Long
Short-Term Memory (LSTM) networks [34]. The LSTM’s task
is to predict the changes in the algorithm’s parameters given
the gradient of the loss of the task of the algorithm with respect
to the algorithm’s parameters. This means, the LSTM predicts
the changes in the Neural Network’s internal parameters
(weights and biases) given the regression/classification loss’
gradient with respect to the weights and biases of the Neural
Network. In their paper, the training of Neural Networks
on the MNIST [35] and CIFAR-10 [36] dataset are used to
demonstrate the developed architecture. Li and Malik [19]
developed a similar approach, formulating the problem in a
reinforcement learning setting.

Another Meta-Learning approach is Model-Agnostic Meta-
Learning (MAML) [37]. Here, starting values are sought for
the internal model parameters, from which the best accuracy
is achieved when using a fixed optimizer to do the adaptation
to new data. The key idea behind MAML is to find a
model initialization that is not only good for one task but
can be quickly fine-tuned for any task in the distribution of
tasks. During the training phase, MAML performs a two-level

3This update technique is referred to as "grad2-lstm" in this article.

optimization process. In the inner loop, it learns a separate
model for each task using the inner optimizer. For example,
the optimizer can use several gradient steps. In the outer loop,
MAML updates the initial model parameters based on how
well the task-specific models performed. The goal is to find
a set of initial parameters that, when fine-tuned on a few
examples from a new task, can achieve good performance
on that task. Finn et. al. [37] demonstrate their technique on
Neural Networks solving an artificial regression use case (sine
wave) and classification tasks.

The Meta-Learning techniques mentioned above were ap-
plied in the Deep Learning field [15]. The techniques use
gradients of the loss function wrt. internal model parameters
in the optimization processes [30], [37], [18]. The name of
the technique "Learning to Learn without Gradient Descent
by Gradient Descent" [38] may suggest that computing the
gradients of the loss function with respect to the internal
parameters of the model to be optimized is omitted. Indeed, the
gradients are not fed into the Meta Learner during inference
phase. But to train the Meta Learner, still, the gradients
mentioned are necessary.

For Neural Networks or much simpler multilinear regres-
sors, for example, these techniques are straightforwardly ap-
plicable. Theoretically, the application of the techniques or
ideas could also be extended to models with discontinuities in
the loss function by finding ways to artificially make the loss
function continuous (e.g., overlaying of a smoothing function)
or other numerical calculation of the gradients. Extending the
techniques that work well in the Deep Learning field to other
model types such as Trees / Forests / GXBoost is an interesting
task. However, this is a separate work. As an example, two
of these techniques are nevertheless applied to the Neural
Network in this article.

3) Ensemble techniques. In the context of ensemble
techniques, there exists the utilization of multiple model
types and the (weighted) aggregation of various results
[39],[40],[41],[42]. The construction of different models based
on diverse input data and the subsequent aggregation of results
is referred to as Bagging, with Adaptive Bagging also being a
notable variant [31]. An advanced approach for the latter two
involves predicting the weights with a meta-model. However,
this approach is not adopted here due to the general lack
of sufficient training data at the onset. Another ensemble
technique is Boosting, where the next model is fitted on the
residuals.

This paper applies a selection of model update techniques to
a real-world regression task from a use case in semiconductor
fabrication and compares these update techniques, which are
practically applicable. The selection of model update tech-
niques is based on the industry requirements discussed in Sec-
tion I. Furthermore, it is a requirement that the techniques can
be applied as best as possible to newly introduced regression
models.

The literature provides two studies on the application and
comparison of update techniques:

Celik et. al. investigate update strategies for Auto-ML
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systems in the face of Concept Drift [43]. The strategies
employed encompass various configurations of “Detect and
Restart” vs. “Periodic Restart” and “warm-start” vs. “re-
train” vs. “AutoML-Restart”. The difference between “retrain”
and “AutoML-Restart” is that “AutoML-Restart” includes re-
tuning of hyperparameters. A not unexpected result, quote
[43]: “different drift characteristics affect learning algorithms
in different ways, and that different adaptation strategies may
be needed to optimally deal with them”. This indicates that
there is no one-for-all technique regarding model adaptation.

The work at hand does not focus on Auto-ML systems but
looks at a level below, to see the direct effect of different
update strategies.

In their benchmark on “Learning to Optimize” (LTO),
Chen et. al. [44] compare optimization techniques on various
benchmark tasks. One of these tasks is the training of Neural
Networks. The concrete optimization tasks are training a
Multilayer Perceptron and a Convolutional Neural Network
with different optimizing techniques on MNIST data set [35].
For both experiments, as traditional optimizers, Adaptive Mo-
ment Estimation (ADAM) [45], SGD [46] and Root Mean
Square Propagation [47] are used. Four Learning-to-optimize
approaches are used in the experiments [30], [48], [49],
[50]. For all of them, the architecture of the optimizer con-
tains recurrent Neural Networks such as LSTM architectures.
Among these is the approach from Andrychowicz et. al. [30],
which is used in the work at hand as well. The findings of
Chen et. al. for the experiments of training Neural Networks
are "lacking stability during testing" ([44], p.35) for all of
the LTO-optimizers whereas the traditional optimizers show
convergence when training each Neural Network. Training the
Multilayer Perceptron, the optimizer from [30] diverges. It
works for training the Convolutional Neural Network, but only
for a small number of iterations. Two of the other three LTO-
approaches show good results on the Multilayer Perceptron
but can not do efficient optimization on the Convolutional
Neural Network [48], [49]. The use of an advanced training
scheme for LTO-Optimizers [50] allowed [44] to improve the
optimizing performance on both Neural Network optimizees.

It is worthy to mention that the two experiments from
[44] were carried out on Neural Network optimizers that
performed classification of the MNIST [35] dataset. The
article at hand aims at ongoing optimization of models
for regression tasks (which can be but are not necessar-
ily Neural Networks). For our experiment with a Neu-
ral Network performing regression tasks, [30] is used
as a first benchmark technique on the given regression
data.

To the best knowledge of the authors, there is no comparison
work yet that focuses on model type independent update
techniques and compares their functionality on different model
types.

Especially, a comparison of different update techniques on
different regression models (model types) on the same real-
world regression task is important but not available. This paper
makes a starting point for closing this gap. The goal is to gain

knowledge about which update techniques perform better on
which model type in an industrial regression setting.

II. SETUP OF THE COMPARISON

To evaluate the performance of the different model up-
date techniques, multiple experiments are conducted, where
a model is trained on a given data set and afterwards used
with drifting test data. During the test, the model is contin-
ually updated with latest test data using the different update
techniques. Two independent cases are regarded: the first one
is a real-world application from an industrial environment and
the second one is based on artificial data to get an undisturbed
view on the update techniques.

A. Real-World Use Case

The industrial use case is Virtual Metrology of a layer
deposition in semiconductor fabrication. The regression data
set consists of 32 features (numerical and encoded categorical)
and one label. A feature selection process was done before this.
The label (and prediction) data are the thicknesses of a layer
deposited on a wafer and are scaled to maintain confidentiality.

For the Virtual Metrology use case, the available labeled
data was divided into 165, 000 data points for training and
250, 000 data points for the comparison of the update tech-
niques. The data points for the comparison were divided
into batches of 50 data points yielding 5000 batches. Two
models were trained including hyper parameter optimization:
An XGBoost model and an Artificial Neural Network4 ([51],
[52]). After the training, batches of feature data points are fed
to the models in historically correct order and compared to the
corresponding label data. One batch contains 50 wafers (data
points). Each batch is handled as follows:

A train-test-split is made yielding 0.6 ∗ 50 = 30 wafers for
updating and 0.4∗50 = 20 wafers for evaluation of the updated
model. The latter provides the accuracy for the given batch. As
accuracy measure, the mean absolute error (MAE) is taken. For
each update technique, for each batch, the accuracy is stored.
To make a statistically valid statement about the accuracy, over
the stored accuracies, the mean of the accuracies in the window
is calculated, using a rolling window of size 500.

The question asked is which update techniques work how
well on different model types. This is assessed by using
two setups: blind adaptation and informed adaptation [6].
Blind adaptation means the model is updated regularly without
a trigger, whereas informed adaptation means the model is
updated when triggered, e.g. via a Concept Drift detector or
a performance degradation detector. For the blind adaptation
setting, the model is updated with the corresponding update
technique regularly in intervals of 200 batches. The frequency
of updating and the update batch size were not varied because
it is not the focus of this work. As loss function the mean
absolute error is used.

4Sequential, dense Neural Network with the structure: Input Layer of size
32, Dense Layers with [64,128,64,64,32,32,1] nodes. Each layer is followed
by a ReLU activation function.
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For the informed updating case, in this work, a performance
degradation detector is used: the model accuracy (here: the
model loss on available new labeled data) exceeding a fixed
threshold. In practice, this threshold is use-case specific. In
this study, on the same real world use case, the experiments
are conducted with two different model types: XGBoost and
Neural Network. The accuracy of the initially trained XG-
Boost model is higher than the initial accuracy of the Neural
Network. In practice, for this use case, the XGBoost model
would be chosen. For academic purposes, possibly allowing
to gain knowledge for other use cases, in which a Neural
Network might achieve better performance, the experiments
are conducted on both model types. The threshold used for
the performance degradation detector is oriented at the initial
accuracy of the corresponding model for the use case, leading
to a higher threshold for the Neural Network than for the
XGBoost model. It is important to mention that in practice,
there would only be one threshold per use case. If a model
would exceed this threshold in the beginning, it would not be,
and is not, chosen.

To maintain confidentiality, neither the absolute values of
the model performances nor the threshold values are given.
The loss values, shown in the III section, are scaled to relative
units.

Quantification, which update technique performed best, was
done by calculating the overall mean loss over the whole 5000
batches.
The results are shown and discussed in Section III.

B. Generation of the Artificial Example Data

To validate the implementation of the adaptation tech-
niques without any unknown influences, artificial training data
were constructed. They consist of five numerical input data
where each input lies in the interval [0, 1]. Independently,
uniformly randomly sampling each variable from this inter-
val, one corresponding numerical output (label) is generated
using a multilinear function with known, fixed parameters
a1, a2, a3, a4, a5 and b:

f : [0, 1]5 −→ R (1)

(x1, x2, x3, x4, x5) → f(x1, x2, x3, x4, x5) (2)

f(x1, x2, x3, x4, x5) :=
5∑

i=1

ai · xi + b (3)

ai ∈ R constant for i ∈ {1, 2, 3, 4, 5} (4)

For the concrete example used here, a1 = 1.0, a2 = 0.5,
a3 = −0.1, a4 = −1.5, a5 = 0.005 and b = 0.7 were chosen
for the pretraining data generation. The pretraining data consist
of 200 batches (10, 000 data points). For the comparison of
the update techniques during inference, a data set – similar to
the training data – is generated, which includes Concept Drift.
The inference data consist of 20 batches containing 50 data
points each. The inference data generation is done by changing
the parameters a3 and b three times, every fifth, batch, in the
following way: The first five batches of the inference data were
generated exactly from the same function as the pretraining

data. The data in the sixth batch are generated in the same
way but changing the parameters in function (4) to

a′
3
= a3 +∆a3, ∆a3 = 0.2, b′ = b+∆b, ∆b = 0.2.

Five batches of the new configuration were appended to the
inference data. Then again, starting from this parameter con-
figuration data generating function (equation 4), the function
parameters are shifted again by ∆a3 = 0.2 and ∆b = 0.2.
This procedure is repeated one more time so that finally there
are three sudden slight drifts in the inference data which are
separated by five batches.

A Dense Artificial Neural Network5 was used to fit the arti-
ficial data because for Neural Networks, the update techniques
grad2-lstm and MAML can also be applied.

The results are shown and discussed in Section III.

C. Model Adaptation Techniques used

The following model adaptation techniques are used in the
comparison experiments.

• baseline. Refers to the original pretrained model with no
update taken.

• only-latest. Using the model’s retraining mechanism for
the update and using only the data from the latest
incoming data batch for the update.

• rolling-window. Using the model’s retraining mechanism
for the update and using data from the latest batch plus
the data from the previous batches with a fixed sliding
window size [28].

• exp-forgetting. Using the model’s retraining mechanism
for the update and using data from the latest batch plus
the data from the previous batches with a fixed sliding
window size. The importance of the data points decreases
exponentially the older the data points are [29]. The decay
factor is a hyperparameter that was optimized for the real
and artificial use case separately.

• boosting. Boosting sequentially with the following setup:
Take the original model and append a "booster model."
Update only the booster model, Using a sliding window.
For the real use case, in case of a Neural Network as base
model, a small XGBoost model was chosen as the booster
model. In case of an XGBoost model as the base model,
a small XGBoost model was chosen as the booster model
was chosen as well. For the artificial use case, a linear
model was chosen as the booster model. The choices
of the booster model types were made based on which
booster model candidate yielded the better performance:
Linear Regressor or XGBoost.

• grad2-lstm. The update technique "Learning to learn by
gradient descent by gradient descent" [30]. This tech-
nique was only used with Neural Networks due to the
limitations discussed section I-A (use of the gradient of

5Sequential, dense Neural Network with the structure: Input Layer of size
5, Dense Layer with 2 nodes and ReLu activation function, Dense Layer with
2 nodes and ReLu activation function and output layer with 1 node and ReLu
activation function.

JULIA PORAY ET A.: MODEL-AGNOSTIC MACHINE LEARNING MODEL UPDATING 161



TABLE I
HYPERPARAMETERS FOR EACH UPDATE TECHNIQUE USED.

Update technique.: Update method’s
hyperparameters
using XGBoost

Update technique’s
hyperparameters using NN

only-latest-WS learning rate learning rate, epoch number
only-latest-SC learning rate -
rolling-window-WS learning rate learning rate, epoch number
rolling-window-SC learning rate learning rate, epoch number
exp-forgetting-WS learning rate,

decay factor
learning rate, epoch number, decay
factor

exp-forgetting-SC learning rate,
decay factor

learning rate, epoch number, decay
factor

boosting - learning rate when XGB as booster
grad2-lstm - learning rates inner optimizer and

outer optimizer, epoch number
MAML - number of gradient steps, learning

rate outer optimizer, learning rate
for gradient steps

baseline - -

the regression model’s loss function with respect to the
regression model’s internal parameters).

• MAML. This update technique uses "Model-agnostic
Meta learning" [37], using Adam optimizer for outer
optimization and gradient descent for inner optimization.
This technique was only used with Neural Networks due
to the limitations discussed in section I-A (use of the
gradient of the regression model’s loss function with
respect to the regression model’s internal parameters).

For the model’s retraining mechanism in case of Neural
Networks, ADAM optimizer is used [53]. For the update
techniques only-latest, rolling-window and exp-forgetting, the
sliding window size was chosen same as the size of the
pretraining data (165, 000 data points). For MAML and grad2-
lstm, a sliding window of 5, 000 data points was used as
increasing the number of update points did not lead to better
accuracy. Two variants, warm-start and training from scratch,
were conducted for the update techniques only-latest, rolling-
window and exp-forgetting. One exception is only-latest in
case of the Neural Network since it is theoretically trivial that
training a Neural Network of the given size on only 30 data
points will not work.

The hyperparameters of the update techniques were opti-
mized per use case and per model. The existing hyperparame-
ters for each technique are shown in Table I. The optimization
of hyperparameters was conducted within the batch range of
0 to 3, 000 batches, as opposed to the full range up to 5, 000.
This approach was adopted based on the assumption that
continual hyperparameter optimization for update techniques
will not be feasible in subsequent real-world applications. In
the tables and figures of this work, the terms "warm-start" and
"training from scratch" are abbreviated by "WS" and "SC"
respectively.

III. RESULTS

The findings that were made in the course of applying the
chosen model update techniques to the industrial use case are
presented in the following.

TABLE II
OVERALL LOSSES FOR ALL EXPERIMENTS CONDUCTED.

Use case Artificial case Virtual Metrology
Regression model NN NN XGB
Update mode Infm Blind Infm Blind Infm Blind

Update technique:
only-latest-WS 0.06 0.06 0.72 0.71 2.17 3.73
only-latest-SC - - - - 2.73 3.64
rolling-window-WS 0.46 0.46 0.13 0.06 0.41 0.51
rolling-window-SC 0.49 0.47 0.39 0.33 0.34 0.40
exp-forgetting-WS 0.46 0.46 0.22 0.09 0.43 0.49
exp-forgetting-SC 0.46 0.47 0.43 0.39 0.32 0.39
boosting 0.12 0.19 0.69 0.68 0.92 0.92
grad2-lstm 0.15 0.17 0.76 0.76 - -
MAML 0.10 0.18 0.71 0.89 - -
baseline 0.47 0.47 0.72 0.72 0.63 0.63

TABLE III
THE VALUES SHOW HOW OFTEN THE CORRESPONDING UPDATE

TECHNIQUE WAS UPDATED IN THE GIVEN USE CASE FOR THE INFORMED

ADAPTATION SETTING.

Update technique: Artificial UC Real UC NN Real UC XGB

only-latest-WS 3 24 440
only-latest-SC - - 739
rolling-window-WS 13 20 89
rolling-window-SC 13 15 83
exp-forgetting-WS 13 17 81
exp-forgetting-SC 13 17 83
boosting 10 20 175
grad2-lstm 13 23 -
MAML 6 26 -
baseline 0 0 0

Table II shows the results for the experiments conduced.6

Two use cases, artificial and real (Virtual Metrology), were
regarded. For both use cases, Neural Networks were used
and additionally, for the real-world use case an XGBoost
model was used. The loss (mean absolute error) for each
subsequent batch was scaled to a reference in order to maintain
confidentiality. This is defined in the following way: The
normalized loss equals zero for the lowest loss of the baseline
(no model updating, black curves). The normalized loss equals
one for the maximum loss of the baseline. This means, the
losses are shown in relative units (relative to the losses of
the baseline, per use case and per model). The mean of the
losses in relative units, taken over the whole inference period
of 5, 000 batches, is referred to "overall loss" in this article.

In Table III it is shown for the informed case, for which
model update techniques how many updates were performed
during the inference (per use case and model).7 The blind
adaptaton with fixed update frequencies (updating every 5
batches for the artificial use case and every 200 batches for the
real use case) led to 3 updates for the artificial and 24 updates
for the real use case, for each update technique. Comparability
of the values in tables II and III is given column-wise, not
row-wise, due to the experiment setup.

6Informed is abbreviated by "Infm."
7Use Case is abbreviated by UC. XGBoost is abbreviated by XGB.
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A. Neural Network Model for Artificial Use Case

For showing and validating the implemented update tech-
niques on data with no unknown influences, artificial data were
generated. Three times, every fifth batch, a Concept Drift was
incorporated. Details about the data construction are explained
in Section II-B.

1) Informed adaptation: The evolution of the loss of the
Neural Network during inference for the informed update
setting is shown in Fig. 1 for all update techniques applied.
Model degradation, being caused by the Concept Drift, can
clearly be seen in the baseline curve’s increasing loss (black
curve). The rolling window techniques, whether training from
scratch or using warm-start, perform similar or worse than
not updating at all. This is because the Concept Drifts are
introduced suddenly and there is no recurrence in it by
construction of the data. In the data set used for updating,
the data from the newest batches are too underrepresented to
make an improvement in accuracy.

Exponential forgetting warm-start (red curve) brings a slight
improvement for each successive batch after a drift was
introduced.

An improvement and thus successful handling of the Con-
cept Drift is achieved by the update techniques "only-latest-
WS," "grad2-lstm," "MAML" and "boosting". Using warm-
start and tuning to only to the latest batch, "only-latest-WS"
can adapt best to the new data. For all four update-techniques,
at batch numbers 5, 10 and 15, a peak is observed in the loss
curves. This is due to the experiment setup: As detector of
drift, exceeding of an accuracy threshold is used. When this is
detected for a batch, the update and evaluation of the updated
model is performed on the next batch.

The "boosting"-technique also uses only the latest batch
for updating. The booster model (model in the sequential
ensemble that is closest to the output) only is updated here.

Model-Agnostic Meta Learning (MAML) gave second best
results. It took two subsequent batches to update, until MAML
achieved the same accuracy as "only-latest-WS." "grad2-lstm"
did not achieve this accuracy, but still maintained loss values
that showed clear improvement wrt. the baseline.
At this point, the correctness of the implementation especially
of the techniques "MAML," "grad2-lstm" and "boosting" is
verified.

2) Blind adaptation: For the case of blind adaptation, the
same setting as in the last subsection is used, only that there is
no trigger for the update. The numbers of the batches at which
an update is performed are predefined and set to 6, 11 and 16
(for each update technique). With this setting, updating takes
place one batch after the drift occurs. The resulting difference
to the informed case is that after a drift occured only one
update is performed for each technique, until the next drift
occurs.

The results are shown in Fig. 2. It is visible that for
"MAML," "grad2-lstm" and "boosting," this leads to higher
losses as compared to the informed case. This means these
update techniques do profit from carrying out the additional
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Fig. 1. Informed adaptation for the artificial use case using a Neural Network.
WS= warm-start, SC= from scratch. The overall losses for each update
technique are given in table II, column 2.
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Fig. 2. Blind adaptation for the artificial use case using a Neural Network.
The overall losses for each update technique are given in table II, column 3.

updates as in the informed case. Still, for these techniques,
one update suffices to see a clear improvement as compared
to the baseline of not updating at all.

B. Virtual Metrology using a Neural Network

Having validated the implementation of the various update
techniques and observed their behaviour on an artificial use
case with known data properties and drifts, a real use case with
unknown drift characteristics is regarded. The same update
techniques as for the artificial use case are applied. Each
update technique’s hyperparameters were tuned for this use
case.

1) Informed adaptation: The loss curves for the informed
updating experiment for the VM case, using a Neural Network
as regression model, are shown in Fig. 3. First of all, the model

JULIA PORAY ET A.: MODEL-AGNOSTIC MACHINE LEARNING MODEL UPDATING 163



degradation with time can be seen in the black curve (baseline,
not updating) for which the loss increases during the inference
experiment with incoming batches.

As opposed to the artificial use case, in which rolling
window and exponential forgetting performed worst, in the
real world use case they perform best. Especially the "rolling-
window-warm-start" technique, which is the best-performing
technique in this setting, is capable of restoring the initial loss.

The update technique "only-latest" which, using warm-start,
fine tunes the model on the latest data batch only, results in
nearly the same losses as the baseline. The "boosting" method,
which also uses only the latest batch for updating, performs
slightly, but not much better than the baseline (overall loss of
0.69 compared to baseline 0.72).

This shows that it is crucial for this use case to keep
data points from former batches in the set of data points for
updating (3300 data batches were used as sliding window).
The number of batches for updating (updating-batch size) was
not varied further since this is not the focus of this work.

Both techniques Model-Agnostic Meta Learning and Learn-
ing to learn by gradient descent by gradient descent, did not
bring an improvement. For both cases, the optimization of the
hyperparameters yielded hyperparameters that correspond to
nearly not updating the model. The overall loss of grad2-lstm
is slightly worse than not updating for both settings blind and
informed. The loss of the MAML method is comparable to
the not updating baseline for the informed case and slightly
higher than the baseline for the blind case. For both, MAML
and grad2-lstm, there are ranges in which they perform slightly
better than the baseline. But these ranges are the exception
from the overall range. The conclusion here is that for this use
case, for the used setting of update frequency and batch size,
the two methods do not bring improvements. In the grad2-lstm
case, increasing the size of the LSTM also did not lead to any
improvements.

2) Blind adaptation: In the blind adaptation setting, the
rolling window warm-start technique performs best, being
followed by the exponential forgetting warm-start technique
(cf. Fig. 4). The difference between these two methods’ overall
losses is not as high as in the informed case.

The differences are likely to originate from the different
update frequencies used in the blind adaptation case than
those in the informed setting, resulting from excess of the
accuracy threshold. Lowering the accuracy threshold for the
Neural Network informed case, would presumably result in
lower overall loss values. The dependency of the performance
of the different update techniques on the update frequency
therefore seems to be a question worth asking. For follow-up
work, together with varying the update-batch size, this would
be an interesting study.

The remaining update techniques qualitatively have the
same relative overall losses to the exponential forgetting warm-
start and rolling window warm-start techniques as well as to
each other. The same conclusions that were drawn in the last
subsection (informed case), hold.
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Fig. 3. Virtual Metrology regression with Neural Network – Informed
adaptation setting. The overall losses for each update technique are given
in table II, column 4.
To make the different lines more distinguishable, every 15

th data point was
plotted large. However, the size of the data points has no meaning.

only-latest-WS
rolling-window-WS
rolling-window-SC

exp-forgetting-WS
exp-forgetting-SC
boosting

grad2-lstm
MAML
baseline

M
A

E 
 L

os
s (

re
la

tiv
e 

un
its

)

0.0

0.2

0.4

0.6

0.8

1.0

-0.02

Number of data batch

Fig. 4. Virtual Metrology regression with Neural Network – Blind adaptation
setting. The overall losses for each update technique are given in table II,
column 5.
To make the different lines more distinguishable, every 15

th data point was
plotted large. However, the size of the data points has no meaning.

C. XGBoost model for Virtual Metrology

1) Informed adaptation: For the XGBoost model in the
informed case (Fig. 5), the method exponential forgetting
from scratch gave the best overall loss. It was followed by
the method rolling window from scratch. The corresponding
techniques with warm-start performed slightly worse. The
"boosting" technique did not lead to improvement on the
model performance with respect to the baseline but even
increased the losses. Using only the data from the new batch
for the model retraining ("only-latest"-techniques), made the
performance even worse. This suggests that the reason for the
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adaptation setting. The overall losses for each update technique are given
in table II, column 6.
To make the different lines more distinguishable, every 30

th data point was
plotted large. However, the size of the data points has no meaning.

only-latest-SC
only-latest-WS
rolling-window-WS  

rolling-window-SC
exp-forgetting-WS
exp-forgetting-SC 

boosting
baseline

M
A

E 
 L

os
s (

re
la

tiv
e 

un
its

)

Number of data batch

0

1

2

3

4

5

6

Fig. 6. Virtual Metrology regression with XGBoost model – Blind adaptation
setting. The overall losses for each update technique are given in table II,
column 7.
To make the different lines more distinguishable, every 30

th data point was
plotted large. However, the size of the data points has no meaning.

low performance of "boosting" in the real use case is related to
the data and not to the update strategy "boosting" in general.
One batch seems not to represent the data sufficiently.

2) Blind adaptation: Similarly to the informed adaptation
case, the best-performing update technique is exponential
forgetting starting from scratch, being followed by rolling win-
dow starting from scratch and the two corresponding methods
in warm-start setting (cf. Fig. 6). The boosting approach has
the same overall accuracy as the not-updated model. Using
only the latest batch for updating is not recommended as well.

IV. SUMMARY AND CONCLUSION

This work compares model-type-independent update tech-
niques on regression models. For this, a regression use case
from semiconductor fabrication (Virtual Metrology (VM) of
a layer deposition process), was used. To validate the func-
tionality of the update methods, a simple artificial use case
(data sampled from a multilinear function) was used. On the
VM use case, experiments were done with an XGBoost model
and with a Neural Network. For all of these cases, a blind
and an informed updating strategy was applied, yielding six
scenarios that are shown in table II. Eight update techniques
were regarded. All of them were successfully validated on the
artificial use case. Using the Neural Network’s own warm-start
fine tuning method for updating, using only the latest batch,
performed best in the artificial case in both, the informed and
blind setting.

For the real use case (VM), using only the newest batch
for updating performed poorly in all scenarios. For both, the
XGBoost and Sequential Neural Network, sliding window
techniques performed best in the VM case. In case of the
XGBoost model, it did not make a significant difference if
training from scratch or warm-start was used. For the Neural
Network, warm-start clearly performed better than training
from scratch. This is explainable by the good transfer learning
capability of Neural Networks ([14], p.12). The boosting
approaches lead to slight improvement for the Neural Network
and to no improvement for the XGBoost model.

The best technique for VM, XGBoost, was exponential
forgetting, training from scratch. For the Neural Network in
the VM case, rolling window with warm-start performed best.

In this work, the batch size used for updating and the
updating frequency were set to constant values. Nevertheless,
comparing the performances of informed and blind scenarios
for the real use case leads to the (obvious) conclusion that
which update method performs best, depends on the frequency
of the updates as well as the batch size of the updates. A study
varying these hyperparameters would be an interesting follow-
up work.

For the Neural Network, two Meta-learning update tech-
niques were used in this work: "Model-agnostic meta learning"
and "Learning to learn by Gradient descent" [37], [30]. Both
of them were not able to improve the loss as compared to
the base line. It is important to note that their implementation
was validated on the artificial use case, on which they showed
significant improvement. Chen et. al. conducted an experiment
in which they trained a) a Multilayer Perceptron and b) a
Convolutional Neural Network on the MNIST dataset, using
different optimizers [44], [35]. Among these optimizers, the
approach "Learning to Learn ba Gradient Descent" from
Andrychowicz, called grad2-lstm in this article, was used as
well. In the experiment of [44], on the Multilayer Perceptron,
the optimizer did not converge. This result is similar to the
result that was obtained in the article at hand for the grad2-
lstm method, where it did not provide loss improvement in
the real world use case. The experiment from [44] worked for
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the Convolutional Neural Network they used, but only for a
small number of iterations. It is important to emphasize that,
in the work at hand, no Convolutional Network is used and
the task that the optimizee performs is not classification, but
regression.

Although the Meta-Learning techniques used, MAML and
grad2-lstm, did not show improvement for this real use case
and setting (meaning fixed updating batch size and updating
frequency), it might be good to not discard them when doing
studies with varying batch size for updating. This is because
they might outperform other techniques for smaller updating
batch sizes (in the case of few-shot learning).

The insight gained from the experiments conducted is there
is no "one update technique" which performs best in all
experiments. For the Virtual Metrology use case, the group
of sliding window techniques has superior performance. For
the artificial use case, this group performed worse than other
techniques. For the artificial use case, the bad performance
of the sliding window techniques is explainable by the drift
properties: The Concept Drift incorporated into the artificial
use case consists of slight sudden jumps in the function gener-
ating the training data. Such a behaviour can be theoretically
expected in real use cases as well, due to maintenance events.
In practice, not only maintenance events are the cause of drifts,
but a variety of other influences might change the response
surface as well over time. To explain why sliding window
techniques performed well on the real use case, and others
performed worse (for instance MAML and grad2-lstm), the
properties of the real use case’s data and their drift properties
could be beneficial. The examination of the use case’s data
and drift properties were not the focus of this work though.
This work aims at finding the most suitable update technique
for the given use case for different possible models. This is
because scalability to other use cases, for which different
model types might be best-suited, is desirable. The focus
therefore lied on examining the performance (accuracy) of
model-independent update techniques. More knowledge about
scalability of update methods to other use cases and models
can be gained by performing comparable studies on other real
world use cases, for example other Virtual Metrology cases. It
would be possible to examine, if for each use case the same
update techniques perform best, and if not, to ask what causes
the differences. Presumably, it might be helpful to examine
data and drift properties of the different use cases in course
of this, which makes this topic an interesting task for future
work. With a wider range of experiments (on more use cases,
with more model types and with variation of update batch size
and update frequency), recommendations for new use cases
(potentially using different model types) could be given and
thus scaling of the update technique application can be aided.
The work at hand provides a starting point for this research.
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