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Abstract—Rapid advances of connected and autonomous ve-
hicle technology have led to an increase in cyber-attacks. This
in turn has driven the development of the ISO 21434 standard
aimed at supporting the management of cybersecurity risks in
the automotive industry. There is, however, a disconnect between
the standard and the currently applied model-based development
approaches that are increasingly applied for systems and software
development. In this paper, we present tool support created for
model-based automotive cybersecurity engineering. This tool is
built upon the existing automotive systems development language,
EAST-ADL, with extensions to address security in accordance
with the ISO 21434 standard covering modeling support, calcu-
lation of security-related metrics such as impact, risk, and attack
feasibility, and generation of ISO 21434 compliant security threat
reports. Meeting the requirements of cybersecurity engineeering
according to ISO 21434 are demonstrated with two examples.

I. INTRODUCTION

T
HE DIGITIZATION and networking capabilities of mod-

ern vehicles require appropriate cybersecurity measures.

As vehicles become more advanced, the risk of cyber-attacks

increases, making it essential to identify and assess vulnera-

bilities in order to implement effective countermeasures. The

ISO/SAE 21434:2021 standard “Road Vehicles–Cybersecurity

Engineering” [1] provides appropriate means for identifying

and assessing risk in the automotive industry, providing guide-

lines for identifying and assessing potential threats.

The importance of cybersecurity in the automotive sector

is underscored by real-world incidents where attackers have

exploited vulnerabilities to gain unauthorised access to ve-

hicles (see Section II). These cases highlight the ease with

which vehicles can be compromised due to insecure encryption

systems or societal underestimation of the risk of an attack. In

addition, the introduction of new connectivity features, such

as infotainment systems, introduces additional attack vectors

and presents new challenges in securing vehicle systems.

Model-based engineering is emphasised as the state-of-

the-art approach in automotive software development. This

methodology uses models to represent different aspects of

the system, enabling the design, analysis and validation of

complex systems. We describe the role of model-based ap-

proaches in more detail in Section III. Today, models of system

and software development are typically kept separate from

security models. Yet, integrating cybersecurity into the overall

system design is critical, especially with the increasing reliance

on software components and the development of autonomous

vehicle systems discussed in more detail in Section IV. Col-

laboration between system and security engineers is necessary

to implement security-by-design principles. Models facilitate

this collaboration by ensuring traceability of system functions

and requirements, defining security objectives and analysing

vulnerabilities.

The Security Abstraction Model (SAM, see Section VII)

was developed with a focus on modelling cybersecurity threats

and measures for automotive systems engineering. Recently,

its scope has been extended to align with the ISO/SAE 21434

standard (see Section VI), which addresses cybersecurity in

road vehicles. Although SAM offers a robust foundation for

ISO/SAE 21434 by providing a metamodel that supports

metric calculation and security threat reporting, there has been

no tool support available for it until now.

The goal of this research is to show that tool support for

SAM and model-based development is possible and can meet

the requirements of ISO/SAE 21434 standard. We describe

how tool support was developed as well as how it is applied.

Our tool support is implemented in MetaEdit+ that enables

collaborative development between systems and security en-

gineering, see Section V. The developed tool features for

cybersecurity engineering include in addition to modeling,

calculation of security-relevant metrics such as impact, risk

and attack feasibility, and the creation of ISO 21434-compliant

reports. We demonstrate and show that the created modeling

tool is viable and align with ISO 21434 with examples in Sec-

tion VIII. In addition, many of the features described in ISO

21434 are also specified in other cybersecurity standards, so

the security attack modeling components from SAM, including

any that deal with social engineering attacks, are applicable to

many relevant standards.

II. SECURITY RELEVANCE

The increase in cyber-attacks on vehicles reveals a need for

action in the automotive sector to protect system components

from external attacks. In particular, cases in which attackers

were able to gain access to vehicles and start the engine by

transmitting the radio key signal have been reported on by

public media [2]. Vehicle owners must be made aware that
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unlocking doors is easier than generally assumed and that

even major manufacturers have been using insecure encryption

systems for years [3]. In addition, the secrecy of data sheets

does not ensure greater security, but makes thorough security

verification more difficult [4]. The increasing connectivity of

vehicles and the introduction of convenience features such

as e.g. infotainment systems provide further attack vectors

that lead to new challenges in identifying and addressing

vulnerabilities [5].

Moreover, the trend towards vehicle-to-everything (V2X)

communication, which includes vehicle-to-vehicle (V2V) and

vehicle-to-infrastructure (V2I) interactions, introduces addi-

tional risks. These systems rely on the exchange of information

between vehicles and infrastructure to improve traffic flow and

enhance safety. However, they also create new opportunities

for attackers to intercept and manipulate data, potentially

leading to collisions or traffic disruptions.

The proliferation of electric vehicles (EVs) also brings

unique cybersecurity challenges. EVs often come with con-

nected charging stations, which can be targeted to disrupt

charging infrastructure or gain access to the vehicle’s internal

network. This not only affects the availability of charging but

also raises concerns about the potential for large-scale attacks

on the power grid.

In response to these threats, it is crucial for the automotive

industry to adopt a multi-layered security approach. This

includes implementing robust encryption methods, regular

security updates, comprehensive testing of all systems, consid-

eration of social engineering attacks, and an integration into

the state-of-the-art automotive software systems development

approach, i.e., model-based engineering, see the following

section.

III. MODEL-BASED DEVELOPMENT IN THE AUTOMOTIVE

DOMAIN

A key advantages of model-based development is its ability

to enhance communication and collaboration among devel-

opment teams. By using models, engineers from different

disciplines (such as software, hardware, security, and systems

engineering) can work together more effectively, sharing a

common understanding of the system under development. This

collaborative development approach helps to reduce errors

and misunderstandings, leading to higher quality software and

faster development cycles.

Model-based engineering currently represents the state of

the art in the field of automotive software engineering. The

primary reasons for model-based approaches are managing

complex engineering tasks in better ways and effective com-

munication [6]. In addition to support for collaboration it

makes possible to design, analyze and validate complex sys-

tems by using models that represent different aspects of the

system. It has proven to be extremely effective in supporting

the development of automotive software as it enables the

systematic design and analysis of functions [7]. The models

are typically created with some general-purpose modeling

language like UML or SysML [8], [9], or with domain-specific

languages targeting automotive systems like:

• Architecture Analysis & Design Language (AADL) [10]

is a domain-specific language used for modeling the

architecture of embedded systems, including automotive

systems. It allows for the representation of both software

and hardware components and their interactions. AADL

is beneficial for performing performance analysis, such

as timing and resource utilization critical in automotive

applications.

• AUTOSAR (AUTomotive Open System ARchitecture)

[11] is a standardized automotive software architecture

framework that allows for the design and development of

vehicle software with interoperability and scalability. It

defines a set of specifications for software architecture,

enabling the integration of components from multiple

suppliers. AUTOSAR models are used to specify soft-

ware components, their interfaces, and communication

patterns, ensuring consistency and compatibility across

different ECUs (Electronic Control Units).

• EAST-ADL (Electronics Architecture and Software Tech-

nology — Architecture Description Language) [12] is a

domain-specific language tailored for automotive electri-

cal and electronic systems. It provides a framework for

modeling the architecture of vehicles, focusing on re-

quirements engineering, functional analysis, dependabil-

ity, and system design. It covers a more abstract design

level compared to AUTOSAR. EAST-ADL supports the

development process by linking requirements to design

models and analysis tools, facilitating traceability and

verification.

It is worth noticing that these well-known modeling lan-

guages applied in automotive do not recognize security, cy-

bersecurity or support for ISO/SAE 21434:2021 standard (see

languages used in the automotive industry [10], [11], [12]). We

see that model-based development provides a basis for also

supporting cybersecurity engineering and it can be done with

an integrated manner. We introduce The Security Abstraction

Model (SAM) in more detail in Section VII, as an extension

to the EAST-ADL providing an integration and traceability

between models of system development and cybersecurity.

IV. NEED FOR INTEGRATION OF SECURITY DESIGN INTO

SYSTEMS MODELING

The increasing use of software components instead of

mechanical components in vehicles and the development of

autonomous vehicle systems require robust cybersecurity mea-

sures. Models allow system engineers and security engineers to

collaborate and thus put the principle of “security-by-design”

into practice. This collaborative modeling approach ensures

that security considerations are embedded from the very be-

ginning of the design process, rather than being retrofitted after

the fact.

[13] gives an overview of the following advantages of the

integrated approach:
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• Models provide a structured way to document and trace

system functions and requirements throughout the devel-

opment lifecycle. By incorporating security requirements

alongside functional requirements, engineers can ensure

that security is treated as a core aspect of the system. This

traceability allows better management of dependencies

and the identification of potential security impacts arising

from changes in system functionality.

• Security objectives need to be clearly defined to protect

critical system assets and ensure the overall safety and

privacy of vehicle occupants. Models can help in articu-

lating these objectives in a precise manner, providing a

clear roadmap for implementing necessary security mea-

sures. This includes specifying access control policies,

data protection mechanisms, and secure communication

protocols.

• To defend against potential cyber-attacks, specific secu-

rity measures must be integrated into the system design.

Models facilitate the systematic design and evaluation of

these measures. For instance, threat modeling techniques

can be used to identify potential attack vectors, and

countermeasures can be designed and validated within

the model. This proactive approach helps in mitigating

risks before they materialize in the physical system.

• Continuous vulnerability analysis is crucial for maintain-

ing the security of automotive systems. Models enable

the simulation and analysis of various attack scenarios,

helping engineers to understand the potential impact of

different vulnerabilities. By analyzing these scenarios

within the model, engineers can prioritize vulnerabilities

based on their severity and likelihood, and implement

appropriate mitigation strategies.

• The automotive industry is subject to stringent regu-

latory requirements regarding safety, e.g., ISO 26262,

and security, e.g., ISO 21343. Integrating security within

the design models ensures that the development process

aligns with these regulations and industry standards. This

alignment is essential for achieving certification and en-

suring that vehicles meet legal and market requirements.

V. NEED FOR TOOL SUPPORT

Collaborative development work creating specifications, an-

alyzing, checking and versioning them as well as transforming

models to code, reports etc. requires tool support. In this

paper we apply MetaEdit+ tool [14] to create and use mod-

eling support for cybersecurity. MetaEdit+ is applied because

it already supports existing automotive system development

languages such as EAST-ADL and AUTOSAR. Second reason

for using MetaEdit+ is that it can generate code directly from

the models as well as allows creating generators for various

purposes other then producing code, like checking, reporting,

as well as producing input to other tools like simulators and

analysis tools. This function not only provides considerable

time and cost savings in development effort, but also improves

the overall quality of the system developed.

Thirdly, and crucial for our work on security modeling,

MetaEdit+ can extend and combine languages via metamodels,

as well as create new domain-specific modeling languages.

This flexibility allows for the customization of modeling

languages to suit specific domain requirements. Once a meta-

model is defined, developers can use it as their domain-specific

language for modeling [15].

In Section VIII we describe how modeling support was

created by defining security-related language concepts, rules

and notation. We also present the generators that calculate

security scores and produce relevant security documents as

in ISO 21434. We demonstrate resulting tool support with

examples.

VI. ISO STANDARD 21434

ISO/SAE 21434 contains objectives, requirements and

guidelines related to cybersecurity engineering and can be

used to implement a cybersecurity management system that

also involves cybersecurity risk management [1]. The standard

specifies the technical requirements for managing the cyberse-

curity risk of electrical and electronic systems (E/E-Systems)

in road vehicles, including their components and interfaces.

No specific technologies or solutions for cybersecurity are

prescribed. ISO/SAE 21434 mandates risk treatment for all

identified risks using classical options: risk avoidance, reduc-

tion, sharing, or retention and permits risk acceptance up to a

defined threshold, as long as the decision is documented along

with the retained risks [16]. According to ISO 21434, road

vehicle cybersecurity is achieved when assets are adequately

protected against threat scenarios. Assets worthy of protection

include the various tangible and intangible components of

systems such as software and hardware components, sensitive

information and communication links. Threat scenarios are

the potential cause for the compromised protection objectives

of one or more assets [1]. ISO 21434 defines item as one

or more components that implement a function at vehicle

level, whereby a component is defined as a logically and

technically separable part [1]. The item definition defines the

target development system, which is subject to a cybersecurity-

oriented development process, as precisely as possible and

specifies the physical limits of the system under consideration

as well as the areas to be protected. Based on the item defini-

tion, a threat analysis and risk assessment (TARA) is carried

out from the perspective of affected road users. It serves

to systematically identify threats and analyze the attack and

defense mechanisms in the examined system and essentially

consists of the following elements:

1) Item Definition [1, section 9.3]

2) Asset Identification [1, section 15.3]

3) Identification of Threat Scenarios [1, section 15.4]

4) Impact Rating [1, section 15.5]

5) Attack Path Analysis [1, section 15.6]

6) Attack Feasibility Rating [1, section 15.7]

7) Risk Value Determination [1, section 15.8]

8) Risk Treatment Decision [1, section 15.9]

9) Cyber Security Goals [1, section 9.4]
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10) Cyber Security Claims [1, [RQ-09-06]]

11) Cyber Security Concept [1, section 9.5]

Cybersecurity engineering analysis identifies and explores

potential actions that an abstract attacker could perform mali-

ciously and the damage that could result from compromising

the cybersecurity of a vehicle’s E/E systems. Cybersecurity

monitoring, remediation and incident response depend on

changing environmental conditions, i.e. there is a constant

need to identify vulnerabilities in road vehicle E/E systems

and counteract new attack techniques.

The abbreviation CAL stands for Cybersecurity Assurance

Level and, similar to the ASIL (Automotive Safety Integrity

Level) in the ISO 26262 standard, is used to appropriately

adjust the effort and care required for subsequent activities in

the area of cybersecurity. The ISO/SAE 21434 standard speci-

fies that an appropriate CAL should be defined for each threat

scenario based on the associated impact and attack vectors.

This is similar to setting risk values. While the risk value is

dynamic and can change during the development process, the

CAL is intended to remain stable during development as it is

an integral part of a development requirement.

VII. SECURITY ABSTRACTION MODEL WITH EXTENSIONS

Security Abstraction Model (SAM) provides concepts for

modeling security aspects of automotive systems. Figure 1

describes the metamodel of SAM illustrating which kind

of security aspects are specified when modeling automotive

systems with security considerations. In this figure, we present

the complete metamodel so that the relationships between the

entities become visible, as this is relevant for the reporting

described later.

Originally SAM [17] did not recognize the later published

ISO 21434 standard but this is now integrated into SAM and

its metamodel [18]. This creates a link between the security re-

quirements of the ISO 21434 standard and the models created

based on SAM. Similarly, SAM was not originally developed

explicitly for modeling social engineering but an extension has

been developed that enables the modeling of social engineering

attacks and maps the relationship of these attacks to the actors

and the rest of the model [13]. These extensions enable a more

comprehensive specification of cybersecurity aspects, their

reporting as in ISO 21434 and calculating related metrics and

scored. We describe these extensions in the next subsections,

and their implemention to the modeling tool in Section VIII.

A. Integration with System Design

EAST-ADL [12] is a language for describing the system

architectures of software-intensive automotive systems using

an information model that represents technical information in

a standardized way. The descriptions cover vehicle functions

and features as well as functional and hardware architecture.

The EAST-ADL model is structured according to abstraction

levels, with each sub-model representing the relevant details

of the complete embedded system of the respective abstraction

level.

Security Abstraction Model and EAST-ADL are linked by

the common concept of item. In EAST-ADL, item represents

a functional or non-functional requirement of the system that

is being described and modeled. SAM extends the concept of

item by incorporating security properties. This enables SAM

to specify security requirements that are necessary to fulfill the

overall system requirements. These security requirements are

integrated into the model to enable a comprehensive security

analysis and to identify potential vulnerabilities and threats in

the system.

Although SAM is developed as part of the EAST-ADL, it

is not necessarily bound to EAST-ADL, offering flexibility

in its application. SAM can be used independently of the

rest of the system model to provide an overview of security-

critical system parts before or at the beginning of the system

engineering process. This independent utility allows engineers

to identify and address potential security vulnerabilities early

in the development cycle.

B. Scores

The latest version of SAM used at the time of writing

includes a number of entities from ISO 21434 to enable a

detailed risk assessment. These entities include Asset, Damage

Scenario, Threat Scenario, ImpactRatingScore, RiskScore, At-

tackFeasibilityRating and AttackFeasibilityScore (see Figure

1). By integrating ISO 21434, not only can vulnerabilities

now be assessed, but so can potential attacks and their impact

on the system. For this purpose, the AttackFeasibilityScore,

ImpactRatingScore and RiskScore are included in SAM. The

AttackFeasibilityScore is calculated on the basis of the CVSS

formula and makes it possible to estimate the feasibility of an

attack [1].

In addition to the previously mentioned scores, ISO 21434

contains further scores that are available in the SAM meta-

model. The ImpactRatingScore evaluates the impact of an

attack scenario based on various factors such as the severity of

the damage caused, the extent of the impact on the system and

the potential duration of the impact. The RiskScore assesses

the overall risk associated with a particular threat scenario. It

takes into account the probability of a successful attack and the

possible consequences of the attack. The RiskScore makes it

possible to prioritize potential threats and take appropriate se-

curity measures to reduce or control the risk. The combination

of these scores in SAM enables a more comprehensive security

analysis and risk assessment. By taking into account vulner-

abilities, attack scenarios, ImpactRatingScore and RiskScore,

emerges a holistic picture of the security of a system in the

automotive context. This makes it easier to identify potential

risks and threats and take appropriate measures to increase the

security and reliability of the system.

C. Social Engineering

SAM provides a basis for the assessment of social engi-

neering attacks by including various scores and entities. A

qualitative scoring system has been developed to specifically

focused on social engineering. Integrating a scoring system
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Fig. 1. SAM metamodel. View Online at https://bitbucket.org/east-adl/sam/

further improves the assessment and understanding of risks

associated with social engineering, helping to develop ap-

propriate security measures to minimize the impact of these

attacks. Extensions to SAM were implemented at different lev-

els, including new meta-entities, extensions to existing meta-

entities, and supplementary documentation, enabling greater

consideration of social engineering and standards.

Due to the existing integration of CVSS scores and other

assessments in the Security Abstraction Model, it was neces-

sary to investigate whether the extension and harmonization

would create redundancy. Redundancy is beneficial if there

are reasons for mapping an issue in different ways. The social

engineering entities were integrated into the metamodel to

ensure a clear capture of security aspects without creating

unnecessary duplication or repetition of metrics.

D. Reporting

Reporting is essential in the context of ISO 21434, which

explicitly requires it. Specifically, a cybersecurity assessment

report (RQ-06-31) serves as appraisal of the level of cy-
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bersecurity. Although the standard does not provide explicit

guidelines on the format or structure of such reports, our

implementation of the report generation adheres closely to

the principles described in ISO 21434. This ensures that the

cybersecurity assessment report effectively communicates the

findings and recommendations derived from the assessment

process.

In accordance with ISO 21434, the report is primarily

focused on assets, reflecting the standard’s emphasis on asset-

oriented cybersecurity management. Its structure is closely

based on the example in Annex H of the standard. However, by

integrating the social engineering aspect of SAM, we have also

introduced reporting that focus on human actors and recognize

the importance of the human element in cybersecurity. In ad-

dition, we have included a section dealing with miscellaneous

items and how they relate to vulnerabilities and the associated

vulnerability scores. While the report sections relating to social

engineering and miscellaneous are not explicitly included

in the standard, their inclusion broadens the scope of the

report and provides stakeholders with a holistic reporting of

cybersecurity risk and mitigation.

There are several advantages to automatic report generation:

• It enables the hierarchical organization of multiple mod-

els, facilitating the creation of comprehensive reports

that cover different aspects. This hierarchical structuring

enables a systematic and coherent presentation of infor-

mation across different levels of abstraction.

• Automated report generation can incorporate item def-

initions by linking to EAST-ADL architecture models,

providing insight into potentially at-risk vehicle features

and their interrelationships. This integration increases the

depth and specificity of the report.

• By selecting relevant properties, the calculation and

reporting of scores is automatically generated, which

ensures efficiency and accuracy. In cases where multiple

values are applicable, these are aggregated, with the

maximum value being reported.

VIII. TOOL SUPPORT: LANGUAGE DEFINITION AND

USAGE

This section presents the tool support for security modeling.

We first describe the implementation of support for SAM,

including the modeling language, score calculators and the

reporting of security threats in accordance with ISO standard

21434. Subsequently, we provide two examples demonstrating

the use of the developed modeling tool, alongside score cal-

culation, reporting and tracing to other system design models.

Our implementation of tool support began by extending the

existing language definition of EAST-ADL and its associated

security language. Although EAST-ADL is supported by vari-

ous tools, we applied in MetaEdit+ the latest version of EAST-

ADL (v2.2)1. Since MetaEdit+ enables the co-evolution of

metamodels and models [19], the changes made to the mod-

1https://east-adl.info/

eling support were automatically updated to already existing

models.

The language definition covered all parts needed for ob-

taining tool support: Not only the metamodel and related

constraints, but also the notation, guidance for creating and

editing models, as well as updating older versions or notifying

modelers to make changes when automatic update were not

considered feasibly, such as when there was a risk of losing

relevant data. Finally, generators for various score calculations

and threat security reporting were defined, in addition to those

available in MetaEdit+ for EAST-ADL, such as Simulink, Hip-

Hops and ReqIF, or defined by users targeting external tools

like SPIN, UPPAAL, Stateflow and Reliability Workbench2.

A. Metamodel Extensions

For modeling support, the metamodel of SAM was defined

by two person with MetaEdit+ Workbench, and then tested by

other modelers by using the same language with the modeling

editors, browsers, and collaboration tools of MetaEdit+. We

created several security models as test cases including the

Brake-By-Wire example presented here later3. Figure 2 shows

the elements of the security modeling language in MetaEdit+.

The list of Objects shows the key modeling objects, the list of

Relationships shows the connections between these elements,

and the list of Roles shows how an object participates in

the relationships, such as being directed or undirected, having

constraints, or detailed properties.

Fig. 2. Extended SAM definition

Figure 3 details the definition of HumanActor, which has

11 properties. The first three are inherited from EAST-ADL

2https://metacase.com/solution/east-adl.html
3SAM implementation can be accessed at https://bitbucket.org/east-

adl/sam/src/master/MetaEdit-Extension/Reporting_Examples
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and AUTOSAR metamodels. These three properties have

rules and constraints, such as ’Short name’ being manda-

tory and starting with an alphabetical character followed

by possible characters, numbers, or underscores and con-

straint with maximum length (defined as a regular expression:

[a-zA-Z][a-zA-Z0-9_]{0,127}). These are followed

by the characteristics of HumanActor in SAM (see Figure

1): Curiosity, Helpfulness, Credulity, Greed, Ignorance, and

Carelessness – all of which are fixed value enumerations.

Fig. 3. Definition of HumanActor in metamodel of MetaEdit+

While the metamodel in Figure 1 identifies many language

concepts as individual objects, such as resilience or metrics

elements, we aimed to minimize the modeling effort not only

in terms of creating model elements but also in terms of

updating, deleting and checking specifications. As a result,

the implementation as a modeling language exhibits some

differences from the metamodel illustrated in Figure 1. This is

mainly to minimize the modeling effort and improve usability.

The main differences are:

• Since Resilience is a mandatory item for a human actor,

it is a property of HumanActor. This way language user

is expected to add – and later edit – just one element in

a model rather than two and a connection between.

• The same approach is also applied for the 4 metrics

elements: while they can be added to and visualized in

the model, they are not mandatory. Modeling editor can

calculate the metrics even if those metric elements are

not explicitly added to the model. Figure 4 illustrates

this in the user interface at the bottom of the screen by

showing individual metric values for vulnerabilities and

attacks yet showing CVSS basic and temporal scores for

vulnerability as well as ISO 21434 feasibility score for

the attack directly in the diagram, which is what the user

wanted in this case.

• Attack motivation is an element of the modeling lan-

guage, and its subtype is selected from the property with

mandatory value. Thus, the type of AttackMotivation

(Harm, Financial Gain etc.) can be changed without

deleting the old one and creating and re-connecting a

new one.

• While the metamodel of SAM defines directed associ-

ations among security concepts, the modeling language

does not expect models to be created in that order: the

created editor shows the correct direction regardless of

how the user opts to link model items. In other words,

the model is created correctly independently of the order

in which the modeler decides to create relationships.

• Default values for enumerations are provided.

• Properties of model elements are listed in the order

that would be the order that would be most natural for

considering the security properties.

We did not enforce all rules as mandatory, such as requiring

each HumanActor to have a defined Resilience. Instead, we

allowed for more flexibility in modeling, but we also pro-

vided guidance to language users to complete the security

model. We defined 17 checks derived from the metamodel

to provide warnings, which were shown to the language user

during modeling. As an example, at the bottom of Figure 4

is shown a warning that SecurityConcept is not related to

any Requirement. Additionally, we defined recommendations

for creating security models that deal with optional links:

linking Attacks to Actors, SecurityConcepts with Attacks, and

DamageScenarios to Hazards – the last been shown as a

recommendation by the tool for the security model in Figure 4.

B. Notation and Guidance

The security model example also illustrates the notation:

How models are presented for humans to read, edit and use

for communication. Our tool implementation therefore covered

creating notation for the respective language elements. Figure

5 shows the definition of notational symbol for DamageSce-

nario: It shows the name that user enters and impact rating

score produced by the score calculator generators. The notation

also shows the type of model element as a part of the notational

symbol. Such guide is useful when creating or reading the

models in the first place but for experienced modelers it

becomes redundant text that consumes extra space and thus

can be hidden by the language user from the diagrams if

desired.

In addition to providing guidance during modeling, the de-

fined metamodel thoroughly describes individual language ele-

ments. These descriptions are accessible directly in MetaEdit+

through the help system, which is available from the editor’s

toolbar or individually for each language element when in use.

C. Co-evolution

Given that SAM itself also evolved, we implemented guid-

ance to update the existing security models to be compliant
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Fig. 4. Security model in modeling editor illustrating checks and recommendations

Fig. 5. Defining the notation for DamageScenario

with the latest language version. MetaEdit+ manages with

in-built functionality automatically model changes that are

caused by adding and renaming items in the metamodel,

constraints and notation (for details see [19]). However, some

changes to models may require human intervention when

automatic updates are not feasible. To prevent the loss of

critical model information, we followed a deprecation strategy:

existing models can still be used, but all new models follow

the latest language version. Additionally, we implemented

guidance within the modeling editor to assist users in updating

their models. This feature is illustrated at the bottom of

the editor in Figure 4: "Warning: ThreatScenario Tempting-

WithBrakingSystem is connected to Vulnerability Data Brake

Communication Security. It is not allowed anymore." Similar

co-evolution support could be applied in the future when

support for cybersecurity modeling evolves or new versions

of the ISO standard or SAM are developed.

D. Metrics

As models provide rich details on security aspects, they can

be used for various assessment purposes. We implemented

support for SAM-based security models with the CVSS.

Once a security model is created with the required data, the

modeling tool calculates various scores automatically, like

in Figure 4 for vulnerability of Data Brake Communication

Security the score of Base CVSS is 7.0 (High) and Temporal

CVSS is 6.5 (Medium) and for the specified attack ISO 21434

score is 1.05.

Since attacks can consist of subattacks, calculating vulner-

ability metrics must consider the whole attack subtree. In our

implementation of CVSS, we considered the most severe case

by recognizing the most severe attack within attack tree as

a basis for calculation. The same principle is applied when
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different types of individual attacks are related to the same

vulnerability.

Scores on vulnerability and attack feasibility are calculated

similarly at the time of modeling and illustrated either in the

diagram or in a separate report pane below the diagram. Figure

4 illustrates scores at the bottom of screen and AttackFeasi-

bilityScore next to the Attack element. The impact rating for

Damage scenario (Severe) and risk score for ThreatScenarios

(S:2) are also illustrated in Figure 4.

E. Documenting and Reporting

Existing documentation generators were available in

MetaEdit+ for the purposes of reporting. These generators,

however, did not recognise the needs of ISO 21434. Given

that the SAM was made to recognize explicitly cybersecurity,

we defined a threat reporting generator based on the reporting

requirements (as in Section VII-D).

Figure 6 shows the result of this generator produced from

Figure 4 and from the related system design specifying the

vehicle features (Figure 7) and the system functions (Figure 8).

Figure 7 shows a small part of the model specifying features

related to the braking system. These features are realized by

some design functions and hardware functions of EAST-ADL.

Figure 8 illustrates a part of the logical design functions of

the braking system that are also recognized in the generated

security report. Both security report and metric calculators

were implemented with generator system of MetaEdit+ [14].

Fig. 6. Sample of Security Analysis Report

Traceability from security models to system design is visible

in the security analysis report. For example, in Figure 6 the

item definition at the beginning of the report is linked to

the design functions and hardware functions of the braking

Fig. 7. Vehicle feature model: braking (fraction)

Fig. 8. Design level functions of braking system (fraction)

system. Also the summary at the beginning of the generated

report shows that security models are related to two different

development phases of EAST-ADL, namely to the vehicle

level in which features related to items are defined as well

as to the design level functions realizing those features.

Figure 9 shows another report targeting analysis of social

engineering threats in automotive systems. This report is gen-

erated from a security model shown in Figure 10 representing

a social engineering attack that affects the braking system. It

shows a baiting attack in which the braking system is compro-

mised through deception maneuvers. The report identifies the

human actors involved, their vulnerabilities and their resilience

to such attacks. Additionally, it provides insights into the

persuasion methods used in the social engineering attack,

improving understanding of the potential dangers posed by hu-

man manipulation tactics. This holistic approach to reporting

provides valuable insight into the intricacies of cybersecurity

risks associated with social engineering and helps develop

robust countermeasures to protect automotive systems from

such vulnerabilities.

The reports illustrated in Figures 6 and 9 show that they

provide links from reported items back to the security models

and other system development models. This clear traceability

shows that security aspects do not need to be addressed in

isolation, but can be linked to the rest of the system develop-

ment. These reports can be produced directly to external files

like used for word processors or web browsers.

In addition to reporting on individual security model – as

illustrated in the previous examples – security threat reporting

is also available for all EAST-ADL models: It can be generated
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Fig. 9. Sample of social engineering report

for any selected hierarchy of EAST-ADL models combining

multiple security models into a single security threat report.

This capability enhances collaboration by allowing traces from

system designs to be followed to all vulnerabilities and attacks

across the entire developed system.

IX. CONCLUSION

This paper presents a tool support for model-based cy-

bersecurity engineering in the automotive domain. It shows

how tool support can meet the requirements of ISO/SAE

21434 standard in model building, calculating metrics and

security threat reporting. Our tool, built on the EAST-ADL

language with security extensions, provides a solution to

support these model-based approaches. By integrating system

and security modeling, along with capabilities for calculating

security metrics and generating ISO-compliant reports, the tool

enables engineers to navigate the complexities of automotive

cybersecurity with confidence. Furthermore, the tool’s ability

to guide engineers in defining and integrating security models

with system models underscores its user-centered design and

practical utility.

The significance of this work extends beyond its immediate

application in automotive cybersecurity. As the latest enhance-

ments to the metamodel enable a complete representation of

the ISO 21434 standard, it lays the groundwork for broader

adoption across industries where cybersecurity standards are

of highest importance. Moreover, the versatility of the exten-

sions, particularly those related to social engineering attacks,

positions it as a valuable resource for compliance with various

cybersecurity standards beyond ISO 21434.

While the modeling support is readily available our plan

is to apply it to model various security cases to evaluate it

and identify possible areas for extensions. Another direction

for future research is to extend tool support, and possibly the

metamodel of SAM, to support the latest versions of metric

calculators like version 4.0 of CVSS.

Future research could investigate the use of Large Language

Models (LLMs) to automatically generate models based on

attack data. This approach has the potential to rationalize

the modeling process and enable not only security engineers

but also automotive engineers to contribute to the creation

of security models. By automating the generation of parts of

the models that currently require manual modeling, such as

specific attack scenarios and vulnerabilities, significant time

savings can be achieved.

Other extensions to the metamodel could relate to the

implementation of specific mechanisms, such as cryptogra-

phy. Although the metamodel already allows the modeling

of requirements and security concepts, these additions could

allow a more detailed and accurate modeling of the internal

relationships of these mechanisms.

The Cybersecurity Assurance Levels (CALs) from the ISO

21434 standard can be specified in the tool for a security

goal. However, these security goals and other entities from the

concept phase, such as requirements, are not currently included

in the reporting, as the current reports focus primarily on risk

assessment. For CALs, it is important to note that no consensus

has yet been reached on how to determine and treat such a

parameter, so this aspect has been relegated to the Annex only

[20]. This could be a potential future extension, allowing for

the creation of reports that encompass requirements, security

goals, and concepts, even though this is not explicitly required

by the standard.
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