
Abstract—This  paper  summarizes  the  basic  concepts  of 

Graded Logic (GL) and the use of GL in professional decision 

making.  Our  goal  is  to  contrast  two  approaches  to  the 

development of a continuum-valued propositional logic: (1) the 

human-centric  approach  based  on  observing  and  modeling 

human commonsense logical reasoning in the context of decision 

making,  and  (2)  the  theoretical  approach  where  logic  is 

developed as a formal axiomatic deductive system. We show the 

basic  advantages  of  human-centric  approach  and  the 

applicability of this approach in the area of professional decision 

making.

Index Terms—Graded Logic, commonsense logical reasoning, 

decision making, LSP method, GCD function.

I. INTRODUCTION

OGIC is  a wide area studied in both philosophy and 

mathematics [1]. In this short survey paper, we are inter-

ested only in the propositional logic [2], i.e., the logic that 

combines degrees of truth of input statements to compute the 

degree of truth of a compound output statement. We briefly 

present a human-centric Graded Logic (GL) which is derived 

from observing, measuring and modeling human common-

sense logical reasoning in the process of decision making. We 

also present a brief survey of the Logic Scoring of Preference 

(LSP)  decision  method  [3]  which  is  based  on  Graded 

Logic [22].  

L

     The classical logic [4]-[6] and its modern extensions [7], 

[8], as well as non-classical logics [9], [10] are created as for-

mal axiomatic deductive systems; that is the standard theoreti-

cal approach. In such systems a mathematical theory is built 

on a set of axioms and axioms are assumed to be true without 

further consideration. Then, all other theoretical results are 

proved based on their consistency with the axioms. In the case 

of logic, axioms operate with variables that are members of a 

set of two or more values, but further considerations of the 

role and meaning of variables are not necessary and not given. 

So, such logics operate with anonymous real numbers, and if 

such numbers denote degrees of truth of specific statements, it 

is not necessary to know the corresponding statements, their 

author, and their role, meaning, and the context in which the 

statements  are  created  and  used.  The  applicability  of  ax-

iomatic deductive logic systems is an independent topic out-

side the area of specific (logic) theory.

It is possible to develop logic in a different, human-centric 

way, which we propose in the case of GL. This approach is de-

rived from logic-based applications of specific stakeholder/

decision-maker who is an individual human or a human orga-

nization. The human-centric approach is based on observing, 

measuring, modeling and explaining natural human common-

sense reasoning and decision making. Mathematical models 

are then developed to be consistent with observations and 

measurements.

The paper is organized as three sections devoted to Graded 

Logic, followed by a section devoted to the LSP method. 

II.  HUMAN-CENTRIC APPROACH TO LOGIC

A. The stakeholder/decision-maker

Logical reasoning is a human mental activity, i.e., there is 

no logical reasoning and no need for logic without explicit 

presence of a specific human (either an individual or an orga-

nization). Human logic does not exist in vacuum. Therefore, 

we assume that all logic problems are related to a specific hu-

man participant, identified as the stakeholder/decision-maker 

(SDM).

It should be self-evident that the SDM exists in a specific 

environment, interacts with the environment, has goals and 

requirements, and uses logical reasoning to make decisions 

necessary to satisfy requirements and attain goals. 

B. Human graded percepts and graded truth

Human percepts are defined as quantifiable mental sensa-

tions/impressions of perceiving and/or reasoning. Examples 

of such percepts include satisfaction, importance, suitability, 

preference, confidence, value, and many others. The funda-

mental property of such percepts is that they are graded: each 

percept  p can vary in the range from zero to its maximum
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value: 𝑝 ∈ [0, 𝑝𝑚𝑎𝑥]. For example, each percept of satisfac-

tion of specific requirements varies in the range from no sat-

isfaction to the full satisfaction. 

All graded percepts can be directly related to graded truth. 

If we define 𝑡 = 𝑝/𝑝𝑚𝑎𝑥 , 𝑡 ∈ [0,1], then 𝑡 denotes the degree 

of truth of statement “the percept 𝑝 attained its maximum 

value.” For example, if 𝑝 is a percept of satisfaction with a 

family car, then 𝑡 is the degree of truth of statement “the car 
fully satisfies all our requirements.” Obviously, if the car sat-

isfies all requirements only in 70% of cases, then 𝑡 = 0.7 and 𝑡 is a continuum-valued graded truth. Graded Logic is a prop-

ositional calculus that processes graded truth. 

C. Graded Logic and decision making  

Decision making is an observable human mental process 

based on commonsense logical reasoning. In the most fre-

quent case, the SDM first identifies a set of 𝑚 different alter-

natives that can be applied to attain desired goals. The deci-

sion making can then be defined as the process of comparison 

of alternatives and selection (and possible realization) of the 

best alternative. To understand the process of human decision 

making and its relation to GL, there is a prerequisite: it is nec-

essary to understand the fundamental case 𝑚 = 1 . 

D. The case of single alternative 

The case of a single alternative is not a special case. In de-

cision making, that is the most important essential case. It is 

easy to find a number of single alternative decision problems 

in each human life. E.g., the most important decision in most 

human lives is marriage, and there is a single candidate that 

must be carefully evaluated. Indeed, the question is how suit-

able a single candidate is, and not who is the best (i.e. the least 

unsuitable) among several candidates. The best among sev-

eral candidates/options, selected using pairwise comparison 

methods, can still be insufficiently suitable and justifiably re-

jected. 

Similarly, an unemployed worker can get a single job offer 

and the question is whether the offer is sufficiently good to be 

accepted. On the other hand, a company can have a single 

candidate applying for an open position, and it is necessary to 

evaluate the competence of the single candidate and then ei-

ther to accept or to reject the candidate. 

The presented examples expose the evaluation process of a 

single candidate as a fundamental component of human-cen-

tric decision making. If a single candidate evaluation process 

is available, then the comparison of multiple candidates is au-

tomatically solved by comparing the results of evaluation of 

individual candidates. 

E. The commonsense evaluation process and its logic 

components 

The natural human commonsense evaluation process has 

the following easily visible components [22]: 

1. Selection of suitability attributes. 

2. Development of suitability attribute criteria. 

3. Generating the attribute suitability degrees. 

4. Logic aggregation of attribute suitability degrees. 

5. Evaluation and comparison of alternatives. 

 We assume that the SDM has clearly defined goals and can 

specify requirements that the available objects/alternatives 

should satisfy. The first step performed by SDM is the selec-

tion of suitability attributes. Suitability attributes are all those 

characteristics of the evaluated objects that affect the overall 

suitability of each evaluated object. For example, if the eval-

uated object is a car, then the suitability attributes could in-

clude the power of engine, fuel economy, available space, the 

number of passengers, wheel drive, etc. It is also important to 

note that there are attributes of the evaluated object that ac-

cording to the SDM’s goals do not affect the suitability of 

evaluated objects/alternatives and such attributes are not con-

sidered by the SDM. Suitability attributes are denoted 𝑎1, … , 𝑎𝑛 , 𝑎𝑖 ∈ ℝ , 𝑖 = 1, … , 𝑛 . Regularly,  𝑛 > 1. 

The second step is the definition of requirements that the 

suitability attributes must satisfy according to SDM’s goals 
and needs. Such requirements are the attribute criteria, i.e. 

functions that specify the way SDM determines the suitability 

of each attribute. The suitability is a graded percept expressed 

as the graded truth of the statement that asserts the com-

plete/full satisfaction of SDM’s requirements. So, the attrib-

ute criteria are 𝑔𝑖: ℝ → [0,1],  𝑖 = 1, … , 𝑛 . 

In the third step, the SDM separately evaluates each attrib-

ute of an evaluated object/alternative, and creates the attribute 

suitability degrees which are percepts of satisfaction of re-

quirements each attribute is expected to satisfy. So, the SDM 

intuitively creates 𝑛 degrees of truth 𝑥𝑖 = 𝑔𝑖(𝑎𝑖),  𝑖 = 1, … , 𝑛. 
The availability of 𝑛 individual percepts of satisfaction of 

the suitability attributes requirements is the result of the three 

initial steps of the commonsense evaluation. In the fourth step 

of human commonsense decision making, the individual per-

cepts 𝑥1, … , 𝑥𝑛 automatically contribute to forming a resulting 

graded percept of the overall satisfaction of requirements, 𝑋 = 𝐿(𝑥1, … , 𝑥𝑛). The aggregation function 𝐿: [0,1]𝑛 →[0,1] is obviously a propositional logic formula. This function 

combines the models of simultaneity (graded conjunction), 

substitutability (graded disjunction) and negation. Such com-

binations of basic graded logic functions generate a wide 

spectrum of commonsense propositional calculus logic mod-

els used in human commonsense reasoning and decision mak-

ing. 

In the fifth (final) step of commonsense decision making, 

the overall satisfaction of requirements 𝑋 ∈ [0,1] is used to 

decide whether to accept or to reject a specific object/alterna-

tive. In addition, the degrees of overall suitability are used in 

the process of explainable commonsense comparison and se-

lection of multiple competitive objects/alternatives.  

III. THE CONCEPT OF FULLY CONTINUUM-VALUED LOGIC 

A. The continuum-valued graded percepts 

Human commonsense logical reasoning is based on graded 

percepts. The primary graded percept is the graded truth. It 

specifies the intensity of a specific graded percept as the de-

gree of truth of a statement that claims the highest level of the 
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percept. For example, if a car engine should ideally have 200 

HP, then the degree of truth of the assertion that the car engine 

of 180 HP fully satisfies SDM’s requirements could be 0.9. 

Truth is not the only continuum-valued human graded per-

cept. The second fundamental graded percept is importance. 

It is easy to note that in human commonsense logical reason-

ing some statements are more important than other state-

ments. For example, for computationally intensive tasks, the 

processor speed of a laptop computer can be significantly 

more important than the weight of computer. So, the im-

portance of statements aggregated by a graded logic function 

must also be continuum-valued. Human commonsense logi-

cal reasoning supports the “first things first” concept.  
The most distinctive property of both the commonsense hu-

man logic and the Graded Logic is that both simultaneity and 

substitutability are graded: their intensity is continuously ad-

justable. Below, we discuss this characteristic property. 

B. Unification of simultaneity and substitutability 

In human commonsense logic, the simultaneity (graded 

conjunction) and the substitutability (graded disjunction) are 

not treated as two separated and different logic operations. 

Each human logic aggregator of two or more variables has 

both conjunctive and disjunctive properties. Conjunctive 

properties in evaluation are specified as a requirement that all 

inputs should simultaneously have (to some desired extent) 

high values. On the other hand, required disjunctive proper-

ties mean that a low satisfaction of any input can (to some 

desired extent) be substituted/compensated by a high value of 

any other input. These opposing requirements can be balanced 

in the case of the arithmetic mean, where the conjunctive 

properties are equally present as disjunctive properties. A typ-

ical example is the computation of the mean grade of students 

in schools (GPA), where high grades are simultaneously de-

sired in all courses, but at the same time, a low grade in any 

course can be compensated by a high grade in any other 

course. 

In Graded Logic [3], the logic aggregator that combines 

conjunctive and disjunctive properties is called Graded Con-

junction/Disjunction (GCD) and denoted 𝑦 = 𝑥1… 𝑥𝑘 (the 

symbol  is a combination of symbols ∧ and ∨. 

C. Andness and orness 

Simultaneity and substitutability are graded, i.e., they also 

have adjustable intensity. In the case of simultaneity, the 

SDM may want that two (or more) requirements are simulta-

neously highly satisfied (e.g. all product buyers simultane-

ously want a high quality and a low price of selected product). 

It is easy to note that, in human reasoning, the intensity of 

simultaneity for conjunctive logic aggregators is continuously 

adjustable. In the case of high degree of simultaneity, SDMs 

frequently use mandatory requirements: if one of inputs is not 

satisfied, then the results of aggregation must be zero (i.e., 

such a function supports the annihilator 0). In the case of low 

intensity, the simultaneous satisfaction of inputs can be desir-

able but not mandatory. In such cases, the annihilator 0 must 

not be supported. 

In the case of substitutability, the situation is similar: the 

disjunctive aggregators also have an adjustable intensity. 

High intensity disjunctive aggregators support the annihilator 

1: if any of inputs is fully satisfied, then the high-intensity 

disjunctive aggregator is fully satisfied. In the case of lower 

intensity, the high degree of satisfaction of inputs is desirable, 

but not individually sufficient to fully satisfy a disjunctive cri-

terion.  

The intensity of simultaneity is called the conjunction de-

gree or andness [11], [12] and denoted . The intensity of sub-

stitutability is called the disjunction degree or orness and de-

noted ω. For the GCD aggregator 𝑦 = 𝑥1… 𝑥𝑘 they are de-

fined as follows [11]: 𝛼 = 𝑘𝑘 − 1 − 𝑘 + 1𝑘 − 1 ∫ (𝑥1… 𝑥𝑘)𝑑𝑥1 … d𝑥𝑘 [0,1]𝑘  

      𝜔 = 1 − 𝛼 . 

According to [13], ∫ (𝑥1 ∧ … ∧ 𝑥𝑘)𝑑𝑥1 … d𝑥𝑘 =[0,1]𝑘 1𝑘+1  , ∫ (𝑥1 ∨ … ∨ 𝑥𝑘)𝑑𝑥1 … d𝑥𝑘 =[0,1]𝑘 𝑘𝑘+1 . 

Therefore, for 𝑥1 ∧ … ∧ 𝑥𝑘 we have 𝛼 = 1, 𝜔 = 0 , and for 𝑥1 ∨ … ∨ 𝑥𝑘 we have 𝛼 = 0, 𝜔 = 1 . Another important case 

is 𝑥1… 𝑥𝑘 = (𝑥1 + ⋯ + 𝑥𝑘)/𝑘 where 𝛼 = 𝜔 = 1/2. 

Therefore, the arithmetic mean has the central logically neu-

tral role as the centroid of GCD logic aggregators. 

D. Duality of simultaneity and substitutability 

Duality of simultaneity and substitutability is a natural 

property of commonsense human logic. Let 𝑥1∆ … ∆𝑥𝑘 denote 

the simultaneity (graded conjunction) of 𝑘 logic variables and 

let 𝑥1∇ … ∇𝑥𝑘 denote the substitutability (graded disjunction) 

of the same logic variables. Then, the commonsense verbal 

interpretation of relationship between graded conjunction and 

graded disjunction is “if we need simultaneously high satis-

faction (truth values) of k inputs, then it is not acceptable that 

any one of them is not sufficiently satisfied.” In other words,  𝑥1∆ … ∆𝑥𝑘 = 1 − (1 − 𝑥1)∇ … ∇(1 − 𝑥𝑘). Similarly, “if we 

need at least one sufficiently satisfied input, then it is not ac-

ceptable that all of them are simultaneously insufficiently sat-

isfied.” Thus, 𝑥1∇ … ∇𝑥𝑘 = 1 − (1 − 𝑥1)∆ … ∆(1 − 𝑥𝑘). 

Therefore, it is obvious that De Morgan duality is naturally 

present in the commonsense human logic.  

In the duality relationships we assume the same intensity 

of conjunctive and disjunctive aggregators ∆ and ∇. If they 

have the highest idempotent intensity ∆=∧ and ∇=∨ then we 

get the traditional De Morgan laws: 

 𝑥1 ∧ … ∧ 𝑥𝑘 = �̅�𝑘 ∨ … ∨ �̅�𝑘̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ ;  𝑥1 ∨ … ∨ 𝑥𝑘 = �̅�𝑘 ∧ … ∧ �̅�𝑘̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ . 

In the case of low intensity where ∆= ∇=⟠ (the symbol ⟠ de-

notes the arithmetic mean 𝑥1 ⟠ … ⟠ 𝑥𝑘 = 𝑤1𝑥1 + ⋯ + 𝑤𝑘𝑥𝑘 , 0 < 𝑤𝑖 < 1,   𝑖 = 1, … , 𝑘 ,    𝑤1 + ⋯ + 𝑤𝑘 = 1) we have 1 − (1 − 𝑥1) ⟠ … ⟠ (1 − 𝑥𝑘) = 1 − [𝑤1(1 − 𝑥1) + ⋯ + 𝑤𝑘(1 − 𝑥𝑘)] = 𝑤1𝑥1 + ⋯ + 𝑤𝑘𝑥𝑘 . 

In Graded Logic duality holds for all logic aggregators: soft 

idempotent, hard idempotent, and nonidempotent hard hyper-

conjunction and hyperdisjunction [3]. 
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E. The drastic conjunction 

What is the strongest possible conjunction? The highest 

level of simultaneity of high values of 𝑘 inputs is obviously 

the extreme requirement that all inputs must be fully satisfied 𝑥1 = ⋯ = 𝑥𝑘 = 1. In all other cases the result of conjunctive 

aggregation is 0. Such a conjunctive function is called drastic 

conjunction and its analytic form is 𝑦 = ⌊∏ 𝑥𝑖𝑘𝑖=1 ⌋. Since ∫ ⌊∏ 𝑥𝑖𝑘𝑖=1 ⌋𝑑𝑥1 … d𝑥𝑘 [0,1]𝑘 = 0, it follows that the highest pos-

sible andness is 𝛼 = 𝑘𝑘−1 . The lowest possible orness for dras-

tic conjunction is   𝜔 = 1 − 𝛼 = −1𝑘−1 . 

F. The drastic disjunction 

The drastic disjunction is a function that is the De Morgan 

dual of drastic conjunction: 𝑦 = 1 − ⌊∏ (1 − 𝑥𝑖)𝑘𝑖=1 ⌋ . So, the 

strongest possible disjunction is the case where any nonzero 

input can fully satisfy the disjunctive criterion which is not 

satisfied if and only if all inputs are zero. Then, we have ∫  [0,1]𝑘 {1 − ⌊∏ (1 − 𝑥𝑖)𝑘𝑖=1 ⌋}𝑑𝑥1 … d𝑥𝑘 = 1 and therefore, 𝛼 = − 1𝑘−1 ,  and  𝜔 = 𝑘𝑘−1 . 

G.  The interpolative GCD logic aggregator 

The extreme drastic conjunction and drastic disjunction ag-

gregators show that the GCD aggregator must cover the full 

range of andness and orness [− 1𝑘−1  , 𝑘𝑘−1] . To provide a con-

tinuous transition in this wide range of andness, we use inter-

polative logic aggregators [14]. We select a sequence of con-

junctive “anchor aggregators:”  
• Logic neutrality (arithmetic mean, 𝛼 = 0.5) 

• Threshold hard conjunction (𝛼 = 0.75) 

• Pure conjunction (𝛼 = 1) 

• Product t-norm (𝛼 = (𝑘2𝑘 − 𝑘 − 1)/(𝑘 − 1)2𝑘) 

• Drastic conjunction (𝛼 = 𝑘/(𝑘 − 1)) 

Between the anchor aggregators with andness 𝛼𝑝 and 𝛼𝑞 

we use interpolation: 𝐺𝐶𝐷(𝒙; 𝛼) = 𝛼𝑞 − 𝛼𝛼𝑞 − 𝛼𝑝 𝐺𝐶𝐷(𝒙; 𝛼𝑝) + 𝛼 − 𝛼𝑝𝛼𝑞 − 𝛼𝑝 𝐺𝐶𝐷(𝒙; 𝛼𝑞) 𝛼𝑝 ≤ 𝛼 ≤ 𝛼𝑞 ,    𝒙 = (𝑥1, … , 𝑥𝑘) . 

Between the logic neutrality and threshold conjunction the in-

terpolated GCD aggregators are soft (the annihilator 0 is not 

supported). Above the threshold andness the interpolated 

GCD aggregators are hard (the annihilator 0 is supported). 

Below the pure conjunction the GCD aggregators are idem-

potent and above the pure conjunction they are nonidempo-

tent. We use this interpolative form of GCD for 𝛼 ≥ 0.5 . In 

the disjunctive range of andness (𝛼 < 0.5) we recursively use 

De Morgan duals of the conjunctive GCD: 𝐺𝐶𝐷(𝒙; 𝛼) = 1 − 𝐺𝐶𝐷(𝟏 − 𝒙; 1 − 𝛼) ,     𝛼 < 12  . 

H. Fully continuum-valued propositional logic 

Graded Logic is a fully continuum-valued propositional 

logic of human commonsense reasoning. Same as in natural 

human commonsense reasoning, everything is a mater of de-

gree: truth, importance, conjunction (simultaneity), and dis-

junction (substitutability) are continuum-valued (graded). 

The concept of making a propositional logic consistent 

with natural commonsense human reasoning is easily justifi-

able by the fact that decision making is a human mental activ-

ity. Logic models that are not consistent with observable 

properties of human reasoning cannot generate results that are 

explainable and acceptable with confidence. Indeed, the cred-

ibility of decision methods that are not consistent with human 

commonsense decision making is generally questionable. 

IV. MAIN PROPERTIES OF GRADED LOGIC 

A.  The postulates of Graded Logic 

 Graded Logic is not a formalized axiomatic theory, but it 

is built on a set of strict postulates that reflect the observable 

properties of human commonsense logic. There are ten such 

postulates [22]: 

1. The truth of statements must be continuum-valued 

(graded). 

2. The importance of statements must be continuum-

valued (graded). 

3. The simultaneity of statements must be continuum-

valued (graded) in the full range  12 ≤ 𝛼 ≤ 𝑘𝑘−1. 
4. The substitutability of statements must be contin-

uum-valued (graded) in the full range  
12 ≤ 𝜔 ≤ 𝑘𝑘−1. 

5. The simultaneity and substitutability must be com-

plementary and unified. 

6. Logic neutrality (arithmetic mean) must be available 

as a balance of simultaneity and substitutability. 

7. The idempotency of logic aggregators must be se-

lectable. 

8. The annihilator support for idempotent simultaneity 

must be selectable. 

9. The annihilator support for idempotent substitutabil-

ity must be selectable. 

10. The simultaneity and substitutability models must be 

dual. 

B. The Graded Logic Conjecture 

Each propositional calculus uses a set of basic logic func-

tions to create compound logic formulas. GL is a proposi-

tional logic and therefore the fundamental question is to select 

the necessary and sufficient basic logic functions of graded 

propositional calculus. According to Graded Logic Conjec-

ture (GLC) [3], necessary and sufficient basic Graded Logic 

functions include ten characteristic functions: nine character-

istic special cases of the GCD aggregator and negation. Fol-

lowing are the GLC functions, classified by andness and their 

support of GL postulates [22]: 

1. Graded hyperconjunction  (𝛼 > 1)                [C/A0/NI] 

2. Pure conjunction − minimum (𝛼 = 1)          [C/A0/ID] 

3. Hard graded conjunction  (0.75 ≤ 𝛼 < 1)     [C/A0/ID] 
4. Soft graded conjunction (0.5 < 𝛼 < 0.75)    [C/NA/ID] 
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5. Logic neutrality (𝛼 = 0.5)                             [N/NA/ID] 

6. Soft graded disjunction (0.25 < 𝛼 < 0.5)     [D/NA/ID] 
7. Hard graded disjunction  (0 < 𝛼 ≤ 0.25)       [D/A1/ID] 
8. Pure disjunction - maximum   (𝛼 = 0)             [D/A1/ID] 
9. Graded hyperdisjunction   (𝛼 < 0)                 [D/A1/NI] 
10. Negation (which is not an aggregator)  

The classification codes [type/annihilators/idempotence] are 

the following: C = conjunctive, D = disjunctive, N = neutral, 

A0 = supports annihilator 0, A1 = supports annihilator 1, NA 

= no support for annihilators, ID = idempotent, NI = nonidem-

potent.  

The GLC is supported by the following properties/facts: 

• The GLC functions explicitly support the function-

ality requested in the postulates of Graded Logic  

• All ten GLC functions are provably used in human 

commonsense logical reasoning. 

• Observations of human commonsense logical rea-

soning have not detected logical reasoning patterns 

that are not modellable by the presented GLC list of 

basic GL functions. In particular, all canonical logic 

aggregation structures detected in the area of deci-

sion making, and reported in [3], are modellable us-

ing combinations of GLC functions. 

• The GLC functions include pure conjunction, dis-

junction and negation which are necessary and suf-

ficient in classical Boolean logic, making GL a gen-

eralization of the classical Boolean logic. 

Since GL is not an axiomatic formal system, the satisfaction 

of GL postulates and consistency with observable com-

monsense human logic can be used as a sufficient support for 

conclusion that ten GLC functions are necessary and suffi-

cient to create all formulas of the graded propositional calcu-

lus used in natural human reasoning. Hyperconjunction, hard 

and soft conjunctive and disjunctive GCD, and hyperdisjunc-

tion have continuously adjustable andness/orness in their re-

spective ranges. 

GCD functions that support annihilators (A0, A1) are de-

noted as hard, and GCD functions that do not support annihi-

lators (NA) are denoted as soft. These logic aggregators have 

the following verbalized interpretation: 

• Must have all inputs:             hard conjunctive. 

• Nice to have most inputs:      soft conjunctive.  

• Nice to have some inputs:     soft disjunctive. 

• Enough to have any input:    hard disjunctive. 

According to interpolative method of GCD design, the an-

chor aggregators have a constant andness, and the inter-an-

chor aggregators cover a range of andness. The locations of 

anchor aggregators that are thresholds between soft and hard 

GCD aggregators are freely adjustable, but in [14] the uni-

form distribution of hard and soft properties based on thresh-

olds 𝛼 = 0.75 and 𝛼 = 0.25 is experimentally verified to be 

the closest to the commonsense human logical reasoning. The 

properties of the GCD function in the full range of andness 

(from the drastic conjunction CC to the drastic disjunction 

DD) are shown in Fig. 1 (dark gray area = soft conjunc-

tion/disjunction, light gray area = hard conjunction/disjunc-

tion, white area = hyperconjunction and hyperdisjunction). 

 

Fig 1. GCD logic aggregator in the full range of andness/orness 

 

C. Advanced Graded Logic constructs 

Combinations of GLC functions yield an infinite number 

of possible propositional calculus formulas. Some of them 

have a frequent use in logic decision models. Three most im-

portant constructs are (1) the partial absorption, (2) the selec-

tor-based formulas, and (3) the nonstationary formulas. 

The partial absorption function [12], [15], [16], [3], [22] 

aggregates two asymmetric inputs: mandatory/optional and 

sufficient/optional. It uses the weighted arithmetic mean ⟠, 

the hard partial conjunction ∆ , and the hard partial disjunction ∇ to create the conjunctive partial absorption function 𝐶𝑃𝐴(𝑥, 𝑦) = 𝑥∆(𝑥 ⟠ y)  and the disjunctive partial absorp-

tion 𝐷𝑃𝐴(𝑥, 𝑦) = 𝑥∇(𝑥 ⟠ y) .  The basic property of CPA is 𝐶𝑃𝐴(0, 𝑦) = 0 , showing that 𝑥 is a mandatory input that 

must be satisfied. The basic property of DPA is 𝐷𝑃𝐴(1, 𝑦) =1 , showing that 𝑥 is a sufficient input and it is enough to fully 

satisfy this input. In both cases, 𝑦 is an optional input.                  

If 0 < 𝑥 < 1, then 𝐶𝑃𝐴(𝑥, 0) = 𝑥 − 𝑃 ,  𝐶𝑃𝐴(𝑥, 1) = 𝑥 + 𝑅,  𝑃 > 𝑅. Similarly, 𝐷𝑃𝐴(𝑥, 0) = 𝑥 − 𝑃 ,  𝐷𝑃𝐴(𝑥, 1) = 𝑥 + 𝑅, 𝑅 > 𝑃 . The parameter 𝑃 is called penalty, and the parameter 𝑅 is called reward. Users must select the desired mean values 

of P and R, and the detailed organization of CPA and DPA 

aggregators can be obtained using appropriate software tools 

[17]-[19]. 

In some cases, propositional logic formulas must be com-

bined with the if-then-else control structures [22]. That can be 

achieved using the selector function which compares the input 

degree of truth 𝑥 with a threshold value 𝑇 as follows: 𝑏 = 𝑆𝐸𝐿(𝑥, 𝑇) = {1, 𝑥 ≥ 𝑇0 𝑥 < 𝑇  . 
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The selector function can be combined with the GL conjunc-

tion (C), disjunction (D), and negation (not) as shown in Fig. 

2 to achieve the following general if-then-else construct: 𝑧 = {𝐿1(𝑿1), 𝑥 ≥ 𝑇𝐿2(𝑿2), 𝑥 < 𝑇  . 

Here 𝑦1 = 𝐿1(𝑿1) ∈ [0,1] denotes a graded propositional cal-

culus formula based on an array of input degrees of truth 𝑿1. 

Likewise, 𝑦2 = 𝐿2(𝑿2) ∈ [0,1] denotes a graded proposi-

tional calculus formula based on an array of input degrees of 

truth 𝑿2. Generally, 𝑿1 ≠ 𝑿2, but frequently we can have 𝑿1 = 𝑿2 = 𝑿 . Similar reasoning can be applied to 𝐿1 and 𝐿2; 

e.g., these can be the same propositional formulas that differ 

only in weights or only in selected inputs. The selector varia-

bles 𝑥 and 𝑇 can be independent inputs or selected compo-

nents of arrays 𝑿1 and 𝑿2. Obviously, the if-then-else con-

struct provides a very high flexibility for the development of 

sophisticated graded propositional calculus formulas. 

 

      

Fig 2. A general if-then-else construct implemented in GL [22] 

 

Graded propositional calculus formulas with fixed structure 

and constant parameters (weights and andness/orness) are 

called stationary GL models. They are most frequently used 

in decision-making models that provide the overall suitability 

of various competitive objects/alternatives. Much less fre-

quently we can use nonstationary GL models [3], where the 

parameters (weights, andness, orness) can be functions of in-

put attributes. The if-then-else constructs are a special case of 

the nonstationary graded logic models. Of course, while the 

design of stationary decision models is simple and requires 

very modest effort, the design of nonstationary models needs 

significantly higher effort and a thorough justification. 

V.   PROFESSIONAL DECISION MAKING 

A. Characteristics of professional decision making 

Professional decision-making problems can be found in 

many areas. A detailed survey of such problems and corre-

sponding examples can be found in [3] and [22]. Following 

are the main characteristics of such problems: 

1. The need for domain experts. Graded logic decision 

problems cannot be successfully solved without exper-

tise in the area of organization and functioning of eval-

uated objects. For example, all medical decision prob-

lems (e.g. evaluation of patient priority for organ trans-

plantation) need the collaboration with medical doc-

tors. Evaluation teams that evaluate, compare, and se-

lect aircrafts for specific stakeholder, should include 

pilots. In these examples, medical doctors and pilots 

play the role of domain experts: they provide 

knowledge that is necessary to select suitability attrib-

utes, suggest importance weights, decide about the 

hard and soft aggregation, etc. 

2. The need for decision engineers. Decision engineers 

are professional evaluators specialized in decision 

methods, experienced in solving decision problems, 

and familiar with the use of specialized software tools 

that are necessary for development and use of decision 

models. Decision engineers are central participants in 

evaluation teams, responsible for logic methodology, 

scheduling of activities and for communication with 

other participants in the professional decision-making 

team.  

3. The role of stakeholder. In professional decision mak-

ing, the stakeholder is an organization that makes de-

cisions about selecting an object/alternative that will 

contribute to attaining stakeholder’s goals. The stake-
holder decides about development goals, provides all 

financing, accepts or rejects the selected best alterna-

tive, and bears the consequences of the realized deci-

sion. 

4. Organization of professional decision-making teams. 

Professional decision-making teams consist of three 

participants: (1) stakeholder, (2) decision engineer 

(evaluator), and (3) domain expert. Each participant 

can be a single person or a group of people. In some 

cases, a single person can play more than one role (e.g. 

a decision engineer can also be a domain expert). 

5. Large number of suitability attributes. Decision prob-

lems based on logical reasoning/evaluation can be 

classified according to the number of input suitability 

attributes. The cases below 10 inputs can be consid-

ered toy problems, popular as examples in theoretical 

papers. The problems below 50 inputs are frequent in 

individual decision making (comparison and selection 

of cars, homes, educational institutions, etc.). Low to 

medium complexity professional problems include 50 

to 150 inputs. Higher complexity problems can have 

150 to 600 input attributes.  

6. Precision of logic decision models. The professional 

decision models should be as precise as possible. The 

main goal in this area is to include all suitability attrib-

utes, i.e., all components that provably affect the over-

all suitability of evaluated object/alternative. Equally 

important is to avoid considering attributes that char-

acterize the evaluated object, but do not affect its suit-

ability (e.g., the color of a chassis of electronic equip-

ment is an attribute that does not affect suitability). 

7. Sensitivity and tradeoff analysis. Before starting the 

use of professional decision models, it is advisable to 

perform a sensitivity analysis (the analysis of the im-

pact of individual inputs on the final decision result) 
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and a tradeoff analysis (an analysis of compensatory 

properties of inputs of decision models – the capability 

of selected input to compensate the deficiency of an-

other input). 

8. Reliability analysis. The parameters of decision mod-

els (e.g., andness and importance weights) are deter-

mined by decision-making teams with limited accu-

racy. Reliability analysis is necessary to assess possi-

ble errors of final evaluation and selection results, and 

the reliability of the ranking of competitors. 

9. Optimization of evaluated objects. For objects that 

have cost, stakeholders are frequently interested in 

solving the following optimization problems: (1) find 

the minimum cost necessary for achieving a specific 

degree of overall suitability of an evaluated object; (2) 

find the highest overall suitability that can be achieved 

with specific approved financial resources; (3) find the 

configuration of an evaluated object so that it yields 

the highest suitability obtained per invested monetary 

unit. 

10. Tolerance of missing data. In some cases, the values 

of some suitability attributes are not available. In such 

cases there are two possibilities: (1) disqualify the ob-

ject/alternative that has incomplete inputs, or (2) per-

form the decision process replacing nonexistent inputs 

with neutral values [20]. In most applications, the pre-

ferred method is the missingness-tolerant aggregation. 

11. The need for explainability of results. All decisions 

need and can be explained in a simple verbal way. That 

is particularly important in professional decision mak-

ing where decisions must be understood and accepted 

by many people in the stakeholder organization. A 

quantitative explainability method for evaluation deci-

sion results can be found in [21]. 

B. The Logic Scoring of Preference Method 

Our basic concept in professional decision problems is that 

such problems should be solved using methods fully con-

sistent with commonsense human logical reasoning and deci-

sion making. The method that we propose is the Logic Scor-

ing of Preference (LSP), which is presented in detail in [3]. 

LSP is a human-centric decision method based on Graded 

Logic, organized according to observable patterns of human 

commonsense decision making. Consequently, it consists of 

the following five major steps. 

1. Identification of stakeholders and their goals. The goal 

of decision making is to find the best way to satisfy 

goals and requirements of specific SDM. So, the initial 

step in the LSP method is to clearly identify the stake-

holder, the purpose of evaluated objects/alternatives 

and the goals of evaluation and selection process. From 

precise identification of SDM goals and requirements 

it is possible to create analytic LSP decision models in 

correct and fully justifiable way. 

2. Development of the suitability attribute tree. In natural 

commonsense decision making the number of suitabil-

ity attributes is small and SDM can identify them easily 

and in any order. As opposed to that, in professional 

decision making, it is necessary to develop a large 

number of attributes and that must be done in an orga-

nized and systematic way. The LSP method develops 

suitability attributes using a hierarchical stepwise de-

composition process that starts with a single root node 

(overall suitability). This node is then decomposed in 

main components (e.g. a complex computer system can 

be decomposed into four main components:  hardware, 

software, performance, and vendor support). In the 

next step, each component is further decomposed, cre-

ating a tree structure. At the end of decomposition pro-

cess we reach components that cannot be further de-

composed (e.g. the computer memory capacity is di-

rectly measurable and cannot be further decomposed). 

These leaves of the suitability attribute tree are suita-

bility attributes. In a special case of a binary attribute 

tree with 𝑛 suitability attributes, the total number of 

decomposable nodes is 
𝑛2 + 𝑛4 + ⋯ + 2 + 1 = 𝑛 − 1. 

So, the effort for creating a binary suitability attribute 

tree is proportional to 𝑛 − 1. For non-binary trees the 

effort is less than the effort for the binary tree. 

3. Definition of elementary suitability attribute criteria. 

For each of 𝑛 suitability attributes it is necessary to cre-

ate an evaluation function called the attribute criterion. 

E.g., if 𝑀 is the memory capacity, and if 𝑀 ≤ 𝑀𝑚𝑖𝑛 is 

not acceptable and 𝑀 ≥ 𝑀𝑚𝑎𝑥 completely satisfies 

SDM’s requirements, then the memory attribute suita-

bility criterion could be the following: 𝑥 = 𝑔(𝑀) =𝑚𝑖𝑛(1, 𝑚𝑎𝑥(0, (𝑀 − 𝑀𝑚𝑖𝑛)/(𝑀𝑚𝑎𝑥 − 𝑀𝑚𝑖𝑛))). The 

total effort of creating attribute criteria is proportional 

to 𝑛. 

4. Development of the graded logic aggregation struc-

ture. The logic aggregation of 𝑛 attribute suitability de-

grees follows the attribute suitability tree, going node 

by node from the leaves towards the root of the tree. In 

this process it is necessary to create 𝑛 − 1 (or less) 

graded logic functions. Using these aggregation func-

tions, the LSP method provides the graded logic crite-

rion for computing the overall suitability 𝑋 =𝐿(𝑔1(𝑎1), … , 𝑔𝑛(𝑎𝑛)) as a graded propositional calcu-

lus formula. The effort to complete this step is propor-

tional to n-1. 

5. Computation of the overall suitability and value. 

Suppose that we have 𝑚 > 1 objects/alternatives that 

have costs 𝐶1, … , 𝐶𝑚. If the approved budget is limited 

to 𝐶𝑚𝑎𝑥 , then we assume that 𝐶𝑖 ≤ 𝐶𝑚𝑎𝑥 , 𝑖 =1, … , 𝑚 . We also assume that the overall suitability 

must be above the minimum threshold 𝑋𝑚𝑖𝑛, and con-

sequently 𝑋𝑖 ≥ 𝑋𝑚𝑖𝑛 , 𝑖 = 1, … , 𝑚. All SDMs are in-

terested in high overall suitability achieved simultane-

ously with the low cost. Consequently, the overall 

value 𝑉𝑖 of each alternative is a hard graded conjunc-

tion of the relative suitability and the relative cost: 

      𝑉𝑖 = 𝑋𝑖max (𝑋1,…,𝑋𝑚) ∆ min (𝐶1,…,𝐶𝑚)𝐶𝑖 , 𝑖 = 1, … , 𝑚 . 
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Obviously, 𝑉𝑖 ∈ [0,1], and such an aggregator can be a 

weighted geometric mean: 𝑉𝑖 = ( 𝑋𝑖max (𝑋1,…,𝑋𝑚))𝑤 (min (𝐶1,…,𝐶𝑚)𝐶𝑖 )1−𝑤 , 𝑖 = 1, … , 𝑚. 
If the SDM is in situation where the suitability is more 

important then affordability, then 𝑤 > 1/2 . If the af-

fordability is more important, then 𝑤 < 1/2. 

The best alternative (and the proposed decision) is 

the alternative/object that has the maximum value: 𝑉∗ = max (𝑉1, … , 𝑉𝑚). In the special case 𝑚 = 1, the 

single alternative is considered acceptable if 𝑋1 ≥𝑋𝑚𝑖𝑛 and 𝐶1 ≤ 𝐶𝑚𝑎𝑥 . 

The LSP method in steps 2 and 4 needs effort proportional 

to 𝑛 − 1 and in step 3 the effort proportional to 𝑛. Therefore, 

LSP is a linear algorithm: the overall LSP effort is 𝑂(𝑛). This 

is a very important property because it shows that the LSP 

method strictly supports the human commonsense logical rea-

soning, but expands the applicability of this form of reasoning 

far beyond the natural limitations of human intuitive mental 

processes. That justifies the use of the LSP method in the sen-

sitive area of professional decision making.  

VI. CONCLUSION 

We presented, contrasted, and confronted two approaches 

to the development of continuum-valued propositional logic: 

(1) the formal axiomatic deductive approach used in develop-

ment of logic theories, and (2) the human-centric approach 

based on human commonsense logical reasoning with graded 

percepts. Our goal is to show that methods for professional 

decision making must be consistent with human com-

monsense decision making, and that human commonsense de-

cision making is based on Graded Logic, which is the logic of 

natural human logical reasoning with graded percepts. Obser-

vations and applications show that the human-centric ap-

proach to logic and decision methods is a natural way to de-

velop methods for professional decision making. In this paper 

we presented a condensed survey of the Graded Logic and its 

use in the development and use of the LSP method for profes-

sional decision making.  

Graded Logic is a fully continuum-valued propositional 

logic: the continuum-valued variables and parameters include 

the graded truth, the graded importance, and the graded con-

junction/disjunction. These three graded percepts are prova-

bly present in human commonsense logical reasoning. Unique 

properties of GL are (1) continuous transition in the whole 

range from the drastic conjunction to the drastic disjunction, 

(2) unification of complementary models of simultaneity and 

substitutability in a single general logic aggregator GCD, (3) 

selectability of annihilators, (4) selectability of idempotent or 

non-idempotent logic aggregators, (5) andness-directedness: 

visibility and adjustability of andness/orness as input param-

eters of the GCD function, and (6) support for stationary and 

nonstationary  graded logic aggregators.  

The LSP decision method uses all unique properties of GL 

to provide advanced professional decision methodology that 

is fully consistent with human commonsense logical reason-

ing. Both GL and the LSP method have a history of successful 

applications, but they also offer a variety of topics for future 

work. These topics include LSP applications in new (particu-

larly medical) areas, experiments with human subjects to ver-

ify and expand GL models (particularly in the areas of hyper-

conjunction and hyperdisjunction), the comparison of LSP 

with other similar methods, the development and study of a 

variety of nonstationary criteria, as well as the development 

of new decision-support software tools and their applications. 
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