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Abstract—Efficient crop monitoring and crop dynamics fore-
casting leveraging diverse satellite and point data are described.
UnCRtainTS neural network architecture is utilized for cloud
removal in satellite imagery which overcomes an issue in crop
monitoring. Combining optical (Sentinel-2) and radar (Sentinel-
1) satellite data improves the robustness and accuracy of the
model in terms of satellite image reconstruction and vegetation
index estimation. However, available soil-type geographical data
and land surface analysis products, do not improve prediction
accuracy significantly.

I. INTRODUCTION

RECISION agriculture [16] aims to maximize the out-
Pput from farming by defining the precise and sufficient
amounts of inputs like water, fertilizer, pesticides, etc. at the
correct time to the crop for increasing its productivity and
maximizing its yields. However, this approach increases the
vulnerability of crop health, in the case of input errors [3] as
the goal of precision agriculture is to use minimally required
amount of inputs. Therefore, efficient and timely crop moni-
toring is essential to detect harmful patterns that may emerge
under certain conditions, potentially compromising the harvest.
Factors influencing crop development in the early stages are
numerous and complex[9], often requiring expert knowledge
to interpret and understand their interactions. These intricacies
can lead to important relationships being overlooked, empha-
sizing the need for advanced monitoring techniques.

In recent years, machine learning has achieved significant
success in remote sensing imagery [28],[2], particularly in
crop detection using multispectral satellite data [29]. This
technology allows for high-accuracy crop identification, pro-
viding valuable insights into agricultural practices and crop
health. However, despite these advancements, cloud cover [29]
remains as a significant obstacle to efficient crop monitoring.
This issue is particularly relevant in regions like Central
Europe, where average yearly cloud coverage can exceed
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50%!. In such conditions, the efficiency of monitoring crops
using satellite images is severely compromised, making it
nearly impossible to rely solely on crop detection by remote
sensing imagery.

Another critical challenge in agriculture is forecasting har-
vest dynamics [13]. External factors such as temperature,
wind, and precipitation affect crop growth in various ways.
These environmental variables can negatively impact crop
development, which, if not mitigated timely, can lead to
significant yield losses. To address these issues, treatments
such as adjusting soil fertilization or irrigation can be applied
to mitigate the adverse effects [1]. Understanding how crops
grow and respond over time to varying environmental condi-
tions allows for the timely implementation of interventions,
thereby reducing the risk of damage and optimizing crop
health [8].

Moreover, precise detection of crop dynamics in response
to external interventions, such as fertilizing, irrigation, or the
application of pesticides and fungicides, can lead to more
efficient use of these treatments [26]. This precision agriculture
approach can result in significant resource savings, such as
conserving water and using fertilizers more reasonably. This
helps in limiting the use of pesticides and fungicides to the
minimum required for effective pest and disease management,
promoting more sustainable agricultural practices.

To overcome the limitations posed by cloud cover and to
enhance the forecasting of harvest dynamics, it is essential
to integrate machine learning techniques with diverse data
sources. This integration can develop robust models capable
of handling incomplete or obscured data and improving the
resilience and effectiveness of agricultural monitoring systems.
This paper aims to investigate these methods, offering solu-
tions to improve crop monitoring and forecasting in the face of
frequent cloud cover and other environmental challenges. To
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predict and forecast crop health we monitored the normalized
difference vegetation index (NDVI) which is a standard metric
for quantifying the health and density of vegetation using
spectral satellite data from red and near-infrared bands.

As a solution to the abovementioned problems, we ex-
plored the possibility of forecasting crop dynamics in high
cloud coverage conditions. We leveraged a combination of
Satellite (Sentinel 2 [15]) and radar data (Sentinel 1 [24])
and point data, such as soil type and land surface analysis
(LSA) to develop a model for the next frame prediction
to provide cloudless prediction that learns crop development
pattern dynamics. By leveraging advanced technologies, more
sustainable and efficient agricultural practices can be achieved,
to secure a more stable food supply.

II. RELATED RESEARCH

Remote sensing using multispectral satellite data has been
widely explored for its applications in agriculture. Multi-
spectral imagery allows for the identification of various crop
types and their health status based on their spectral signa-
tures. Studies such as those by Pefia-Barragdn et al. [14]
and Quan et al. [17] have demonstrated the effectiveness of
using multispectral data for crop classification and harvest
health monitoring. Additionally, dash et al. [4] explore the
effectiveness of unmanned aerial vehicles (UAV) and satellite
imagery for monitoring forest health, specifically focusing
on mature P. radiata trees. This research under controlled
experimental conditions shows that both UAV and satellite
sensors can detect plant stress, as evidenced by deviations in
spectral indices and strong correlations with field observations.

However, as it is mentioned above the issue of cloud
cover remains a significant barrier. Techniques to mitigate this
include the use of cloud masking algorithms and temporal
interpolation methods. For example, one of the early works by
Zhu et al. [30] presents the Fmask algorithm, which effectively
identifies and masks clouds in Landsat imagery, enabling
clearer analysis of vegetation.

To overcome the limitations of optical data due to cloud
cover, researchers have increasingly turned to radar imagery,
which can penetrate clouds and provide consistent data.
Sentinel-1 synthetic aperture radar (SAR) data, for instance,
has been successfully integrated with optical data to improve
crop monitoring. The study by Veloso et al. [25] reports the
use of Sentinel-1 and Sentinel-2 data fusion for crop-type
mapping, demonstrating improved accuracy and reliability.

Later advances of cloud removing algorithms included using
generative adversarial networks for filmy cloud removal on
satellite imagery with multispectral conditional [7], using a
deep residual neural network and SAR-optical data fusion [12],
spatiotemporal generative networks [22], enhanced cloud re-
moval with global-local fusion leveraging data from synthetic
aperture radar [27], as well as using uncertainty quantification
for cloud removal in optical satellite time series [6], which
is the current state-of-the-art method to the best of our
knowledge.
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Regarding crop classification and crop dynamics mon-
itoring, machine learning techniques, particularly convolu-
tional neural networks (CNNs) and recurrent neural networks
(RNNSs), have shown great promise in enhancing the anal-
ysis of remote sensing data. The work by Russwurm and
Korner [19] employed RNNs to analyze time-series data from
Sentinel-2. Forecasting crop dynamics involves predicting how
crops will develop over time, considering various environmen-
tal factors. Models such as those developed by Han et al.
[8] leverage weather data and soil conditions to predict crop
yields, providing valuable insights for proactive agricultural
management.

Moreover, hybrid models combining machine learning with
mechanistic crop models offer enhanced predictive capabili-
ties. For example, Shahhosseini et al. [23] integrated a machine
learning approach with the Agricultural Production Systems
sIMulator (APSIM) crop model, resulting in improved predic-
tions of crop growth and yield under varying environmental
conditions. The precise detection and analysis of crop re-
sponses to interventions such as fertilization and irrigation can
lead to more efficient resource use. Studies such as Lobell et al.
[11] have shown that remote sensing can effectively monitor
crop responses to nitrogen application, optimizing fertilizer
use and enhancing sustainability. Recent advancements in IoT
and sensor networks further support this precision agriculture
approach, as demonstrated by Liakos et al. (2018) [10], who
reviewed the integration of IoT in agriculture for real-time
monitoring and decision-making.

III. DATA

Integrating data from multiple sources in machine learn-
ing provides numerous advantages, particularly in fields that
require comprehensive analysis and forecasting. Combining
diverse data sets introduces greater variability and richness,
which helps machine learning models capture a wider range of
patterns and relationships. This approach leads to more robust
and generalized models capable of making accurate predic-
tions in varied scenarios. Additionally, using multiple data
sources helps mitigate biases present in individual datasets,
resulting in a more balanced representation of the underlying
phenomena and reducing both bias and variance in the model’s
predictions.

In the context of crop dynamics forecasting, the integration
of data from satellites, radars, and point sources such as tem-
perature, wind, and precipitation provides significant benefits.
Satellite imagery offers valuable insights into crop health and
development through multispectral data, but its effectiveness is
often limited by cloud cover. Radar data, which can penetrate
clouds, ensures continuous monitoring regardless of weather
conditions. While radar data provides structural information
about crops, it may lack the spectral details available in
satellite images. By combining these sources, a more complete
and reliable view of crop conditions can be achieved.

It is worth noting that there are publicly available datasets
designed for the cloud removal task using machine learn-
ing, the most widely utilized currently being SEN12MS-CR-
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TS [5]. This dataset contains pairs of spatially aligned Sentinel
1 and 2 images. However, the Sentinel 2 images are of
the L1C product. For surface analysis, the atmospherically
corrected L2A product is more suitable. Another limitation
is the temporal resolution of this dataset, consisting of only
30 samples per year, which is lower than the actual acquisition
rate. High intervals between frames in the input sequence may
cause missing valuable information in the skipped samples,
such as recent cloudless images. Furthermore, the overall
dataset contains diverse regions globally. However, this work
was specifically aimed at agricultural lands in the Czech
Republic. For these reasons, we opted to create our own dataset
for this work.

The primary inputs include the most recent Sentinel-2 L2A
frames, consisting of all 12 spectral bands. Additionally, we in-
corporate the most recent Sentinel-1 GRD (IW mode) frames,
specifically the VV and VH polarization bands, which are
orthorectified and terrain-corrected to ensure spatial alignment
with other sources. These datasets are essential for capturing
both optical and radar imagery, providing a comprehensive
view of the agricultural landscape.

Furthermore, we have experimented with integrating var-
ious EUMETSAT LSA products. Among these, we used
MDIDSSF, MDMETv3, and MNSLF, which are available
at much lower spatial resolution than Sentinel images. For
these products, we utilized single values nearest to the region
of interest to supplement the primary data. The temporal
resolution for these inputs is one day, ensuring that we capture
daily variations in the land surface conditions.

Additionally, we considered geographical data from the
Czech Republic’s VUMOP mapping service (https://mapy.
vumop.cz/), specifically the soil types layer. This layer, avail-
able in the EPSG:5514 coordinate system for the Czech Re-
public, required reprojection to align with our other datasets.
Being categorical data, it was necessary to convert it into
a one-hot encoded format to be usable in our models. It is
important to note that this data is static, and lacking temporal
variation, but it provides valuable contextual information about
soil types.

For training purposes, we utilized the Scene Classification
Layer (SCL) from all Sentinel-2 frames. This layer is useful
for masking out clouds and cloud shadows, ensuring target
ground truth data is cloudless. Additionally, we experimented
with a binary mask to exclude non-agricultural land from
the analysis, derived from a layer available on the VUMOP
mapping service. This mask helps in focusing the model’s
attention solely on agricultural areas, potentially improving
the relevance and accuracy of the inferences.

Using the data sources described previously, we create
a specialized dataset for this work. Regions of interest are
sampled uniformly in the bounding box of the Czech Republic.
After removing regions with little to no agricultural land
(mapped by VUMOP) or missing data, the number of regions
is 212. We use data from the year 2022 for training and 2023
for validation. Only data from April to October are used, as
winter months are less useful for crop monitoring.

All spatial data inputs were standardized to a 10-meter
resolution to maintain consistency across datasets. For datasets
with lower resolutions, we upscaled them to meet this stan-
dard. The dataset contains and therefore our models were
trained using input frames of 256x256 pixels, allowing for
efficient processing while maintaining high spatial detail.

IV. EXPERIMENT DESIGN

For a cloud removal task using machine learning, training
samples consist of a cloudless Sentinel-2 target frame, and data
that the model uses as input, most importantly a sequence of
the most recent Sentinel-2 frames. To generate such samples,
we generate sequences of Sentinel-2 frames using a sliding
window and pick the last frame as the target. The sample is
dropped if the target frame contains clouds or cloud shadows,
as classified in SCL. Additional input data, such as a sequence
of most recent Sentinel-1 frames, are added depending on the
experiment. In our experiments, we standardized the number
of recent frames to 5, though this parameter is adjustable
depending on the specific requirements of future studies.

The neural network architecture we opted to use is UnCR-
tainTS [6], as it currently is the state-of-the-art method for the
cloud removal task with a publicly available implementation.
UnCRtainTS is an attention-based convolutional network, as
described in Fig. 1. However, in our experiments, we used
the mono-temporal version, which excludes the temporal ag-
gregator. The multi-temporal version requires a significant
amount of memory during training. Therefore, due to hardware
limitations, we used the mono-temporal version. The advan-
tage of this version is that it allows for more straightforward
aggregation of additional data which is either static or not
temporally aligned with the Sentinel-2 frames. It is worth
noting that Sentinel-1 frames are also not temporally aligned
with Sentinel-2.

To confirm the effectiveness of UnCRtainTS on our dataset,
we also compare it to a baseline U-Net [18], a widely used
image-to-image convolutional network.

For both UnCRtain and U-Net, input sequences are flattened
and all inputs are concatenated in the channel dimension. In
the case of point data, each value first has to be upscaled into
a 256x256 image, so that it can be concatenated with the other
images.

Although UnCRtainTS can be used with a negative log-
likelihood (NLL) loss function for uncertainty estimation as in
the original paper, we used classic regression loss functions
(MSE, MAE), to focus on more accurate predictions instead of
uncertainty quantification. All models in the experiments are
trained using the Adam optimizer with a learning rate of 0.001.

V. RESULTS

The experiments test various input sources and hyperpa-
rameters. Unless stated otherwise, by default the model is
the following: UnCRtainTS architecture, MAE loss function,
batch size = 6, MAE loss function, and inputs are Sentinel-1
and Sentinel-2 sequences.
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Fig. 1. UnCRtainTS [6] architecture. The network has three main parts; an encoder and decoder consisting of MBConv [21] blocks processing feature maps

at full input resolution, and an attention-based temporal aggregator computing an attention mask by applying an L-TAE [20] to downsampled feature maps.

The MAE and MSE metrics, reported in each experiment,
are computed on the validation set, exclusively on agricultural
land pixels, averaged across all 12 Sentinel-2 L2A bands.

TABLE I
EVALUATION OF DIFFERENT METHODS

K X . Method MAE MSE
Table I compares UnCRtainTS against several baselines. — 00 000338
. most recent cloudless B .
Most recent c%oudless simply rep.eat's the most recent fully mosaicking 00386 0.00388
cloudless Sentinel-2 frame. Mosaicking uses the SCL cloud U-Net 0.0278  0.00174
mask to repeat the most recent unobstructed frame for each UnCRtainTS 0.0255  0.00153
pixel independently. This uses more recent data but suffers
from cloud and cloud shadow artifacts due to imperfect cloud TABLE 1l

detection, which is mostly not an issue in fully cloudless
frames.

EVALUATING CONTRIBUTIONS OF SENTINEL INPUT SEQUENCES

The importance of Sentinel-1 and Sentinel-2 input se- Model Sentinel-1  Sentinel2 MAE ~ MSE
quences is demonstrated in Table II. It is clear that using both UnCRtainTS v 0.0375  0.00300
: : : UnCRtainTS v 0.0281  0.00191
data sources is crucial for good results. Table III experiments UnCRiinTS v N 0.0255  0.00153

with several batch sizes.

Table IV shows that training with MAE loss function
outperforms MSE, even on the MSE metric. Additionally,
training on all pixels, rather than just those mapped as agricul-
tural land, slightly improves performance. This suggests that
incorporating more diverse data makes the model more robust
in the target domain (agricultural land) as well. It could also
be caused by false positives in the VUMOP mask, and the
model trained on all data handling these outliers better.

Experiments including the additional inputs (soil types and
LSA point data) are shown in Table V. Interestingly, the
inclusion of these additional data sources did not lead to
any significant improvement in the model’s performance. This
suggests that the current model already captures the essential
features required for accurate predictions, or that the added
data may require further preprocessing or different integration
methods to be beneficial.

In the context of crop monitoring, there are metrics useful
for quantifying crop health, such as NDVI (normalized differ-
ence vegetation index). NDVI is computed from multi-spectral
satellite imagery as

loss(NDVI(x),NDVI(y)) instead of loss(z,y)) leads to sig-
nificantly more accurate NDVI predictions. The disadvantage
is that the model no longer predicts the raw Sentinel-2 bands.
For applications where that is needed as well, separate models
for each task can be trained.

Example predictions using the default model are visualized
in Fig. 2. Example NDVI predictions over time using the
model trained with NDVI MAE loss function are shown
in Fig. 3.

VI. LIMITATIONS

Despite the promising results and potential applications
of our crop monitoring system, several limitations must be
acknowledged. Cloud coverage and data availability remain
significant challenges. Although combining Sentinel-1 and

TABLE IIT
EVALUATION OF THE MODEL WITH VARYING BATCH SIZE

NIR — R
NDVI = —ed Model batch size ~ MAE MSE
NIR + Red ’
UnCRtainTS 4 0.0256  0.00159
For Sentinel-2, NIR is band 8 and Red is band 4. Ta- UnCRtainTS 6 0.0255  0.00153
UnCRtainTS 8 0.0257  0.00156

ble VI shows that optimizing NDVI directly (optimizing
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Fig. 2. Prediction examples. Rows: different samples, first three are from the same region of interest. Columns: visualization of the most recent input
Sentinel-1 frame; visible channels of the most recent input Sentinel-2 frame; visible channels of the target and prediction; visualization of NDVI (0-1 maps

to yellow-green) of the target and prediction.

TABLE IV
EVALUATING VARIOUS LOSS FUNCTIONS (masked LOSS IS COMPUTED
ONLY ON PIXELS MAPPED AS AGRICULTURAL LAND)

Model loss function MAE MSE

UnCRtainTS MAE 0.0255  0.00153

UnCRtainTS MAE masked  0.0258  0.00158

UnCRtainTS MSE 0.0267  0.00161

UnCRtainTS  MSE masked ~ 0.0291  0.00184
TABLE V

EVALUATING CONTRIBUTIONS OF AUXILIARY INPUTS (VUMOP SOIL
TYPES LAYER AND LSA POINT DATA)

Model soil types  LSA MAE MSE

UnCRtainTS 0.0255  0.00153
UnCRtainTS v 0.0254  0.00153
UnCRtainTS v 0.0258  0.00158
UnCRtainTS v v 0.0260  0.00160

TABLE VI
EVALUATING NDVI PERFORMANCE WITH VARYING LOSS FUNCTIONS

Model loss NDVI MAE NDVI MSE
UnCRtainTS NDVI MAE 0.0631 0.0105
UnCRtainTS ~ NDVI MSE 0.0647 0.0098
UnCRtainTS MAE 0.0721 0.0122
UnCRtainTS MAE 0.0801 0.0135

Sentinel-2 data helps mitigate cloud cover issues, there are still
instances where data from both sources may be inadequate.

The temporal resolution of available data can also be
limited. While we aimed for a daily temporal resolution for
some inputs, Sentinel-2 images are often only available every
5 days for specific regions. This gap can lead to temporal
inconsistencies and impact the monitoring of rapid changes in
crop conditions.

The spatial resolution of some input data required upscaling
to match the 10-meter resolution standard. This is particularly
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Fig. 3. Examples of NDVI prediction over time. This was acquired by running
the model for each sample over the year for a given region and measuring
NDVI at three handpicked locations (agricultural land). Target values obscured
by clouds are regarded as missing values and not plotted. However, the cloud
mask is not perfect and some target values may be affected by clouds.

true for the LSA products that originally had much lower
resolutions. Upscaling may introduce artifacts or reduce the
precision of the information, which can affect overall model
performance.

While we have included optional data inputs such as ad-
ditional LSA products and specific categorical layers, these
have not yet demonstrated significant benefits in our current
framework. Future work will continue to explore and validate
the potential contributions of these additional datasets to
further enhance the accuracy and robustness of the agricultural
monitoring models.

The generalizability of our models to other regions, crop
types, and environmental conditions is not guaranteed. Differ-
ences in agricultural practices, climatic conditions, and soil
properties may require additional tuning and validation to
ensure the models perform well in diverse settings.

The computational resources required for training and de-
ploying advanced machine learning models, like UnCRtainTS,
are substantial. High-performance computing environments
or cloud-based solutions are necessary, which may not be
accessible to all users, especially in resource-constrained set-
tings. Errors in preprocessing steps, such as cloud masking or
data alignment, can propagate through the modeling pipeline,
affecting the final predictions’ accuracy. Ensuring high-quality
preprocessing is critical but can be challenging given the
complexity and volume of the data.

Using point data, which includes measurements of environ-
mental factors such as temperature, wind, and precipitation,
could be critical for understanding crop dynamics but is
not directly observable from remote sensing data. Including
these point measurements could provide essential context for
interpreting remote sensing data. For example, temperature
affects plant metabolism and growth rates, and integrating
temperature data helps understand the impact of these factors
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on crop development. Precipitation is vital for soil moisture
and overall plant health, and combining precipitation data
with satellite and radar imagery would help assess drought
conditions or waterlogging. Wind influences pollination and
the spread of pests and diseases, and wind data can presumably
help predict potential pest outbreaks or physical damage to
crops. However, these types of data were not available for the
Czech Republic.

Additionally, ongoing research and collaboration with agri-
cultural experts can help refine the models, improve data
integration techniques, and enhance the system’s robustness
and applicability across different agricultural contexts.

VII. CONCLUSION

The integration of machine learning techniques with diverse
data sources has demonstrated significant potential in enhanc-
ing crop monitoring and forecasting, particularly in the context
of frequent cloud cover and other environmental challenges.
Our study leveraged a combination of the most recent Sentinel-
2 L2A frames, Sentinel-1 GRD frames, and various point
data sources to develop a robust model for predicting crop
dynamics under high cloud coverage conditions. By com-
bining optical and radar imagery, we were able to create a
more complete and reliable view of crop conditions, ensuring
continuous monitoring and accurate forecasting regardless of
weather conditions.

The results of our experiments indicate that the integration
of multiple data sources, such as Sentinel-2 L2A frames, and
Sentinel-1 GRD frames enhances the accuracy of the models
and provides a comprehensive understanding of crop health
and development in terms of predicting and forecasting the
NDVI index. For instance, the use of radar data from Sentinel-
1 complemented the optical data from Sentinel-2 by providing
information even under cloud cover.

We also explored the inclusion of various LSA products and
categorical data from the VUMOP mapping service, although
their contributions to the overall model performance were
not as significant. This highlights the importance of selecting
relevant and high-quality data sources tailored to specific
agricultural monitoring needs.

The next steps for advancing our crop monitoring system in-
volve refining the existing models to improve performance and
reduce computational requirements. This includes optimizing
model architectures and experimenting with additional data
sources, such as temperature, wind, precipitation, and/or soil
moisture, as well as sensors and UAV imagery. Extensive field
validation will be conducted to assess the accuracy and reli-
ability of the system in real-world conditions, complemented
by detailed error analysis to refine the models.
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