
Abstract—Evaluation  is  a  key  phase  of  design  science 

research, particularly in design-oriented information systems, 

one  that  involves  analyzing  and  solving  problems  to  create 

artifacts. Because the nature of those artifacts varies based on 

the problem, they necessitate different methods of evaluation, 

and  selecting  an  appropriate  one  first  requires  identifying 

appropriate criteria for evaluation. This paper aims to pinpoint 

those criteria by systematically reviewing the literature, with 

particular focus on identifying various criteria for evaluation, 

their frequency, their significance in evaluating artifacts, and 

their connection to specific methods of evaluation. The findings 

suggest a framework for choosing the most suitable methods of 

evaluation based on the defined criteria that can enhance the 

rigor and relevance of the evaluation phase in design science 

research.

Index  Terms—Design  Science  Research,  DSR,  Methods  of 

Evaluation, Criteria for Evaluation

I. INTRODUCTION

N design-oriented information systems, design science re-

search (DSR) is becoming increasingly important for solv-

ing specific problems and developing problem-solving arti-

facts [1], [2]. DSR is an especially suitable approach to creat-

ing artifacts that address a previously unsolved and important 

business problem and is therefore ideal for developing inno-

vative solutions and prototypes in unexplored areas.

I

A central phase of DSR is evaluating developed artifacts to 

prove  their  usefulness,  quality,  and  effectiveness  [3].  Re-

searchers using DSR face the challenge of selecting appropri-

ate methods of evaluation [4]. For example, Ihlström Erikson 

et al. [5] have emphasized the need for detailed strategies in th

e process of  evaluation that meet the specific needs of the 

project at hand. However, despite general agreement on the 

importance of evaluation in DSR, the literature lacks clear 

guidance on selecting evaluation-focused strategies and meth-

ods [4], [6]. The literature also shows inconsistencies within 

guidelines for selecting criteria and standards for evaluation 

[7]. Straßburg et al. [8] have additionally underscored the lack 

of guidance and the challenges of selecting an appropriate 

method for evaluating artifacts.

To provide a possible guideline for selecting appropriate 

methods of evaluation, the relationships between criteria and 

methods for evaluation have to be determined first. Therefore, 

this paper examines the following research question:

Which evaluation criteria influence the choice of meth-

ods of evaluation in the context of design science research  

(DSR)?

The chief objective of our research project is to identify the 

relationships between artifacts, methods of evaluation, and cri-

teria for evaluation based on a systematic literature review. By 

identifying those relationships, we aim to support decision-

making about the selection and application of methods of eval-

uation in the context of DSR. To that end, criteria have been ex-

tracted from the literature, thoroughly analyzed, and summa-

rized. With that summary, the paper provides a framework for 

selecting appropriate methods of evaluation that can support 

such decision-making in the selection of evaluation methods 

based on previously selected criteria in the context of DSR, all 

to improve the quality and effectiveness of evaluations.

In what follows, the paper first introduces relevant terms to 

establish  a  common  understanding.  Next,  it  presents  the 

methodological approach used in the systematic literature re-

view, after which it presents the results using the framework. 

Last, the results are summarized, and implications for future 

research are derived.

II.THEORETICAL BACKGROUND

This section presents the theoretical foundations and key 

concepts necessary for understanding our research question 

and the study guided by it. A firm understanding of those con-

cepts provides a foundation for the analysis and discussion 

that follow. First, the approach of DSR and its relevance in in-

formation systems is explained. Second, the different meth-

ods of evaluation in the context of DSR are described in detail, 

along with their application and significance. Last, the spe-

cific criteria for evaluation that are important for evaluating 

artifacts  developed  in  the  context  of  DSR  are  discussed. 

Those principles make it possible to precisely address the re-

search question and systematically justify the selection of ap-

propriate methods of evaluation.
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A. Evaluation in Design Science Research 

Österle et al. [9] have classified research methods used in 
the context of information systems into behavioral and de-

sign-oriented approaches. According to both Hevner et al. [1] 
and Larsen et al. [2], DSR ranks among the design-oriented 
approaches. In information systems, DSR is understood as a 
problem-oriented paradigm aimed at creating innovative arti-
facts. Those artifacts, including models and methods, should 
enable the effective and efficient analysis, design, implemen-
tation, management, and use of information systems [1]. 

With roots in engineering, DSR typically entails phases 
such as problem identification, requirements specification, 
design, evaluation, and communication [3], [10]. Various ap-
proaches to evaluation differ in their applications depending 
on the type of artifact. Despite such diversity, the overarching 
goal of evaluation is to assess artifacts for their usefulness and 
effectiveness [11]. Evaluation is both a specific phase in the 
design–research cycle [1], [12] and an accompanying activity 
throughout the process [13]. The targeted assessment of in-
tangible or tangible objects to justify their suitability is central 
to evaluation in DSR. According to Hevner et al. [1], evalua-
tion is critical to the success of DSR. 

B. Methods of Evaluation in DSR 

Methods of evaluation are used to structure the evaluation 
and to transform the developed artifact into a research result 
[3]. Depending on the type of artifact, some methods of eval-
uation are more appropriate than others [3]. Different authors 
have developed different types of methods of evaluation and 
their application [7]. For example, Hevner et al. [1] divide the 
methods into five classes: observational methods, analytical 

methods, experimental methods, test methods, and descriptive 

methods. Peffers et al. [3], by contrast, distinguish only be-
tween demonstration and evaluation. 

Peffers et al. [3], in discussing the variety of artifacts and 
methods of evaluation, have identified, among others, logical 

reasoning, expert evaluations, technical experiments, subject-

based experiments, action research, prototypes, case studies, 
and illustrative scenarios. Some methods, including demon-

strations, literature reviews, and expert interviews, are also 
commonly used but not explicitly defined in Peffers et al.’s 
[3], [11], [14] work. 

C. Criteria for Evaluating Artifacts 

March and Smith [10] have emphasized certain criteria 
when evaluating artifacts, including construct, model, 
method, and instantiation. Constructs are evaluated in terms 
of completeness, simplicity, elegance, comprehensibility, and 
ease of use [10], while models are evaluated according to their 
correspondence to real-world phenomena, completeness, 
level of detail, robustness, and internal consistency [10]. On 
the whole, operationality, efficiency, generality, and usability 
are important in evaluating methods [10], while instantiations 
are evaluated in terms of efficiency, effectiveness, and impact 
on the environment and users [10]. Although March and 
Smith [10] have answered the question of what to evaluate 
with different criteria, a specific method of evaluation has yet 

to be assigned to the criteria, and an explicit assignment of 
criteria to methods of evaluation has not been investigated, 
either. 

III. RESEARCH METHODOLOGY 

We conducted a systematic literature review to identify 
published research addressing the selection of methods of 
evaluation and criteria in DSR. To ensure that our search for 
literature was comprehensive and structured, we followed 
vom Brocke et al.’s [15] approach, which we also supple-
mented with a forward and backward search as well as a vis-
ualization using a concept matrix according to Webster and 
Watson [16]. Webster and Watson [16] recommend using a 
concept-centered organizational framework in analyzing lit-
erature in order to enable the comparability of different con-
tents within the literature. Vom Brocke et al. [15] have espe-
cially emphasized the strict documentation and presentation 
of the entire search process in scientific papers, for doing so 
ensures traceability for other researchers and optimal reusa-
bility. 

Fig. 1 provides an overview of our methodology. The liter-
ature search was performed in the databases AIS Electronic 

Library, IEEE Xplore Digital Library, Science Direct, and 
SpringerLink. We conducted an electronic search of titles, ab-
stracts, and keywords using the search terms [(“design science 
research” AND “DSR” AND “evaluation” AND “criteria”)] 
and [(“evaluation method” AND “criteria” AND “DSR”)]. 
The period from 2004 to 2023 was chosen in order to ensure 
that the results related to the DSR approach, with Hevner et 
al.’s [1] article, published in 2004, being the oldest included 
in our review.  

The search yielded a total of 903 publications. After we ex-
cluded duplicates, the abstracts of 260 publications were re-
viewed for thematic relevance. After the abstracts, keywords 
and, if applicable, the full texts were analyzed, 24 publica-
tions relevant to our research’s focus were identified. In addi-
tion to the database search, we performed a forward and back-
ward search following the recommendations of Webster and 
Watson [16]. That final step raised the final number of publi-
cations to 30, all of which were read in detail and subse-
quently subjected to qualitative content analysis [17]. 

All publications were analyzed to identify methods of eval-
uation in relation to the evaluation criteria of the artifacts 
studied in the context of DSR. Six artifacts, eight methods of 
evaluation, and ten criteria for evaluation were identified in 
the 30 publications, all of which have already been analyzed 
in three works by March and Smith [10], Hevner et al. [1], 
and Peffers et al. [18]. The findings from the publications al-
lowed extending the characteristics of evaluation, which were 
listed in a concept matrix next to the respective publications 
in order to derive correlations. In this paper, they are pre-
sented in a framework that serves as a guide for selecting 
methods of evaluation. 
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Fig. 1. Overview of the Research Methodology 

IV. FINDINGS  

In DSR, artifacts play a central role in developing and eval-
uating innovative solutions in information systems. Those ar-
tifacts, ranging from algorithms to frameworks to models, 
serve different purposes and require specific methods of eval-
uation in order to assess their effectiveness and applicability. 
Our literature review revealed six artifacts, ten criteria for 
evaluation, and eight methods of evaluation. Table I shows 
the results of the literature review in the form of a shortened 
concept matrix, as recommended by Webster and Watson 
[16]. The “SUM” column in Table I indicates the number of 
publications reviewed that refer to each specific concept. 

In this section, the identified artifacts, criteria, and methods 
of evaluation are presented and explained in a structured man-
ner, using the concept matrix as a visual aid. The developed 
framework is also presented, which serves as a decision-mak-
ing aid for selecting methods of evaluation based on the pre-
viously selected criteria in the context of DSR. 

The full concept matrix is available upon request from the 
authors.  

A. Artifacts, Criteria, Methods of Evaluation, and their 

Relationships 
 

Evaluation Criteria and their Application to Different 

Artifacts 

Applicability: According to Baskerville et al. [12], ap-

plicability describes the ability of an artifact to achieve goals 
beyond its original purpose or to adapt to changing goals. The 
criterion of applicability should be used for evaluating frame-
works and methods, for it allows a variety of methods of eval-
uation that in turn allow versatile application. The prototype 
was used most often for that purpose. For other artifacts, the 
criterion of applicability also allows evaluation with different 
methods, with the exception of the algorithm artifact. 

Appropriateness: According to Akoka et al. [19], appro-

priateness is an criterion of evaluation used to ensure that the 
developed artifact is appropriate with respect to specific re-
quirements and contexts. According to the definition of ap-

propriateness, the methods need to be aligned with the in-
tended outcomes. The criterion of appropriateness provides 

the broadest range of applications for the framework, with 
nearly all methods being appropriate in the overall picture of 
the artifacts, with the exception of the literature review. How-
ever, for the artifact of the construct, no method is appropriate 
for the criterion. 

TABLE I. 
CONCEPT MATRIX OF THE IDENTIFIED ARTIFACTS, CRITERIA, AND 

METHODS 

  SUM 

Artifact 

Algorithm 3 
Construct 8 
Framework 9 
Instantiation 3 
Method 7 
Model 8 

Criterion 

Applicability 8 
Appropriateness 5 
Correctness 6 
Ease of Use 16 
Effectiveness 10 
Feasibility 3 
Functionality 4 
Understandability 4 
Usefulness 17 
Validity 5 

Method 

Case Study 10 
Demonstration Method 4 
Expert Evaluation 6 
Expert Interview 7 
Literature Review 3 
Prototype 7 
Subject-Based Experiment 3 
Technical Experiment 5 

see references [19] – [ 48] 

 
Correctness: Correctness is defined as the degree of 

agreement between the results of the artifact and the expected 
results [9]. The criterion of correctness is covered by most 
methods of evaluation, with the exception of the expert inter-
view and the literature review. There is no appropriate method 
of evaluation for the criterion of correctness in an instantia-
tion. 

Ease of Use: In the scientific literature, ease of use is de-
scribed as the extent to which the artifact can be used effort-
lessly [49]. The expert interview is a common method of eval-
uating the usability of different artifacts. For algorithms, how-
ever, the search for suitable methods of evaluation to assess 
usability remains a challenge. 

Effectiveness: In the context of methods of evaluation, ef-

fectiveness refers to the extent to which an artifact achieves 
its goal in a narrow sense, without considering situational as-
pects [50]. Although several methods of evaluation are suita-
ble for most artifacts per the criterion of effectiveness, algo-
rithms present unique challenges that limit the applicability of 
certain methods, including the case study. 
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Feasibility: According to Prat et al. [43], feasibility is a 
criterion of evaluation used to ensure that the developed arti-
fact is viable in terms of technical, operational, and economic 
aspects. Per the definition of feasibility, the methods have to 
correspond with the outcomes of practical implementation 
and integration. The criterion offers a broad range of applica-
tions within the framework, with a variety of methods being 
suitable for evaluating feasibility, especially case studies, 
demonstrations, expert evaluations, and expert interviews.  

Functionality: The functionality of an artifact refers to its 
ability to provide functions that meet predetermined and ex-
pected requirements when the artifact is used under specified 
conditions [51]. Functionality is often assessed in constructs, 
frameworks, and models, with expert interviews being a com-
monly used method. However, finding appropriate methods 
evaluating functionality in algorithms, instantiations, and 
methods can be more difficult. 

Understandability: Understandability refers to the extent 
to which the artifact can be understood both at the global level 
and at the detailed level of elements and relationships within 
the artifact [9]. Understandability is typically evaluated in 
constructs, methods, and models. By contrast, evaluating un-
derstandability in algorithms, frameworks, and instantiations 
poses significant challenges, for appropriate methods are less 
likely to be identified. 

Usefulness: According to Davis [49], usefulness is the ex-
tent to which a person believes that using a particular system 
would improve their work performance and is influenced by 
perception. Davis [49] has also defined usefulness as the ex-
tent to which an artifact positively influences an individual’s 
task performance. Usefulness can be assessed for different ar-
tifacts, with frameworks and methods being particularly ver-
satile. Case studies are commonly used, particularly for con-
structs, although identifying alternative methods can improve 
the assessment process. 

Validity: According to Gregor and Hevner [52], validity 
means that the artifact works correctly—that is, achieves its 
goal in the right way. Validity is not appropriate for the arti-
facts of algorithms and instantiations because no appropriate 
methods have been identified. Methods could be analyzed for 
the remaining artifacts, with prototypes proving to be suitable 
for all four artifacts. The method and model artifacts, mean-
while, are particularly versatile because they use most of the 
methods. 

 
Methods of Evaluation for Artifacts in DSR 

Case Study: In a case study, the selected artifact is applied 
to a real situation. For that reason, the effects on the real situ-
ation can be evaluated [3]. 

Demonstration Method: By executing an artifact, the 
demonstration serves as a preliminary evaluation of the arti-
fact’s practical functionality [3]. 

Expert Evaluation: In an expert evaluation, an artifact is 
evaluated by one or more experts. Peffers et al. [3] give the 
example of Delphi studies. 

Expert Interview: According to Sonnenberg and vom 
Brocke [14], expert interviews can be used repeatedly in all 
iterations of an evaluation. Although the questions within 
such interviews can be both objective and subjective, the an-
swers are always subjective [11]. 

Literature Review: A literature review, primarily con-
ducted in the early stages of an evaluation, serves to justify 
the problem and design objectives [13]. 

Prototype: A prototype is the implementation of the devel-
oped artifact and should serve to demonstrate its suitability 
and/or usefulness [3]. 

Subject-Based Experiment: The subject-based experi-
ment method of evaluation is used to test the truth of a claim 
or hypothesis by using one or more test subjects [3]. 

Technical Experiment: A technical experiment is used to 
evaluate the technical performance of an implementation us-
ing real data, synthetic data, or no data, and the evaluation 
does not relate to performance in the real world [3]. 

B. Framework for Selecting Appropriate Methods of 

Evaluation 

Based on the literature review and the concept matrix, we 
were able to gain important insights into the selection of 
methods of evaluation in the context of DSR. Through the 
structured presentation in the concept matrix, we were also 
able to determine which methods of evaluation are best suited 
for evaluating certain artifacts and criteria for evaluation. 

To develop those mappings, we analyzed and evaluated the 
different combinations of artifacts, criteria, and methods of 
evaluation in an iterative process.  

The resulting framework, shown in Table II, provides a 
systematic basis for selecting appropriate methods of evalua-
tion, represented by numbers 1–8. Special attention was paid 
to the question of which methods are best suited to evaluate 
specific criteria. The specific scoring scheme is available 
upon request from the authors.  

Depending on the artifact and the criterion, researchers can 
choose the appropriate methods to increase the quality and ef-
fectiveness of their evaluations. Shaded areas in the table in-
dicate combinations for which no appropriate method of eval-
uation could be identified. 

V. DISCUSSION 

The results presented in this paper illustrate the complexity 
and multifaceted nature of selecting appropriate methods of 
evaluation in the context of DSR. In many of the reviewed 
publications, several methods are combined to evaluate an ar-
tifact, which contributes to the validation and increased sig-
nificance of the results. For example, qualitative methods 
such as expert interviews can be complemented by technical 
experiments. Such multimethod approaches provide a more 
comprehensive view of the artifacts and strengthen the valid-
ity of the results of evaluation. The developed framework al-
lows identifying versatile criteria for evaluation, including ef-

fectiveness and usefulness, that provide appropriate methods 
for each artifact. 
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TABLE II. 
FRAMEWORK FOR SELECTING METHODS OF EVALUATION IN DSR 

 
 
The criteria of applicability, appropriateness, correctness, 

and ease of use proved to be particularly suitable. By contrast, 
validity with two and functionality as well as understandabil-

ity with three unassigned artifacts were found to be less ver-
satile. 

A major limitation of our work is the assumption that all 
relevant criteria and methods were explicitly mentioned by 
the authors. That assumption could lead to bias, for estab-
lished methods are cited more frequently, whereas newer ap-
proaches may be overlooked. The limited number of papers 
reviewed is another limitation. An extended search including 
additional databases and conference proceedings could im-
prove the robustness of the results. 

This paper does not provide a complete guide to evaluation 
but serves as a first step in selecting appropriate methods of 
evaluation based on the identified criteria. A detailed litera-
ture review in future studies could uncover more relevant 
methods and narrow gaps that currently prevent the develop-
ment of a more comprehensive guide. 

Future studies should additionally investigate the practical 
implications and challenges of the proposed methods through 
case studies. Doing so would validate the applicability and ef-
fectiveness of the methods in real-life scenarios and contrib-
ute to improving processes of evaluation. 

VI. CONCLUSION 

This paper provides important insights for researchers and 
their future research. The characteristics of evaluation identi-
fied in the concept matrix were mentioned several times in the 
different publications reviewed, which has allowed the crea-
tion of an initial guideline for selecting methods of evaluation. 
That guideline, based on the work of March and Smith [10], 
is intended to guide the selection of methods of evaluation 
based on the artifacts and criteria for evaluation. 

We have answered our research question by identifying 
several correlations between methods of evaluation, artifacts, 
and criteria and by establishing a corresponding framework. 

To date, no comparable study has considered all three dimen-
sions—the artifact, the evaluation criterion, and the method 
of evaluation—in DSR. Our paper fills that gap and thereby 
provides a valuable foundation for future studies. 

Overall, our paper demonstrates the need for a systematic, 
methodical approach to selecting methods of evaluation in 
DSR. Our paper additionally provides initial support for the 
selection of appropriate methods of evaluation and provides a 
basis for further research in the context of DSR. Although the 
presented framework is an important step, further research is 
needed. We recommend an extended literature review to iden-
tify additional evaluation criteria and their relationship to 
methods and artifacts. A more comprehensive review would 
narrow existing gaps in knowledge on the topic and develop 
a practical basis for a methodology for evaluation. 
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