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Abstract—In the past few decades, there has been an evident

change  in  climatic  conditions  worldwide  as  well  as  on  the

territory of Serbia. Extremely high temperatures, heavy floods,

and sudden changes in the weather are increasingly frequent

occurrences  that  bring  great  social  and  material  damage.

Climate  change  affects  many  economic  sectors,  like  tourism

and agriculture, which are potentially at risk. In Serbia, one of

the  vital  economic  sectors  is  agriculture.  In  order  to  act

preventive,  the main goal of this research was to predict the

mean  monthly  temperature  and  precipitation  for  Serbia  for

periods 2021-2050 and 2071-2100. We collected a dataset titled

ERA5 monthly  averaged  data  on  single  levels  from 1940  to

present from the Climate Data Store. The dataset was analyzed

and  prepared  to  be  used  with  SARIMA(X)  and  ARIMA(X)

methods, which are utilized for prediction. The results that we

identified are presented in this paper.

Index  Terms—prediction,  temperature,  precipitation,  time

series, machine learning.

I. INTRODUCTION

LIMATE changes and weather conditions have a great
impact  on human life.  They can  bring great  material

and financial damage, and even human lives can be at risk.
Also, many economic sectors,  such as tourism, hospitality
industry, and construction, are affected. Besides this, climate
change  negatively  affects  agriculture  in  a  financial  sense.
With climate change, there is a severe risk of crop economic
losses  as  well  as  food security  [1].  In  Serbia,  agriculture
proved to be the most vital economic sector [2]. It partici-
pated in the creation of GDP with around 8% in 2022 [3],
while before, this number was even greater around 20% [2].
The results of a study created by Đuričin et al. [4] indicate
that there is a high degree of impact of climate conditions
and reduction in crop production in Serbia. Poor crop yields
can be a consequence of insect pests that can be affected by
changing  climate  conditions  in  several  ways  [1],  [5],  [6].
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They can result in things like an increased number of gener-
ations,  expansion  of  their  geographic  distribution,  and  in-
creased survival during overwintering.  Some attempts were
made to detect plant pathogen infestation using AI [7] to in-
crease  corn income.  Extending such an approach with the
prediction of the climate conditions could bring even more
benefits. Climate change in Serbia will directly cause drier
and warmer regions where vineyards are located, which will
have a negative impact on grape growth [8]. Due to climate
change, crop yields in Serbia may be reduced, but this can be
avoided with preventive actions [9]. One of the possible pre-
ventive actions is to predict how much weather conditions
will be changed. Additionally, the impact of climate change
is  important  in  forest  ecosystems.  Orlović  et  al.  [10]  dis-
cussed this impact in their study, which is made for forest
ecosystems in Serbia. Also, Stojanović et al. [11] discussed
the impact of weather extremes on the forests in Serbia.

Climate  change  is  a  consequence  of  global  warming,
which is a serious problem that the world is facing today.
Global warming has reached record-breaking levels, visible
as an increase in atmospheric temperature and sea level [12].
The Earth could experience global warming of 1.4 to 5.8 °C
over the next century, which is based on many global cli-
mate models and development scenarios [13]. 

The climate of Serbia can be described as moderate-conti-
nental with more or less local characteristics when taking the
standard normal period of climatology 1961-1990 [9]. Coun-
tries  in  Southeastern  Europe,  including  Serbia,  are  facing
significant impacts from climate change according to results
from all  general  circulation  models.  Lalić  et  al.  [14]  ob-
served that there is a positive trend in the extreme winter and
summer temperatures in Serbia. As shown in a study created
by the Ministry of Environmental Protection [15], from 2000
to 2015, the total material damage in Serbia caused by ex-
treme climatic and weather conditions was more than five
billion  euros.  Among  the  direct  consequences  of  climate
change  is  an  increase  in  temperature,  followed  by  heavy
rainfall, which further causes floods and landslides. The cat-
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astrophic floods that occurred in 2014 in Serbia were a direct
consequence of heavy rainfall, and it was estimated that 1.35
billion euros would be needed to recover from those floods.
This  directly  indicates  that  it  is  necessary  to  take  climate
change  into  account  when  planning  sectoral  development
and infrastructure.  According to this study, Serbia is more
affected by rising temperatures than most places on Earth,
which is a consequence of climate change. Besides this, na-
tional defense issues are also affected by climate change. It
took a long time for the discussion regarding climate change
to expand from the framework of environmental protection
to the functioning of national defense [16]. 

In order to reduce damage, it is possible to act preventive.
One of the possible ways is to predict climate change. Qual-
ity  predictions  require  the  creation  of  quality  predictive
models. With this in place, the preparation for upcoming dis-
asters would be much better, and the damage would be sig-
nificantly reduced. The benefit of such a system is primarily
social  but  also  economic.  Climate  prediction  at  the  state
level (certainly at the global level) would help a state to de-
termine its strategic goals. A concrete example of this is the
prediction of how many dry years will occur in the coming
period. If such predictions guided a country, it could set its
strategic goals as early as possible and start with earlier in-
vestments  in  irrigation  systems,  which  would certainly be
more  favorable  from  the  financial  side  at  this  stage  and
would bring greater profit in later years. A concrete example
of this is given by Ruml et al. [8], who stated that in the fu-
ture, in a certain scenario, the vineyard yield would decrease
if there were no irrigation.

Guided by such knowledge, we researched weather condi-
tions  and  possible  climate  changes  in  Serbia.  We aim to
identify if there will be changes in temperature and precipi-
tation in Serbia using mean monthly temperature and precip-
itation. The main goal of our research is to predict the mean
monthly temperatures and precipitation of Serbia for the pe-
riods  2021-2050  and  2071-2100  using  machine  learning
(ML) methods with weather  variables that  are expected to
have the most impact on the prediction. These two periods of
time have been choose because other authors also used these
periods for prediction, and thus, we can compare our results
with their. The obstacle to achieving this prediction with me-
teorological  models  is  their  complexity,  which  requires  a
deep  understanding  of  mathematical  equations.  Also,  the
number of variables that could affect temperature and pre-
cipitation is huge, and it is almost impossible to include all
of them. We expect to identify that there will be an increase
in temperature and a possible change in the amount of pre-
cipitation. These results can help the country to identify ear-
lier which preventive measures can be taken to reduce the
damage that can be caused by climate change. In addition,
the results could help civil services to better prepare for up-
coming disasters, and farmers would be able to make long-
term plans for growing crops.

This paper is organized into seven sections. Besides the
introduction section, related work is given in the second sec-

tion. A description of the materials that are used, as well as
applied methods, can be found in the third section. The re-
sults are presented  in the fourth section. The fifth section
contains a discussion of the results. Threats to validity are
given in the sixth section, and in the seventh section, a con-
clusion is given.

II. RELATED WORK

In  the  literature  review,  we  encountered  many  papers
dealing with climate change and the prediction of weather
conditions.  We  classified  papers  into  two  categories.  The
first category contains papers describing statistical and ML
methods used to predict temperature and precipitation. The
papers from the meteorological domain that focus on Serbia
and the impact of climate change on agriculture are in the
second category. We use them to compare their results with
our findings.

Papacharalampous  et  al.  [17]  considered  each  continent
on Earth as a whole, but they did not consider geographical
differences within the continent, such as the proximity of the
sea mountains. In this paper, the authors used different meth-
ods to predict monthly temperature and the monthly amount
of  precipitation. They used methods: naïve,  random walk,
AutoRegressive  Fractionally  Integrated  Moving  Average
(ARFIMA), Box-Cox transformation, ARMA errors, Trend
and  Seasonal  Components  (BATS),  Simple  exponential
smoothing, Theta,  and Prophet.  Data contains a sample of
985 40-year-long monthly temperatures and 1552 40-year-
long monthly precipitation time series.  For model  evalua-
tion, they used RMSE and NSE. In our research,  we also
have time series data, and we also consider the country as a
whole, and we use different statistical and ML methods to
achieve better results.

Camelo et al. [18] used Autoregressive Integrated Moving
Average with eXogenous Variable (ARIMAX) and the Holt-
Winters (HW),  both combined with Artificial  Neural  Net-
works (ANN) to predict  wind speed. As an input to their
model, they used time series data, which contains weather-
related variables. In our case, we also plan to use a similar
combination of  models and data.  The authors  used MAE,
MAPE, and RMSE to evaluate models.

According to the literature [18], [19] that we have found,
it  is  possible  to  apply  different  types  of  predictions  with
ARIMA models, such as long-term and short-term. In both
cases, it is possible to predict multiple values or to predict
only one value (one-step ahead). Short-term prediction is ex-
ecuted on data where data closer in time has a greater influ-
ence on the target variable. It is possible to use short-term
and long-term predictions on climate data,  which depends
also on the amount of available data and the goal of predic-
tion.

To the best of our knowledge, several studies have pre-
sented analyses of climate change in Serbia. From a meteo-
rological perspective, the best way to simulate future climate
change is by using global oceanic-atmosphere coupled mod-
els [20]. Since regional climate has its own specificity, the
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best way is dynamic downscaling to provide fine-scale infor-
mation [21]. Because of this, many regional climate model
systems  have  been  developed,  such  as  EBU-POM  [22].
Kržić et al. [20] predicted changes in climate indices for Ser-
bia using EBU-POM for SRES-A1B and SRES-A2 scenar-
ios. Their results show an overall increase in the surface air
temperature of about 2 and 4 °C and a decrease in seasonal
precipitation. The number of days with absolute maximum
temperature > 30 °C (tropical days) will increase, while the
total number of days with absolute minimum temperature <
0 °C (frost days) will decrease in the future.

Mihailović et al. [9] analyzed climate change effects on
crop  yields  in  Serbia.  They  used  different  meteorological
models to predict temperature and precipitation. In meteorol-
ogy, a 30-year period is used as a reference period, and then
an additional period of 30 years should be used for the eval-
uation of models that are created based on the reference pe-
riod. This was applied by Mihailović et al. [9]. They used
the period 1961-1990 as a reference period, and they gave
predictions  for  the  periods  2001-2030  and  2071-2100.  In
their  work,  they  also  included  CO2  emissions  besides
weather variables. Vukovic et al. [23] analyzed the effect of
global warming on climate change in Serbia. They analyzed
the  period  1961-2100  and  presented  concrete  changes  in
temperature  and  precipitation.  Both  papers  conclude  that
Serbia  will  be  affected  by  climate  change  due  to  global
warming and that  there will be an increase in temperature
and an increased amount of precipitation. We use these two
papers and paper by Kržić et al. [20] to compare concrete
values of predicted monthly temperatures and precipitation
with the results that we get. 

Gocic and Trajkovic [24] analyzed  data for  twelve sta-
tions  in  Serbia  during  1980-2010  with  non-parametric
Mann-Kendall and Sen's methods. Their results indicate an
increasing trend in temperature. One of the most recent stud-
ies on climate conditions in Serbia by Burić et al. [25] shows
a tendency  towards  an  arid  climate  with  a  significant  in-
crease in temperature and changes in precipitation patterns
in Serbia. 

III. MATERIAL AND METHODS

In this section we first describe the dataset, data prepro-
cessing, data analysis and software tools that we used. Then,
we present the method being used in our research.

A. Dataset

The dataset was downloaded from the Climate Data Store
(CDS), which provides  information on Earth’s  climate.  In
our research, we used a dataset titled ERA5 monthly aver-
aged data on single levels from 1940 to present  [5].  This
dataset is created and maintained by the European Center for
Medium-Range Weather Forecasts (ECMWF). The abbrevi-
ation ERA5 stands for ECMWF Reanalysis 5th Generation.
ERA5 is the climate reanalysis that offers data on an hourly
or monthly temporal resolution about atmospheric, land, and
ocean parameters and uncertainty estimates. Climate reanal-

ysis combines past observations with meteorological models
to generate a consistent time series of multiple climate vari-
ables. The data is gridded to a regular latitude-longitude grid
of 0.25 degrees and contains 261 variables. After conversa-
tion with domain experts, we decided to use five variables in
the first phase of our research. We aim to determine if it is
possible to create smaller models that don't need many vari-
ables but can still make accurate predictions.  Variables are
described in Table I.

TABLE I. 

DESCRIPTION OF VARIABLES FROM THE SOURCE DATASET

Name Units Description

10m wind 
speed

ms-1 The horizontal speed of the wind at a height
of 10 meters above the surface of the Earth.

2m 
temperature

K
The  temperature  of  the  air  at  2  meters
above the surface of the land, sea or inland
waters.

2m 
dewpoint 
temperature

K

The  temperature  to  which  the  air,  at  2
meters  above  the  surface  of  the  Earth,
would have to be cooled for saturation to
occur.  It  can be  used to  calculate  relative
humidity.

total 
precipitation

m
The accumulated liquid  and frozen water,
comprising  rain  and  snow,  falls  to  the
Earth’s surface.

evaporation
m of water
equivalent

The accumulated amount of water that has
evaporated from the Earth’s surface.

To analyze data and use it for statistical and ML models,
we had to preprocess data, which we did in three steps. In
the first step, we downloaded data via CDS Application Pro-
gramming Interface (API) in Gridded Binary of General Re-
qularly-distributed Information in Binary form (GRIB). Be-
fore downloading data, we had to define the area for the data
to be downloaded. We set latitude boundaries between 41
and 47 degrees and longitude boundaries between 18 and 23
degrees  which  approximately  corresponds  to  Serbia's  bor-
ders. Also, we defined desired variables, years, and months.
In the second step, we went sequentially through the down-
loaded  data  and  extracted  the  desired  values  of  variables
from GRIB format. Then, we transformed data as a part of
the third step and created the dataset that is described in Ta-
ble II.

Variables 2m temperature and 2m dewpoint temperature
were transformed from Kelvin degrees  to Celsius degrees.
Total precipitation and evaporation were transformed from
meters to millimeters. Also, the dataset was appended with
additional variable humidity, as the domain expert advised.
According to found literature  humidity can be calculated as
humidity  =  100*es(2m  dewpoint  temperature)/es(2m  tem-
perature)  where  es(t)=610.94*e^(17.625*t/(243.04+t)).
Since we used the variable 2m dewpoint temperature only to
calculate  humidity,  we  dropped  this  variable  from  the
dataset.  After  the  data  preprocessing  we  got  the  dataset
which have 6 variables where each variable has 720 values.
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TABLE II. 

DESCRIPTION OF VARIABLES FROM THE PREPROCESSED DATASET

Name Units Description

date YYYY-MM (format) Year and month

wind_speed ms-1 Average monthly 
wind speed

temp_mean °C Average monthly air 
temperature

prec mm Average monthly 
precipitation

evap mm of water equivalent Average monthly 
evaporation

Since the dataset does not contain any missing values, we
analyzed the correlation between data to see if there are de-
pendent variables. Fig 1. shows that the highest correlation is
between temperature and humidity. Since a domain expert
advised including this variable,  we decided to preserve it.
Also, there is a correlation between temperature and evapo-
ration. A correlation between temperature and wind speed
exists, but according to Wooten , it is only near the Earth's
surface, and because of this, we can’t say that temperature
and wind speed are correlated in general. Precipitation is not
correlated with any other variable in the dataset.

Next, we analyzed outlier values with interquartile range.
For wind speed, temperature, and evaporation there were no
outlier values. For humidity, there are 3 outlier values that
are below the lower whisker. In the case of precipitation, 3
outlier values are above the upper whisker. From this analy-
sis, it is obvious that there is a very small number of outliers
and we decided to preserve all values.

Since time series data can have seasonality, it was neces-
sary to check if this data has such a component. We applied
AutoCorrelation  Function  (ACF)  and  Partial  AutoCorrela-
tion Function (PACF) to check seasonality. The outcome of

this check is important for choosing parameters for statistical
models. ACF and PACF were applied to the subset of data to
be able to visualize it in Fig 2. and Fig 3. These diagrams
can be seen for temperature and precipitation, respectively.
In the case of temperature, we can notice a seasonality since
data repeat every 12 months. This is expected because Ser-
bia  has  a  moderate  continental  climate  condition.  On  the
other hand, for precipitation, seasonality can’t be observed,
which is typical for precipitations in Serbia, according to the
Republic Hydrometeorological Service of Serbia .

The statistical models that we used are sensitive to data
that  is  not  stationary,  which  was  checked  with  the  Aug-
mented Dickey-Fuller test (ADF). With this test, we get the
p-value,  and if the p-value value is  greater  than 0.05, the
data is not stationary, and if the p-value is lower or equal to
0.05, the data is stationary. After running this test, we found
that  all  the  data  from  the  dataset  is  stationary.  Also,  we
found that there is no significant trend in the data. After data
analysis, we defined methods that will be used for predic-
tion, which is described in the following subsection.

To implement the previously described preprocessing of
the dataset, we used the Python programming language with
the  libraries  OS,  pandas,  matplotlib,  seaborn,  plotly,  and
statsmodel. We also used the Python programming language
with the libraries OS, itertools, numpy, pandas, math, time,
sklearn, and statsmodels to implement methods that will be
described in the following subsection.

Fig 1. Correlation matrix

Fig 2. ACF and PACF for temperature

Fig 3. ACF and PACF for precipitation
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B. Methods

To achieve the defined goal of this research we decided to
use  the  following  models:  ARIMAX  and  Seasonal
ARIMA(X) (SARIMAX) with and without exogenous vari-
ables. The ARIMA method is widely used in statistical tech-
nique for time series analysis and forecasting. It combines
three key components: autoregression (AR), differencing (I),
and moving average (MA), to model a variety of temporal
data. The autoregressive part leverages the dependency be-
tween an observation and several lagged observations, while
differencing involves subtracting an observation from a pre-
vious observation  to  make the  time series  stationary.  The
moving average part models the relationship between an ob-
servation and a residual error from a moving average model
applied  to  lagged  observations.  These  components  make
ARIMA a robust tool for handling non-stationarity data by
converting  it  into  a  stationary  form  through  differencing.
The model parameters (p, d, q) are optimized to minimize
forecast errors, where p denotes the number of lag observa-
tions, d is the number of times the data needs to be differ-
enced to achieve stationarity, and q is the size of the moving
average window. The SARIMA method extends the ARIMA
model to handle seasonal variations in time series data. By
incorporating seasonal components along with non-seasonal
ones, SARIMA can effectively model and forecast data ex-
hibiting periodic patterns. The model is extended by a sea-
sonal part of parameters (P, D, Q, s) where s represent the
length of the seasonal cycle. SARIMA offers a framework
well-suited for applications such as weather forecasting and
other fields where seasonality is a significant factor.  Also,
we have data that cover a long period of time and since we
aim to predict temperature and precipitation for a long pe-
riod of time in the future we decided to use long-term pre-
dictions from SARIMAX model.

IV. RESULTS

For this research, it is important to find appropriate values
for all (S)ARIMA(X) parameters to increase the quality of
the model. In order to find these values, we used a generic
approach called grid search, where all parameter combina-
tions from a limited set of parameter values are exhaustively
considered.  For  parameters  related  to  SARIMAX  compo-
nents we created a set of possible values and for exogenous
variables,  we  defined  partitive  set  of  available  variables.
Each iteration of the grid search created model is evaluated
on the test data, and its evaluation is saved to determine the
best parameter combination. We use Root Mean Square Er-
ror (RMSE) as a metric for evaluation. At the same time,
Mean Absolute Error (MAE) and Mean Absolute Percentage
Error (MAPE) are calculated to be used potentially by other
researchers to compare their results.

Since we aimed to predict the mean monthly temperature
and precipitation, we divided the models into these two cate-
gories. Thus, for the temperature model, we will use long-
term SARIMA with and without exogenous variables,  and
we  will  name  these  models  temp_model_1 and

temp_model_2, respectively. For the precipitation model, we
will use long-term ARIMA because there is no seasonality in
precipitation data.  This  model  will  also be used  with and
without exogenous variables, and the names of these models
will  be  prec_model_1 and  prec_model_2.  For all  of  these
models, for the training set, we used data from the reference
period 1961-1990, and for the test set, we used data from the
period 1991-2020. For the future predictions we chose the
periods 2021-2050 and 2071-2100.

After applying the models temp_model_1, temp_model_2,
prec_model_1, and prec_model_2, we got the results that in-
dicate that there will be an increase in the mean month tem-
perature.  Also,  results  for  precipitation  indicate  that  there
will  be  no change  in  mean month precipitation.  Concrete
values are depicted in this section, while details about the re-
sults are discussed in the next section.

In the case of  temp_model_1 and  prec_model_1, we set
exogenous  variables,  and  for  temp_model_2 and
prec_model_2,  we  didn’t  use  exogenous  variables.  Since
precipitation data does not show seasonality, we didn’t use
seasonal parameter in hyper-parameter optimization for the
precipitation model. After hyper-parameter optimization, we
got results which are shown in Table III.

TABLE III. 

HYPER-PARAMETERS FOR TEMPERATURE AND PRECIPITATION MODELS

Model (p, d, q) (P, D, Q, s) trend exog. variables

temp_model_1 (1, 1, 0) (1, 1, 1, 12) /
evap and
humidity

temp_model_2 (1, 1, 0) (0, 1, 1, 12) / /

prec_model_1 (1, 0, 0) / constant
evap and
humidity

prec_model_2 (0, 0, 0) / constant /

The  values  obtained  in  hyper-parameter  optimization
align with data analysis outcomes. We have evaluated these
models over the period 1991-2020. and obtained values that
are shown in Table IV. From these values, we can conclude
that a temperature model with exogenous parameters gives
better results than a model without exogenous variables. 

TABLE IV. 

EVALUATION OF TEMPERATURE AND PRECIPITATION MODELS FOR THE PERIOD

1991-2020

Model RMSE MAE MAPE

temp_model_1 1.5195 1.1244 0.3857

temp_model_2 1.7007 1.3064 0.3369

prec_model_1 1.0710 0.8893 0.5578

prec_model_2 1.0803 0.8967 0.5773

The other part of our goal was to investigate whether tem-
perature and precipitation increased or decreased when we
compare the mean temperature of the reference period and
the period 1991-2020. Real values of mean temperature for

MIROSLAV TOMIĆ ET AL.: PREDICTION OF TEMPERATURE AND PRECIPITATION CHANGES FOR SERBIA USING TIME SERIES MODELS 181



these periods will be shown in Table V. as well as predic-
tions from temperature models. For precipitation, real values
with predictions from precipitation models are shown in Ta-
ble VI. Also, we created predictions for the mean monthly
temperature  and  precipitation  for  periods  2021-2050  and
2071-2100, which are shown respectively in Table VII and
Table VIII.  For this prediction,  since exogenous variables
are not known for the future period, we used temp_model_2

and prec_model_2, which don't require exogenous variables.

TABLE V. 

REAL VS PREDICTED MEAN TEMPERATURE FOR THE PERIOD 1991-2020

Model Variable Value (°C)

/

Temp_true_1961_1990 10.6090

Temp_true_1991_2020 11.4543

ΔTemp_true_1991_1961 0.8453

temp_model_1
Temp_pred_1991_2020 11.6192

ΔTemp_pred_1991_1961 0.1649

temp_model_2
Temp_pred_1991_2020 11.1005

ΔTemp_pred_1991_1961 -0.3537

TABLE VI. 

REAL VS PREDICTED MEAN PRECIPITATION FOR THE PERIOD 1991-2020

Model Variable Value  (mm)

/

Prec_true_1961_1990 2.5624

Prec_true_1991_2020 2.5178

ΔPrec_true_1991_1961 -0.0446

prec_model_1
Prec_pred_1991_2020 2.5198

ΔPrec_pred_1991_1961 0.0020

prec_model_2
Prec_pred_1991_2020 2.5657

ΔPrec_pred_1991_1961 0.0480

TABLE VII. 

THE PREDICTED MEAN TEMPERATURE FOR THE PERIODS 2021-2050 AND

2071-2100

Model Variable Value (°C)

/
Temp_true_1961_1990 10.6090

Temp_true_1991_2020 11.4543

temp_model_2

Temp_pred_2021_2050 11.5712

Temp_pred_2071_2100 12.3568

ΔTemp_pred_2021_1961 0.9623

ΔTemp_pred_2021_1991 0.1170

ΔTemp_pred_2071_1961 1.7478

ΔTemp_pred_2071_1991 0.9025

TABLE VIII. 

THE PREDICTED MEAN PRECIPITATION FOR THE PERIOD 2021-2050 AND 2071-

2100

Model Variable Value (mm)

/
Prec_true_1961_1990 2.5624

Prec_true_1991_2020 2.5178

prec_model_2

Prec_pred_2021_2050 2.5657

Prec_pred_2071_2100 2.5657

ΔPrec_pred_2021_1961 0.0034

ΔPrec_pred_2021_1991 0.0480

ΔPrec_pred_2071_1961 0.0034

ΔPrec_pred_2071_1991 0.0480

V. DISCUSSION

In this section, we discuss our achieved results and com-
pare them with the results found in the literature review.

All models that we created achieved good performances
when we consider the RMSE metric, as it is shown in Table
IV. As we expected, models with exogenous variables gave
better results in the case of temperature prediction, while in
the case of precipitation, we got identical results. There is
one downside of models with exogenous variables they can’t
be easily used for future predictions. To use these models,
exogenous  variables  values  must  be  known,  which  means
that the values of these variables must be predicted with an-
other model.

A comparison between the period 1991-2020 and the ref-
erence period 1961-1990 for both temperature and precipita-
tion is presented in Table V. and Table VI, respectively. In
the case of temperature, we can see that the  temp_model_1

predicts an increase in temperature while temp_model_2 pre-
dicts a  small  decrease.  The true value indicates that  there
was a small increase in temperature. Concrete values from
temp_model_1 are close to values from papers [9], [23]. For
precipitation, both models predicted that there would be a
small increase in precipitation, while the true value indicates
that there was a small decrease.

Since Vuković et  al. [23] and Mihailović et al. [9] also
predicted mean temperature  for  the period 2071-2100, we
decided to use  temp_model_2 to predict mean temperature
for that period and to compare results. The temp_model_2 is
used since we don’t have exogenous variables for this pe-
riod. Besides this period, we predicted a mean temperature
for the period 2021-2050 in order to see if the trend of tem-
perature increase will continue. The values that we got from
our prediction indicate that there will be an increase in tem-
perature.  These results are shown in Table VII,  where we
can see that models predicted an increase in the temperature.
When  we  compare  this  prediction  with  the  prediction  by
Vuković et al. [23] and Mihailović et al. [9], we conclude
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the same that there will be an increase in temperature over
the years. Kržić et al. [20] estimated that the overall temper-
ature will increase by about 2 and 4 °C for the period 2071-
2100 compared to the reference period 1961-1990. We also
identified an increase in temperature,  but our results show
that the overall  increase in temperature when we compare
the period 2071-2100 with the reference period 1961-1990
will be around 1.75 °C. Our results in Table VIII. show that
precipitation will be almost constant, which is different from
the results in the papers [9], [20], [23], where it is said that
precipitation will change. Precisely, Kržić et al. [20] identi-
fied a decrease in precipitation of about 13 and 6 mm while
our results show that there will be no change in precipitation.

VI. THREATS TO VALIDITY

In this section, we express threats to the validity of the
proposed work:

• Due to limited hardware resources, we couldn't cre-
ate  a  bigger  set  of  parameter  combinations  that
could be used in order to find the best combination
with which models could be trained and evaluated.
An example is  the order  of  integration where we
used  range  0-2  which  might  not  be  enough.  Be-
cause of this limitation, we can't be certain if these
models could show better performances for temper-
ature and precipitation prediction. To overcome this
threat,  we could find appropriate hardware to run
these models.

• Since the used models are methods that utilize max-
imum  likelihood,  we  noticed  that  after  multiple
runs with the same data and parameters, results can
differ. Such a difference is small and appears at the
fifth or sixth decimal place in the result. This was
determined empirically after multiple tries. In every
try, we didn't get results that changed a trend in the
temperature  and  precipitation  data  that  we  pre-
sented in this paper.

VII. CONCLUSION

In this paper, we presented an approach to show that it is
possible to utilize SARIMA(X) models for climate predic-
tion.  During  the  literature  review  that  we  conducted,  we
didn't find any study that utilizes ML methods to predict cli-
mate changes in Serbia. Even though there are many studies
that describe the application of ML methods for climate pre-
diction for different areas, there still could be differences in
application due to area specificity. The concrete code that is
used for this research should be adapted and packaged in an
application for use by any user. Since this approach serves
more for future predictions in this form, it can only be used
for strategic planning. For this approach to be used for oper-
ative purposes, a data collection module and a similar model
that could be used for short-term predictions are required.
Finally, domain experts should validate the results that are
obtained from our approach in order to use this approach.

The models we created are simple to implement and uti-
lize on any hardware,  which is one benefit.  Even if these
models give predictions with a small error, they can still help
create future plans. Also, because of low hardware require-
ments, they can be used on farms, where a farmer can use
their predictions to create more accurate plans for growing
crops.  Since  these  models  give  accurate  predictions  for  a
temperature trend in the future, they can be used for govern-
ment strategic planning. As an example, agriculture authori-
ties could better allocate funding for irrigation systems. Dur-
ing creation of migrational and socio-economic politics au-
thorities should consider climate change. Additionally, this
prediction could influence plans for infrastructure projects as
well as companies that want to start a business in Serbia.

It is observed by analyzing models that the best results for
predicting  mean  monthly  temperature  give  a  long-term
SARIMA model with exogenous variables. The downside of
this model is that it can only be used with exogenous vari-
ables for future prediction. Even with such a shortage, a tem-
perature model predicted an increase in temperature over the
years, which aligns with the outcomes we found during the
literature  review.  In  the  case  of  precipitation,  our  models
didn't predict a significant change, which is not in line with
outcomes from the literature that we found.

Our  plan  for  future  work  is  to  adapt  these  models  for
short-term prediction, which could be useful  for  operative
purposes. Since these models could be used in different geo-
graphical locations in Serbia, models created for geographi-
cal locations with similar climate conditions could show bet-
ter performances than general models for the whole country
described in this paper. It could be helpful to create a few
different models for such purposes. Besides this, we would
like to increase the number of weather variables used in pre-
diction models, which could contribute to a more accurate
prediction.  Additionally,  using  a  walk-forward  validation
technique  could  give  better  results.  Also,  more  advanced
methods than SARIMA(X), like Recurrent Neural Networks
(RNNs), could be used with time-series data. We plan to im-
plement this method and compare the results with the one
we presented here. Also, we plan to provide a study on using
exogenous variables.  Last  but not least,  we would like to
create a different kind of prediction where we will predict
the distribution of temperature and precipitation. This is of
great  importance  to  avoid  disasters  caused  by  sudden
changes in climatic conditions.
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