
Abstract—Environmental  modeling  (and  air  pollution 

modeling  in  particular)  is  one  of  the  toughest  problems  of 

computational  mathematics.  All  relevant  physical,  chemical, 

and  photochemical  processes  in  the  atmosphere  should  be 

taken into account. These are mathematically represented by a 

complex  system  of  partial  differential  equations  (PDE).  To 

simplify the original PDE system proper splitting procedure is 

applied. As a result, the initial system is replaced by several 

simpler  submodels,  connected  with  the  main  physical  and 

chemical  processes.  Even in  the  case  of  a  local  study of  the 

environment  in  a  relatively  small  area,  the  model  should be 

calculated in a large spatial domain, because the pollutants can 

be  moved  quickly  over  long  distances,  driven  by  the 

atmosphere dynamics, especially at high altitudes. One major 

source  of  difficulty  is  the  high  intensity  of  the  atmospheric 

processes, which require a small time step to be used to get a 

stable numerical solution (at least in the chemistry submodel). 

All this makes the treatment of large-scale air pollution models 

a  heavy computational  task that  requires efficient  numerical 

algorithms.  It  has  always  been  a  serious  challenge  for  the 

fastest  and  most  powerful  supercomputers  of  their  time. 

Fortunately, Bulgaria is one of the leading countries in Eastern 

Europe  concerning  the  supercomputer  infrastructure 

development in recent years.

Index  Terms—air  pollution  modeling,  system  of  PDE, 

sensitivity analysis, algorithm, supercomputer, scalability.

I. INTRODUCTION

HE  IMPORTANCE of  environmental  security  has 

grown rapidly in the last years of the 21st century. This 

has become a topical issue in the decision-making process of 

environmental  issues  for  developed  countries  around  the 

world. To create reliable scenarios of global environmental 

changes and their possible consequences, it is necessary to 

carry out many comprehensive scientific studies on various 

aspects  of  the environment and climate.  From a scientific 

point of view, this means carefully analyzing the most im-

portant physical and chemical processes during the transport 

of pollutants, including all possible transformations and in-

teractions with other species [12], in the air over long dis-

tances.  The realization of this study requires collaboration 

T

between  scientific  experts  in  the  field  of  environmental 

modeling, and numerical analysis, as well as the conduct of 

numerous studies, based on which results are obtained that 

will be useful to society.

The present work aims to help develop a new reliable and 

computationally efficient mechanism to investigate the sen-

sitivity of estimated concentration levels for the most impor-

tant air pollutants, such as nitrogen dioxide (NO2) and espe-

cially ozone (O3), to the change of the rates of chemical re-

actions involved (directly or indirectly) in their formation. 

Both the actual  data estimates and some scenarios with a 

certain reduction in emissions from land transport in Europe 

calculated by the Unified Danish Euler Model (UNI-DEM) 

are used in these sensitivity analysis studies [5, 6, 13]. 

Sensitivity analysis (SA) [10, 17, 19] is called the study of 

how uncertainty in the output of a model can be allocated to 

different sources of uncertainty in the input data, and several 

sensitivity analysis techniques stand out in the literature [6, 

13, 16, 18]. Most existing SA methods rely heavily on as-

sumptions about some special properties related to the be-

haviour of the model (such as linearity, monotonicity, and 

additively of the relationship between the input factor and 

the output of the model). Among the quantitative methods, 

the methods based on variances are most often used [17]. 

The main idea of these methods is to estimate how the vari-

ance of an input or group of inputs contributes to the vari-

ance of the model's output.

The computational tasks involved in processing large-scale 

air pollution models are enormous. For this reason, it is advis-

able to simplify the considered large-scale tasks as much as 

possible, but to strive to preserve the high level of reliability 

of the obtained results of the considered model. On the one 

hand, this can be obtained using sensitivity analysis. On the 

other hand, it is necessary to study the influence of variations 

of the initial conditions, boundary conditions, and/or chemical 

rates on the model results. This will assist in creating more 

correct model simplifications. This kind of analysis can pro-

vide the researcher with valuable information about reason-

able  simplifications  and/or  identify  reliable  parameters
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and mechanisms to improve. This is because changes in pa-

rameters and mechanisms affect model outputs. 

The rest of the article is structured as follows. The second 

section provides an overview of the Danish Eulerian Model, 

encompassing its high-performance parallel code UNI-DEM, 

and its specialized sensitivity analysis version, SA-DEM. 

The third section presents numerical outcomes from scalabil-

ity experiments conducted with SA-DEM on two of Europe's 

largest supercomputers – IBM MareNostrum III in Barcelo-

na, Spain, and the petascale supercomputer Discoverer in 

Sofia, Bulgaria, part of the EuroHPC high performance 

computing network. Finally, concluding remarks from the 

presented results and some plans for future work are given at 

the end of the paper. 

 

II. THE DANISH EULERIAN MODEL (DEM) AND ITS PARALLEL 

IMPLEMENTATION 

A. Historical review 

The Danish Eulerian Model (DEM), boasting a robust 
development history spanning over 30 years [2, 3, 14, 15, 
21, 22, 23], stands as a formidable tool for assessing large-
scale air pollution. Throughout its evolution, it has proven its 
efficacy in diverse, long-term environmental studies across 
various domains, including but not limited to environmental 
protection, human health care, agricultural production, 
forestry, wildlife, cultural heritage preservation and others. 
All relevant physical and chemical processes in the 
atmosphere should be taken into account, which are 
mathematically represented by a complex PDE system. To 
simplify it a proper splitting procedure is applied. As a 
result, the initial system is replaced by several simpler 
systems (submodels), connected with the main physical and 
chemical processes. These systems should be calculated in a 
large spatial domain, as the pollutants migrate quickly over 
long distances, driven by the atmosphere dynamics, 
especially at high altitudes. Here they are exposed to 
temperature, light, and other conditions changes in an 
extremely wide range, and so does the speed of most 
chemical reactions. One of the major sources of difficulty is 
the dynamics of the atmospheric processes, which require a 
small time step to be used (at least, for the chemistry 
submodel) to get a stable numerical solution of the 
corresponding system. All this makes the treatment of large-
scale air pollution models a tuff and heavy computational 
task. It has always been a serious challenge, even for the 
fastest and most powerful state-of-the-art supercomputers. 
[7, 23]. 

 

B. Description of the Danish Eulerian Model (DEM) 

The Danish Eulerian Model (DEM) [3, 20, 21] is mathe-

matically represented by the following system of partial dif-

ferential equations: 

(1) 
𝜕𝑐𝑠𝜕𝑡    = − 𝜕(𝑢𝑐𝑠)𝜕𝑥 − 𝜕(𝑣𝑐𝑠)𝜕𝑦 − 𝜕(𝑤𝑐𝑠)𝜕𝑧 +𝜕𝜕𝑥 (𝐾𝑥 𝜕𝑐𝑠𝜕𝑥 ) + 𝜕𝜕𝑦 (𝐾𝑦 𝜕𝑐𝑠𝜕𝑦 ) + 𝜕𝜕𝑧 (𝐾𝑧 𝜕𝑐𝑠𝜕𝑧 ) + + 𝐸𝑠 + 𝑄𝑠(𝑐1,𝑐2,…,𝑐𝑞) − (𝑘1𝑠 + 𝑘2𝑠)𝑐𝑠  ;   

 s=1, 2, …, q 

 

in which the parameters’ meaning is as follows: 
q - number of equations (equal to the number of chemical 

species), 

cs - concentrations of the chemical species considered, 

u, v, w - components of the wind along the coordinate ax-

es, 

Kx, Ky, Kz - diffusion coefficients, 

Es - emissions in the space domain, 

k1s, k2s - coefficients of dry and wet deposition respective-

ly (s = 1, …, q), 
Qs(c1, c2,…, cq) - non-linear functions that describe the 

chemical reactions between the species. 

 

C. Splitting into submodels 

The above rather complex system is split into three 
subsystems (submodels), according to the major physical and 
chemical processes as well as the numerical methods applied 
in their solution. In particular, these are:  

-  (i) the horizontal advection and diffusion (2);  

- (ii) chemistry, emissions, and deposition (3);  

-  (iii) vertical exchange (4).  

 The submodels are described rigorously by the next 
formulae: 

(2) 
𝜕𝑐𝑠[1]𝜕𝑡    =− 𝜕(𝑢𝑐𝑠[1])𝜕𝑥 − 𝜕(𝑣𝑐𝑠[1])𝜕𝑦 +𝜕𝜕𝑥 (𝐾𝑥 𝜕𝑐𝑠[1]𝜕𝑥 )+ 𝜕𝜕𝑦 (𝐾𝑦 𝜕𝑐𝑠[1]𝜕𝑦 ) ,  

(3) 
𝜕𝑐𝑠[2]𝜕𝑡 =  𝐸𝑠 + 𝑄𝑠 (𝑐1[2], 𝑐2[2], … , 𝑐𝑞[2]) − (𝑘1𝑠 +𝑘2𝑠)𝑐𝑠[2]

,  

(4) 
𝜕𝑐𝑠[3]𝜕𝑡 =  − 𝜕(𝑤𝑐𝑠[3])𝜕𝑧 +  𝜕𝜕𝑧 (𝐾𝑧 𝜕𝑐𝑠[3]𝜕𝑧 ) . 

The discretization of the spatial derivatives in the right-

hand sides of the sub-models results in forming three large 

systems of ordinary differential equations. 

 

D. Numerical methods and domain decomposition 

techniques applied in the submodels 

A selection of various numerical methods is used in the 

numerical solution of the submodels. High stability require-
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ments apply to the selected methods, because of the stiffness 

of the equations to be solved. 

 In the advection-diffusion submodel Finite Elements 

method (FE) is applied, followed by predictor-corrector 

schemes with several different correctors. 

In the submodel for chemistry, emissions, and deposition, 

an enhanced version of the Quasi Steady-State Approxima-

tion (QSSA) is employed [8, 9, 11]. Emphasizing the pivotal 

role of chemical reactions, the model introduces both nonlin-

earity and stiffness. This atmospheric chemistry model 

stands out for its meticulous and precise depiction of chemi-

cal processes. The chosen chemical scheme – the condensed 

CBM-IV (Carbon Bond Mechanism IV), was initially pro-

posed in [8], with subsequent improvements, specifically 

addressing ammonia-ammonium transformations, document-

ed in [21]. In its basic form (involving 35 chemical species), 

the model accounts for 116 chemical reactions, of which 69 

are time-dependent and 47 are time-independent. This 

scheme proves to be well-suited and adequate for investigat-

ing scenarios involving elevated concentrations of various 

pollutants. 

In the vertical transport submodel, the Finite Elements 

method is generally used, followed by θ-methods. It should 

be mentioned here that there is an option to switch off the 

vertical transport submodel, which results in a simplified 2D 

version of the model. 

 

E. Parallel implementation 

The primary tool for parallelization is the MPI standard 

library. Originally designed as a communication library for 

distributed memory computers, MPI (Message Passing Inter-

face) has evolved into one of the most popular parallelization 

tools for application programming, known for its efficiency, 

portability, and user-friendliness. Its versatility extends to a 

wide range of parallel systems, including shared-memory 

computers and clustered systems (where each cluster node 

operates as a distinct shared-memory machine), ensuring a 

high level of code portability. 

In the context of UNI-DEM, MPI parallelization relies on 

spatial domain partitioning (see [13, 14, 15] for more detail). 

In SA-DEM code, built up on simultaneous execution of 

several UNI-DEM calls with perturbed internal parameters 

and/or input data, there is another (coarser) level of parallel-

ism, based on these large potentially parallel tasks. The MPI 

library allows these to be organized as super-tasks, working 

on separate communicators. 

For a more in-depth explanation of the main computation-

al stages of the model, the numerical methods and techniques 

engaged in each stage, as well as the parallelization strategy 

used in the UNI-DEM and SA-DEM codes, one can refer to 

[1, 4, 14, 15, 21, 23]. 

III. NUMERICAL RESULTS 

This section presents the outcomes of scalability experi-

ments conducted on two of Europe's most powerful general 

purpose supercomputers, namely the IBM MareNostrum III 

at the Barcelona Supercomputing Centre (BSC) in UPC - 

Barcelona, Spain, and the Discoverer system at Sofia Tech 

Park in the capital of Bulgaria. Both systems are currently 

parts of the EuroHPC computational infrastructure, as Ma-

reNostrum III was upgraded and up-scaled to the more pow-

erful MareNostrum V. Tables I and II below contain summa-

rized results of these experiments. The primary user-defined 

parameters for the experiments with SA-DEM / UNI-DEM 

on both machines were configured as follows: 

• Discretization grid size: 480 × 480 (two-dimensional fi-

ne-resolution grid with step 10 km in both directions);   

• Number of chemical species (q): 35; 

• Main time-discretization step: 90 seconds (applied to all 

stages, could be reduced on the chemistry stage, if necessary 

TABLE I. 

EXECUTION TIME T (IN SECONDS), SPEED-UP (SP), AND PARALLEL EFFICIENCY E (IN %) OF SA-DEM (FINEST GRID) ON THE SPANISH 

SUPERCOMPUTER IBM MARENOSTRUM III 

Time T [seconds], speed-up (Sp), and parallel efficiency E [in %] 

of SA-DEM (2D MPI version) on the IBM MareNostrum III supercomputer 

(480×480) mesh, 35 chem.species, NSIZE = 32 

PE / 
MPI 
tasks 

nodes 

STAGE 
TOTAL 

Advection-diffusion Chemistry 

T [s] (Sp) E [%] T [s] (Sp) E [%] T [s] (Sp) E [%] 

10 1 82927 (10) 100 %  74835 (10) 100 % 168847 (10) 100 % 

 40 3 19578 (42) 108 % 16624 (45) 113 % 40282 (42) 105 % 

80 5 10178 (81) 103 % 8953 (84) 104 % 22471 (75) 94 % 

160 10 5188 (160) 98 % 4632 (162) 101 % 13273 (127) 80 % 

320 20 2945 (282) 88 % 2352 (318) 99 % 8331 (203) 63 % 

640 40 1537 (540) 84 % 1204 (622) 97 % 5387 (313) 49 % 

960 60 1206 (688) 72 % 815 (918) 96 % 4118 (410) 43 % 

1600 100 869 (954) 60 % 493 (1517) 95 % 3373 (501) 31 % 
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in order to ensure numerical stability, as well as for more 

accurate calculations of the extreme values of concentrations 

for some unstable species, involved in very quick chemical 

reactions); 

• Chunk size parameter NSIZE (used for improving data 

locality of the parallel computations and better utilization of 

the fastest cache memory): 32; 

• Period of simulations: one year. 

A. Numerical results from scalability experiments with SA-

DEM by using the IBM MareNostrum III supercomputer at 

BSC 

In Table I results of running SA-DEM on the most power-

ful Spanish supercomputer – IBM MareNostrum III at BSC 

(located in the Technical University of Catalonia (UPC) - 

Barcelona) are presented. The main technical parameters of 

this system are described on its webpage [24]. The size of 

the test problem makes it impractical to use less than 10 par-

allel tasks in the simulations. That’s why the table starts with 
experiment with 10 MPI tasks on one node (capable of exe-

cuting up to 16 tasks in parallel on its 16 cores), assuming 

also a speed-up (Sp) of 10 in this case and measuring the 

efficiency E with respect to this initial experiment. We 

should mention also that not always the number of calcula-

tions determines the computing time, the amount of data 

transfers between different levels storage must also be taken 

into account. The limited size of cache (the fastest access 

storage) makes it more efficient in processing smaller tasks 

(their size is inversely proportional to their number), which 

explains the super-linear speed-up for the few initial rows of 

the table (the same applies, as well, to Table II). 

 

B. Numerical results from scalability experiments with SA-

DEM and UNI-DEM by using the largest Bulgarian 

supercomputer Discoverer 

The outcomes from scalability experiments utilizing SA-
DEM / UNI-DEM on Bulgaria's largest supercomputer 
(Discoverer), are reported in this section (Table 2 and Table 
3). The machine was installed three years ago at Sofia Tech 
Park by Atos company. In November 2023, the new ranking 
of the top 500 supercomputers in the world was released, 
where Discover took place 166 [27]. This supercomputer is a 
crucial component of a novel network comprising eight new 
high-performance supercomputers across the European 
Union, established and supervised by the European High-
Performance Computing Joint Undertaking (EuroHPC JU). 

 

IV.  CONCLUSIONS  

Analyzing the results from the numerical experiments pre-

sented in the previous section the following insights were 

made: 

• The parallel MPI implementation of SA-DEM demon-

strates excellent balance, portability, and efficiency on some 

of leading Europe's supercomputers (including Bulgaria’s 
most powerful supercomputer Discoverer), integrated into 

the EuroHPC computing infrastructure. 

• The efficiency and speed-up are higher in the computa-

tionally-intensive stages. In particular, the chemistry-

deposition stage (which does not need any communication 

TABLE II. 

EXECUTION TIME T (IN SECONDS), SPEED-UP (SP), AND PARALLEL EFFICIENCY E (IN %) OF EXPERIMENTS WITH SA-

DEM (2D FINE GRID VERSION) ON THE BULGARIAN PETASCALE SUPERCOMPUTER DISCOVERER (PART OF THE 

EUROHPC INFRASTRUCTURE) 

Time T [seconds], speed-up (Sp), and parallel efficiency E [in %] 

of SA-DEM (2D MPI version) on DISCOVERER supercomputer 

(480×480) mesh, 35 chem.species, NSIZE = 32 

PE / 
MPI 
tasks 

nodes 

STAGE 
TOTAL 

Advection-diffusion Chemistry 

T [s] (Sp) E [%] T [s] (Sp) E [%] T [s] (Sp) E [%] 

10 1 73028 (10.0) 100 % 64817 (10.0) 100 % 148225 (10) 100% 

20 2 36842 (19.8) 99 % 30296 (21.4) 107 % 72341 (20.5) 102% 

40 3 18458 (39.6) 99 % 15465 (41.9) 105% 37949 (39.1) 98% 

80 5 9634 (75.8) 95 % 7981 (81.2) 102 % 20636 (71.8) 90% 

120 10 4807 (152) 95 % 3925 (165) 103 % 11795 (126) 79% 

320 20 2525 (289) 90 % 2037 (318) 99 % 6861 (216) 68% 

640 40 1290 (566) 88 % 1034 (627) 98 % 4810 (308) 48% 

960 60 908 (805) 84 % 697 (930) 97 % 3363 (441) 46% 

1600 100 764 (956) 60 % 445 (1457) 91 % 2781 (533) 33% 
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between the tasks) has almost linear overall speed-up, even 

super-linear concerning the number of MPI tasks (a cache-

size effect due to decreasing size of processed data per task 

with increasing the number of MPI tasks). 

• The advection-diffusion stage scales pretty well too, 

taking into account that there is some unavoidable computa-

tional overhead due to overlapping subdomain boundaries of 

the partitioning. In the chemically-intensive stages, the hy-

brid MPI-OpenMP code leverages a reduction in time, 

thanks to the involvement of multiple threads with the 

OpenMP lower level of parallelism activated at the core lev-

el within a node. However, this optimization has minimal 

impact on other stages. 

• To maintain comparability, the size of chunks at the 

chemistry-deposition stage (NSIZE=32) has been consistent 

across all experiments. Although this might not be optimal in 

every scenario, particularly when the number of MPI tasks is 

high, using a lower value for NSIZE can potentially yield 

better results. 

• As computations span a substantial number of nodes, 

communications between MPI processes on different nodes 

become costly, resulting in some speed-up degradation and 

reduced overall efficiency. To address this, efforts should 

focus on optimizing I/O processes to mitigate this negative 

impact, forming part of our future tasks. 
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