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Abstract—Online job advertisements (OJAs) have become a
significant data source for analyzing labor market dynamics,
offering insights into shifts within occupations, industry sectors,
skills, and tasks. This paper investigates the cross-lingual and cul-
tural differences in OJAs and their impact on the transferability
of Natural Language Processing (NLP) methods and research
scope. By analyzing OJAs from Austria, France, Germany, Italy,
Spain, the UK, and the US, we point out substantial variations
in document length, diversity metrics, syntactic structures, and
content features such as salary information. These differences
underscore the challenges in applying NLP methods universally
across languages and cultures. Our findings emphasize the need
for tailored approaches in NLP research and offer a starting
point for developing standardized pipelines for analyzing text
genres across different languages.

I. INTRODUCTION

O
NLINE Job advertisements (OJAs) have garnered sig-
nificant attention from researchers across various fields,

including social sciences, economics, and computational lin-
guistics. Studies utilizing OJAs have explored labor market
trends, skill demands, and occupational shifts [1], [2], [3], [4],
[5], [6]. Additionally, OJAs offer insights into demographic
targeting and potential discrimination, making them critical
for research in Human Resources (HR) and gender studies [7],
[8], [9]. The digital migration of job ads has enhanced their
accessibility, prompting the development of Natural Language
Processing (NLP) methods to process and analyze these texts.
However, given the diverse linguistic and cultural contexts of
OJAs, it is essential to investigate how these differences affect
the transferability of NLP methods and research findings.

The main contributions of our exploratory study are:

1) Cross-Lingual Variation in Job Advertisements: We
identify and quantify1 substantial differences in language,
structure, and content in job advertisements across seven
countries, emphasizing the need for localized approaches
in NLP research.

2) Impact on NLP Method Transferability for Down-

stream Tasks: The study highlights how cross-lingual

1Our code and supplementary plots can be accessed here: https://github.
com/TM4VETR/linguistic-cultural-differences-OJAs/

and cultural variations in the text genre job ads can hinder
the direct transfer of NLP methods, providing tangible
evidence and metrics to support this claim. We discuss
how this impacts other text genres as well.

3) Comprehensive Data Collection and Analysis Pipeline:
We present a robust methodology for scraping OJAs from
multiple countries using consistent data sources, ensuring
high comparability and reliability of the results.

By exploring the form and content variations in OJAs from
different countries and languages, this paper aims to iden-
tify potential pitfalls in cross-lingual and -cultural research,
providing a foundation for more effective and nuanced NLP
applications in the context of global applied NLP.

II. JOB ADVERTISEMENTS AS RESEARCH SUBJECTS

In recent years, the interest in job advertisements (job ads)
has increased among a diverse group of actors, including
researchers from fields such as social sciences and economics,
as well as government agencies and private corporations, who
use job ads as a data source to gain insights into labor market
dynamics. These insights include shifts in occupations [1], [2],
industry sectors, skills [3], [4] and tasks [5], [6]. Beyond these
aspects, job ads can also provide perspectives on how various
demographic groups are targeted or potentially discriminated
against, offering critical data for HR or gender studies [7], [8],
[9] research. Furthermore, job ads have been used to study
how employers attempt to attract candidates, for example by
analyzing benefits they offer [10] or the way they present their
corporate identity [11], [12]. Research on job ads has been
performed in many different countries and on job ads of many
different languages, including, among others, all EU states and
the UK [13], [14], Brazil [15], Canada [16], China [7], Japan
[17], Mexico [15], Taiwan [18] and the United States [19].
While some of the mentioned studies were of qualitative
nature, the rise of big data in recent years and the digital
migration of job advertisements have significantly enhanced
their accessibility as a data source, which motivated the
development of NLP methods to structure and analyze these
texts. This study aims to investigate how linguistic and cultural
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differences in job ads impact the transferability of NLP
methods and research findings across different languages and
cultures.

III. JOB ADVERTISEMENTS AS TEXT GENRE

From a linguistic perspective, job ads can be considered a
text genre [20], characterized by their communicative purpose
[21], the recurrence of situations they address, the discourse
community that produces them, and their primary audience
[22]. Thus, the actors working with these texts have certain
expectations about the texts’ content and linguistic character-
istics based on their genre knowledge [23]. However, some
studies on other text genres have shown that these assumptions
might not always apply to all languages and cultures [24],
[25], [26], [27], [28], [29], [30], even though in other studies
such evidence has not been found [31]. Studying cross-
lingual and -cultural differences within a text genre has also
gained great attention by researchers from translation studies
[20], [32], [33], [34]. In NLP, however, research on cross-
lingual text genre has instead focused on getting models to
transfer and adapt genre-specific language information from
resource rich languages to resource low languages. We argue
that practitioners in applied NLP working with specific text
genres can benefit from analyzing cross-lingual and cultural
differences within their text genre. Our core argument is that
researchers may falsely assume that findings derived from one
language or cultural context apply universally within the same
genre. This can unfold in two ways:

1) NLP Methods: Researchers assume their NLP methods
for processing job ads are universally applicable. This
could include the usefulness/ translation of word lists,
structural patterns for rule based systems or the potential,
limitations, strengths and weaknesses of Machine Learn-
ing with encoder-based models like BERT [35] or auto-
regressive models such as GPT [36].

2) Research Scope: Given the diverse purposes for which
job ads are used, it is unclear whether all information
expected to be included in job ads actually is included
across countries.

IV. RESEARCH QUESTION

Derived from the observations described in the previous two
chapters, our central research question is: Can differences

in the form or content of OJAs potentially hinder the

transferability of NLP methods or research scope? To
answer this question, we perform quantitative analyses on
OJAs from different countries and languages. Our analyses
focus on different aspects of OJAs and were designed partly
to explore the linguistic differences between the data and
partly with regard to specific features derived from potential
pitfalls. We chose this mixed approach, because we believe
both types of analyses might be beneficial to researchers.
Analysing cross-lingual or -cultural differences with regard to
a specific pitfall can help uncover and overcome it. However,
it is impossible for researchers to identify all such pitfalls ex-
haustively beforehand, which is why using general descriptive

analyses of the language data might help uncover additional
instances. We describe our exact methods in Section VI and
indicate whenever we use a certain analysis with respect to a
specific pitfall.

V. DATA

Since no publicly available, comparable job ad dataset
across multiple languages exists, we decided to collect our own
data by scraping2. We faced the challenge that country-specific
differences could be influenced by factors like occupation or
industry sector, acting as confounding variables. Classifying
ads into the respective taxonomies would require complex
models and normalization, beyond this project’s scope. Our
exploratory research indicated that different websites target
different audiences, affecting the types of employers and
employees. To mitigate this, we scraped data from the same
website operating across multiple countries. We scraped data
from CareerJet3 from Austria, France, Germany, Italy, Spain,
the United Kingdom, and the United States.
We chose these countries specifically for several, mostly prac-
tical reasons. Firstly, we aimed to include different countries
sharing the same main language to see whether differences
were merely linguistic or also cultural. Subsequently, we have
chosen two German and two English speaking countries.
Then, for our analyses we make use of existing NLP libraries
and models. Especially the use of multilingual models when
performing tokenization or NLI analyses (see Section VI)
required us to limit ourselves to languages that these models
have been pre-trained on. Additionally, since we use Zero-Shot
models for our analyses, we wanted to focus on languages
that our team members had access to, to be able to manually
examine the performance of these models for some basic
sanity checks. Lastly, the countries mentioned are all rather
large and strong in research, which ensured that there would
be enough data, and with regard to our research question it is
likely that methods for OJA processing will be developed on
data from these countries. The choice of countries, however,
is somewhat vulnerable as we discuss in Section IX.
Our target was to gather a dataset of 10,000 OJAs from each
country. We argue that this number is sufficiently large to
provide meaningful insights into the research questions while
remaining computationally manageable considering some of
the applied analyses are quite resource intensive, for example
the vendi-score calculation (Section VI). We scraped slightly
more data in case some of the scraping results were corrupted
and randomly sampled to get the desired amount. Data scrap-
ing for all countries was completed within a week, with one
or two days dedicated to each country. Therefore, our data is
also comparable with regard to origin time.
In addition to the job ad data scraped from CareerJet, we ran
our linguistic analyses on the Wikilingua dataset [37] for com-
parison where applicable. This dataset contains a compilation

2We are working on publishing our data in compliance with data privacy
regulations.

3https://www.careerjet.com/, accessed April 2024.
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of WikiHow4 articles and summaries in 18 different languages.
Using a reference dataset is useful to distinguish between
language and genre related features and differences to some
extent. We chose the Wikilingua dataset because it is available
for all examined languages (English, German, French, Italian,
Spanish), easily accessible, and the texts are of suitable length.
To run the analyses, 10.000 Wikilingua articles per language
are sampled. Noteworthily, the contents of these articles may
partly overlap between languages, since the Wikilingua data
contains translations of English articles.

VI. METHOD

We executed an analysis pipeline with each of the seven
data splits from Austria, France, Germany, Italy, Spain, the
UK, and the USA to compare job ad data across countries and
languages. The examined features include structural, linguistic
and job-ad related aspects, precisely document length, lexical
and structural diversity, Part-Of-Speech (POS) tags, paragraph
and list count and length, language detection, and presence of
salary information as a content feature. All aspects except the
latter three were analyzed using the Wikilingua [37] reference
dataset as well. In the following, the specific measures used
to determine the aforementioned features are described.
Document length: The mean, median, and standard deviation
of document length in tokens were calculated for each country
split. To get the length in tokens, we used two different
tokenization methods. The first one is simple white-space
splitting, with additionally separating symbols and punctuation
and counting them as single tokens. Since pre-trained language
models such as BERT [35] use Wordpiece tokenization, we
used the BertTokenizer for multilingual BERT [35] for split-
ting documents as well. This results in higher token counts
because tokens are split into sub-tokens. Document length in
tokens can be highly relevant for processing in pre-trained
language models since BERT-like models usually truncate
texts after 512 tokens.
Type-token ratio: The type-token ratio (TTR) is a simple
measure for lexical diversity of a text (corpus). It is calculated
by dividing the number of types (unique tokens) by the number
of tokens (all tokens in a text). Since the TTR is sensitive
to text length, we used the standardized TTR (STTR) that
computes the TTR for each window w of n tokens and
averages over all windows W .

STTR =

∑
w∈W

count(types)
count(tokens)

count(w)
. (1)

The STTR is a value between zero and one. Values close
to one indicate high lexical diversity, lower values point to
less diversity. In our experiments, the STTR was calculated
with a window size of n=1000. For each country corpus, it
was calculated using both on white-space tokenized texts, and
lemmas obtained from language models from the SpaCy NLP
pipeline [38]. Especially for morphologically rich languages
like German, lemmas are more insightful for measuring lexical

4https://www.wikihow.com/Main-Page, accessed April 2024.

diversity.
Vendi-score: The vendi-score (VS) [39] is a diversity metric
for Machine Learning that can be used for a broad range of
matrix-based data types. It is defined as

V Sk(x1, ..., xn) = exp(−
n∑

i=1

λilogλi) (2)

where x1, ..., xn is a collection of n samples, k is a pairwise
similarity function with the kernel matrix K, and λi, ..., λn

denote the eigenvalues of K/n. Higher values indicate more
diversity within a collection of samples.
We calculated the n-gram VS with n ranging from one to
three to measure lexical-structural diversity within a data split.
Additionally, the embedding VS with contextual embeddings
obtained from multilingual BERT [35] was used to assess
semantic diversity. The similarity function k is the cosine
similarity for both n-gram and embedding VS.
Generally, diversity on different linguistic levels can offer
insights into how complex the downstream task is. This could,
for example, be used as an indicator of how much evaluation
data is required. Examining diversity is particularly important
for approaches that are evaluated on the basis of very few
manual examples, e.g. prompting [40], other zero- or few-shot
methods [41] or synthetic job ads [42].
POS-tags and POS n-grams: To get insights into the linguis-
tic structure of the texts, we used POS-tags obtained using the
SpaCy NLP pipeline [38]. For each country, the frequency of
POS-tags was determined. If the frequency distribution of tags
varies a lot between countries and datasets, this may point
to language- or genre-specific differences in job ad data. It
is also interesting to examine whether there are significant
discrepancies between the two same language country pairs
(Germany-Austria and UK-US). In addition, we count n-
grams of POS-tags with n=2 and n=3. Again, this could
provide evidence for language- or genre-specific contrasts. For
instance, the comparison of POS n-grams allows conclusions
on syntactic differences, which can be important for analysis
systems based on POS-patterns.
Considering the differences in linguistic structures can be
relevant specifically for the transferability of syntax based
methods. For example, [6] use verb object pairs to extract tasks
from OJAs. While this is reasonable for English job ads, an
exploratory analysis of German job ads showed that instead of
using such verb-object pairs these tasks were often expressed
as compounds (e.g. Kundenberatung).
Paragraph/ List count and length: Scraping data from
CareerJet allowed us to maintain structural HTML information
from the website such as linebreaks and listings (ordered and
unordered lists). It is worth mentioning, however, that this
approach possibly misses out on some listings, since some
may not be appropriately formatted in HTML. We created
paragraphs based on linebreaks and lists (a list is counted as
one paragraph). The paragraphs and lists were counted per
document, and the average count per document was calculated
for each country split. In addition, we computed the average
paragraph length in whitespace-tokens and the average list
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length in list items.
This analysis might offer insight into structural differences
between job ads from different countries. This is relevant,
because the structure of job ads is frequently used in the
OJA analysis pipeline. For example, researchers performed
text zoning to identify different segments within the job ads
such that specific aspects like skills were only extracted from
relevant segments [43], [44], [45]. By counting the amount
of list items we hoped to gain insight into how many skills,
tasks and benefits can on average be found in OJAs of a
given country. We assumed that lists almost exclusively list
one of these three entities, i.e. not mix these entities or contain
information about other topics. One downside of our current
approach is, however, that it lacks the ability to classify these
entities.
Language Detection: We used an XLM-RoBERTa-base pre-
trained language detection model [46] to identify job ads not
written the respective country’s main language. The model is
trained to distinguish 21 languages, including the five exam-
ined (English, French, German, Italian, Spanish). Determining
the percentage of foreign language texts and the languages
present in a dataset is crucial for applying NLP methods, since
many approaches are built for a single particular language.
Choosing a multilingual method, such as a suitable pre-
trained multilingual model, might be necessary in some cases.
Social science researchers in particular are usually interested
in investigating the entire country, regardless of the language.
Moreover, detecting the languages used in job ads could
also provide interesting insights into the target group to be
addressed by the employer. For instance, if many job ads from
a non-english speaking country are written in English, this
could point to a particular interest in international candidates.
Salary information: To determine the presence of salary
information in a job ad we used two indicators. First, we
extracted information from a text field of the website by stor-
ing the corresponding HTML-tag information in our database.
This information usually consists of precise numbers such
as the hourly, monthly or yearly salary. Second, a zero-shot
classification approach based on a multilingual mDeBERTa
model trained for Natural Language Inference (NLI) [47] is
used. Each paragraph of a job ad was used as a premise
tested against the hypothesis ’The line contains information on

salary.’. If the model yielded an entailment probability ≥ 0.9,
the paragraph was marked and the whole job ad was labeled
with true. For each country split, the relative number of job
ads containing salary information was computed.
We consider our investigation of salary information as a means
to test how research scope varies between cultures, as outlined
in Section III. Previous studies have leveraged salary data
to analyze phenomena such as the impacts of introducing
minimum wage [48]. Therefore, researchers in other countries,
where the minimum wage has been implemented, might be
interested in using this study as a reference.

VII. RESULTS

In this section we present our results. We focus on the
findings most relevant to our discussion, supplementary results
and plots can be accessed in our repository.
Document length: Figure 1 plots mean and standard deviation
of document length based on the two methods described in
Section VI. Overall, there are more tokens using the BERT to-
kenization, which is expected given the subword tokenization.
The majority of country-wise proportions are comparable for
both tokenization methods, although some discrepancies can
be observed. For example, German, Austrian and French texts
are proportionally longer with the BERT tokenization.
It is striking that the UK and the US not only have the longest
OJAs, but are also the only countries where the job ads are on
average longer than the Wikilingua texts. US ads are longest
with a mean length of 740 BERT tokens while Italian ads
are shortest with a mean length of 369 tokens, followed by
Spain. German, Austrian and French OJAs display similar
mean lengths around 550 tokens. For all countries except the
UK and the US, texts from the Wikilingua reference dataset
are notably longer on average. French Wikilingua texts are
longest with a mean length of 728 tokens. In general, the
Wikilingua data shows less discrepancies between languages
than the OJA data does between countries. However, one
possible explanation is the content-wise overlap in Wikilingua
data.
Diversity Metrics: STTR, n-gram VS, and embedding VS
are all metrics indicating different aspects of corpus diversity.
Therefore, we use Table I to give an overview of text diversity
in our datasets. We can see that consistently OJA data is
more diverse in terms of STTR than the respective Wikilingua
counterpart. For both VS metrics we observe the opposite. The
Wikilingua data is more diverse here. For STTR, the difference
is highest for Austria and lowest for Italy. For n-gram VS
it is highest for Italy and lowest for Germany, whereas for
embedding based VS it is highest for the UK and lowest for
Germany.
The within metric differences between countries are generally
low to moderate with a few exceptions. Overall, we see that
French and Spanish data is less diverse across most metrics
compared to other country splits, whereas German, Austrian
and Italian OJA data is rather diverse.

TABLE I Comparison of different text diversity metrics
across countries, plus diversity metrics of Wikilingua data for
reference.

Country STTR↑ VS_ngram↑ VS_embedding↑

OJA Wiki OJA Wiki OJA Wiki

AUT .45 .36 275 331 1.42 1.56
DE .43 .36 284 331 1.4 1.56
ES .38 .34 242 379 1.39 1.61
FR .37 .32 164 311 1.34 1.50
IT .41 .38 280 542 1.4 1.66
UK .40 .34 240 397 1.19 1.46
US .41 .34 234 397 1.21 1.46
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Fig. 1: Document length. Upper plot shows mean token
count based on BERT subtokens, lower plot based on simple
whitespace tokenization. Comparison between countries (x-
axis) and datasets indicated by colors.

POS analysis: We analyzed the distribution of different POS
types using radar plots as demonstrated in Figure 2 to quickly
access the differences between countries with regard to se-
lected POS types. We chose the POS tags ADJ, ADV, AUX,
ADP, NOUN, VERB, PRON and PROPN, because we argue
that these, mostly containing content words, are most relevant
to NLP method design. The most relevant findings from the
comparison of OJAs from different countries are:

• In general, for all country splits, there is a major overlap
in the distribution of the POS tags examined.

• Nouns have the highest frequencies across all countries.
• Some differences appear to depend on the language

family. The Romance languages Spanish, French and

Italian have more adpositions (ADP) than the Germanic
languages English and German.

• Although the discrepancy is not very profound, data
from the English-speaking countries (UK and US) shows
an increased occurrence of verbs compared to all other
languages. OJAs from German-speaking countries Aus-
tria and Germany have the lowest proportion of verbs
which may be due to the popularity of substantivations
in German.

The corresponding radar plots comparing the two datasets
per country can be found in the supplementary material
accessible in our repository. The most relevant observations
are summarized in the following:

• All countries have more nouns in OJAs than in the
Wikilingua data, except from Spain where it is about
equal.

• All countries have less verbs in OJAs than in the Wik-
ilingua data.

• All countries have more proper nouns in OJAs than in
the Wikilingua data, although the discrepancy is greater
for Spain than it is for other countries, like Germany.

• OJAs also tend to have more adjectives and adpositions,
whereas Wikilingua data has more auxiliaries and ad-
verbs, although the differences are not very large for the
most part. Wikilingua data also has substantially more
pronouns.

With regard to bi- or trigrams, the analysis becomes even more
complex given the large number of patterns. This makes it dif-
ficult to choose individual patterns for comparison. Therefore,
we employed Principal Component Analysis (PCA) [49] to
identify key syntactic structures that significantly contribute
to variations among datasets. PCA effectively reduces dimen-
sionality, transforming the data into principal components that
capture the major patterns of variation. This method allows
us to highlight the most influential n-grams across different
countries. Figures 3a and 3b plot the PCA results across
countries. In Table II, we list the five influential bigrams and
trigrams identified from the PCA of OJA data. These n-grams
have the highest absolute loadings on the first two principal
components, indicating their significant contribution to the
patterns of variation captured by these components.
Countries sharing the same official language are very close in
their principal components. Likewise, there is a clear vertical
separation between countries with Romance languages Spain,
France and Italy and countries with Germanic languages
Austria, Germany, UK and US. This clearly points to similar
sentence patterns of the related languages.
When adding the Wikilingua data to the plot, the overlap of
each language data was not very pronounced, but rather there
was a clear separation between OJA and Wikilingua data.
Upon investigating the influential bi- and trigrams per compo-
nent of the PCA with and without the additional Wikilingua
data, we found that the former were much more related to
function words rather than content words. This indicates that
certain structural patterns in OJA or Wikilingua text genres
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govern language specific differences to some extent. On the
other hand, the examination of influential bi- and trigrams in
OJA data for the components in Figures 3a and 3b reveals that
they almost exclusively contain at least one noun. As we have
described above, nouns are very frequent in OJAs based on
our unigram analysis. However, the exact patterns in which
nouns appear seem to vary between languages (see Table II).

TABLE II Influential bigrams and trigrams for the first two
principal components.

Component Influential N-grams

Component 1

Bigrams:
(’ADP’, ’NOUN’),
(’ADJ’, ’NOUN’),
(’NOUN’, ’ADP’),
(’NOUN’, ’ADJ’),
(’DET’, ’NOUN’)
Trigrams:
(’NOUN’, ’ADP’, ’NOUN’),
(’ADP’, ’NOUN’, ’ADP’),
(’DET’, ’NOUN’, ’ADP’),
(’ADP’, ’DET’, ’NOUN’),
(’ADP’, ’NOUN’, ’ADJ’)

Component 2

Bigrams:
(’DET’, ’NOUN’),
(’NOUN’, ’NOUN’),
(’PROPN’, ’PROPN’),
(’NOUN’, ’SPACE’),
(’SPACE’, ’NOUN’)
Trigrams:
(’NOUN’, ’SPACE’, ’NOUN’),
(’NOUN’, ’NOUN’, ’PUNCT’),
(’NOUN’, ’DET’, ’NOUN’),
(’PROPN’, ’PROPN’, ’PROPN’),
(’ADJ’, ’NOUN’, ’SPACE’)

Paragraph & List information: Table III provides the
mean and median amount of paragraphs and lists per country
as well as their length. France has the most paragraphs while
Austria and Italy have the fewest. US and UK data has the
longest paragraphs, and Germany and Italy have the shortest.
Likely, these trends are to some extent related to the total
lengths of ads per country. However, while having similarly
long ads, Germany has substantially more paragraphs than
Austria while consequently the paragraphs in Austrian ads are
longer.
With regard to lists the most prominent observation is that
in Spain, France and Italy more than half of the ads did not
have a single list (median = 0). On the other hand, Austria,
Germany, the UK and the US had around 2 lists per document
on average. However, the average amount of items per list was
rather similar across all countries with around 5 items per list
as median and average.
Language Detection Overall, the amount of job ads labeled
with a language other than the countries’ main language was
small (Figure 4). Spain had a substantially larger amount
compared to the other countries, albeit still minor with around

2% of the texts being labeled with a language other than
Spanish. The foreign language texts detected for Spain were
exclusively labeled with English and Portuguese. In the other
non English-speaking countries, the majority of the foreign
texts were detected as English. In the US, the predominant
foreign language was Spanish, and Arabic in the UK. Note-
worthily, the language detection also revealed a few job ads
only contained a very short text, such as a city name and a
postal code. The language detection model did not properly
work for such instances, resulting in misclassification of the
respective samples. Arguably, these texts cannot actually be
counted as real job ads. However, since only a very small
number of samples was affected, we decided to not further
address this issue.
Salary Information: Figure 5 shows the comparison of
salary information obtained from a structured website field
vs. from the texts. It is apparent that all countries have salary
information in the texts that is not included in the structured
information of the website. However, the ratio differs signif-
icantly. While Germany displays a discrepancy of almost 40
percentage points, in the UK only about 10% of the ads contain
additional salary information in text. Generally, Italy has the
lowest share of salary information in job ads, whereas UK,
US and Austria have a relatively large proportion across both
identification strategies.

VIII. DISCUSSION

In this section, we closely examine the results from Sec-
tion VII, interpreting the outcomes of each method individu-
ally (Section VIII-A). We provide explanations for observed
phenomena, sometimes overlapping with Section IX, where we
discuss limitations of specific methods. However, Section IX
focuses more on macro-level limitations rather than individual
methods. In Section VIII-B, we adopt a broader perspective,
relating our findings to our research question and reflecting on
the usefulness of our experiments in gaining insights.

A. Interpreting the Results

Document length: One important finding of looking at the
document length is that indeed OJAs frequently exceed the
token limit of 512 tokens typically used by transformer-based
language models, although for some countries like Italy and
Spain, the job ads are exceptionally short and on average below
this limit. The large variations of document lengths observed in
OJAs (ads in the US are more than twice as long on average)
is much more profound than for the Wikilingua data. This
indicates that job ads as a text genre can have culture-specific
variations that cannot solely be attributed to characteristics of
the language.
Several explanation factors are plausible. For example, some
cultures might prefer brevity and directness in communication
whereas in others there may be a preference for more detailed
and comprehensive communication. Another factor could be
different price structures for job ad platforms. We know that
some job ad platforms have pricing based on text length, and
this can differ dependent on the country where the job is
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Fig. 2: POS frequency radar plot. Radar plot of selected POS types. The plot shows the share of the POS types in the seven
OJA country splits.Values in the centre indicate lower frequency of the corresponding POS tag in a country split, values at the
edge indicate higher frequency.

TABLE III Comparison of rounded mean and median for the amount of paragraphs per document, length of each paragraph,
amount of lists per document, and amount of items per list across countries.

Country Mean

Par./Doc.

Median

Par./Doc.

Mean

Tokens/Par.

Median

Tokens/Par.

Mean

Lst./Doc.

Median

Lst./Doc.

Mean

Items/Lst.

Median

Items/Lst.

AUT 13.6 12 23.5 7 2.3 3 5.3 5
DE 20.1 17 16 6 1.8 2 5.2 5
ES 16 13 19 12 0.9 0 5.1 5
FR 21.2 20 18.1 12 0.7 0 5.5 5
IT 14.3 13 17.2 9 0.7 0 4.2 4
UK 18.8 17 27.2 14 2.0 2 6 5
US 20.7 17 28.6 12 2.4 2 6.2 5
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(a) Principal Component Analysis of Bigrams (OJA data). (b) Principal Component Analysis of Trigrams (OJA data).

Fig. 3: Principal Component Analysis (PCA). Results for bigrams and trigrams in OJA data. The first two components
derived from bigram and trigram frequencies across countries are shown.

Fig. 4: Other language detected. Comparison of the relative
share of ads where a language that is not the countries main
language was detected.

offered. We do not know as to whether this is the case for our
CareerJet data. Even if not, it still might have indirect impact,
given that employers may write their ads for several platforms.
Another factor could be how formalized qualifications are
in a country. For example, Germany has a very formalized
vocational education system in place. Therefore, if a company
mentions that a potential employee is expected to bring a
finished apprenticeship training as, for example, an electrician
with a certain specialization, a lot of their expected skills
are presumed. In a country with a less formalized vocational
education system, the company might feel the need to elabo-
rate more on what exactly they are looking for. Other factors
might include legal aspects, labor market dynamics (e.g. what
type of occupations are in demand?) or awareness for SEO-
optimization.
Diversity Metrics: Our results in Table I show that text

Fig. 5: Salary information. Comparison of the relative share
of ads with salary information across countries and the two
methods of detecting salary.

diversity differs substantially across countries, but job ads
are generally more diverse on a purely lexical level than
on other (semantic, syntactic) levels. This indicates that job
ads as a text genre have specific linguistic properties. At the
same time, the differences between countries, for example
between the n-gram VS of France and Germany are quite
strong. Also, no country is consistently highest or lowest
in all diversity rankings, showing that OJAs from different
countries have different properties with regards to various
linguistic levels. This leads us to conclude that researchers
should carefully reflect the lexical, semantic and syntactical
structures of their OJA data when designing research projects.
More diverse data might require additional evaluation to ensure
robust conclusions.
Syntactic analysis: The analysis of selected POS as well as
the PCA analysis of bi- and trigrams show that OJAs can
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be seen as a text type with unique syntactic characteristics
across countries, such as the increased amount of nouns we
found in most countries compared to the Wikilingua data.
However, our analysis also reveal that these characteristics
do not hold for all countries, e.g. US job ads did not have
substantially more nouns than English Wikilingua data. This
points to the need of reflecting NLP methods when trying
to transfer methods or models from one language to another.
Certain patterns, that are typical for entities in one country,
might be expressed differently in another country. At the same
time, researchers cannot rely solely on knowledge they have
about the characteristics of the different languages used in
these countries, because differences may be specific to the
text genre OJA.
Paragraph & List information: The variability in job ad
structure indicated by paragraph amount and length impacts
NLP tasks such as text zoning for information extraction.
Training NLP models predominantly on data from one country
may reduce their effectiveness when applied to structurally
different ads from other countries. Moreover, the notable
variation in list usage across countries like Spain, France, and
Italy, where lists often are absent, complicates the application
of list-based analytical methods developed in countries like
Germany or the UK. The high similarity in the amount of
list items indicates that the amount of skills, tasks or benefits
listed in OJAs does not differ substantially across countries.
However, our detection of lists and paragraphs is exclusively
based on HTML-analysis. It is possible that a text may simply
contain line-breaks combined with list-indicating symbols
(like hyphen) as a list. We do, however, know that the website
we scraped the data from offers a bullet-point-button in the
field where employers put the main body of the job ad.
Language Detection: Our results indicate that ads in other
languages than the countries’ official language do not occur
equally frequent across languages. Based on our results, in
Spain this would be an influential factor in the OJA pipeline,
possibly requiring an additional data cleaning step or a multi-
lingual approach. At the same time, when having a much larger
dataset, this would also provide additional research opportu-
nities, because the occurrence of ads in different languages
could be related to other factors. For example, OJAs with
different languages might differ regionally or with regard to
job requirements.
However, we found several uncertainties with our method.
First, the model was limited to the languages it knows. We
found that some texts from the Spanish dataset labeled with
Spanish or Portuguese are actually written in Catalan, which
the model was not trained on. Also, some ads appear to
contain very short and noisy texts. If a data point consists
of mostly noise, such as symbols or contact addresses, etc.,
the model tended to predict a completely unrelated language.
These cases could easily be identified as false classifications in
a visual inspection. However, these instances are misleading
in quantitative analysis. Finally, ads might include two (or
more) languages [22] to cater to a local as well as international
audience. We found that sometimes the ad was repeated in

another language. A more refined approach could detect such
instances.
Salary Information: With regard to salary information there
were major differences between the countries for both struc-
tured and text-based information. This shows that transferring
research on the basis of correlating salary information to other
characteristics from one country to another is not straightfor-
ward and requires careful consideration. Also, our method only
gives sparse information about the type of salary information
detected in texts. Firstly, we do not know if the structured
information (e.g. hourly wage) is always repeated in the free
text. It might be plausible for the employer to omit repeating it,
because they know that employees get that information trough
the text field and the visual aid of the websites’ structure.
We do, however, know that information is repeated at least in
some cases, because for some countries the sum of text and
structured information is above 100%.
Furthermore, we suspect that there are two major types of
information that our NLI model detects except from precise
salaries based on exploratory qualitative analysis. The first
group is about collective wage information. Our expertise is
mostly in the German labor market and here our intuition
is that employers rarely mention concrete numbers like an
hourly wage, but will mention, if the position is paid based
on a collective wage. Especially jobs in the large public sector
always include this type of information. The second group
is employers advertising their payment using phrases like
"attractive" or "above-average" salary. Differentiating between
these (and possible more) groups of payment information
might give further insight into how the differences between
countries can be explained. For example, we suspect the large
increase of textual compared to structured salary information
in German job ads to be mostly caused by the great amount of
collective wage mentions in Germany. Knowing what type of
salary information is present in a country and to what extent
might further help researchers develop or discard research
ideas using salary information obtained from job ads.

B. Reflection on Experiments

Our central research question was whether or not we could
find differences in form or content in OJAs that could hinder
the transfer of NLP methods or research scope in a major
way. Based on our exploratory analysis, we can confirm that
there are substantial differences between OJAs from different
countries. This applies to both linguistic and content features.
Also, the linguistic differences we detected did only partially
correspond to the respective cross-lingual differences observed
in the Wikilingua reference data. This indicates that there are
differences between countries that are specific to the text genre
OJA. Interestingly, OJA data from countries that share the
same official language had rather similar linguistic features.
For example, English texts are the shortest in Wikilingua.
However, US OJA texts are longest of all countries, indicating
that long texts are not a property to English, but only to US
OJAs, indicating cultural factors. Yet, we observe the same
(although not quite as extreme) for data from the UK. This
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raises the question whether this behavior of the language pairs
Germany/Austria and UK/US can be explained by cultural
similarities of these countries that share a language or other
factors we did not uncover.
With regard to the different methods used, we find that
experiments motivated by specific questions, for example text
length ("Can we use a 512 token truncation?") or salary
information ("Can we correlate salary information to other
properties of job ads?") made it easier to draw more concrete
conclusions and derive actionable recommendations. For less
concretely motivated methods such as text diversity, where we
argued that it might be an indicator for how complex various
NLP tasks might be (for example, "How many examples do we
need to manually evaluate in Zero Shot scenario?"), we cannot
simply derive answers based on our results. At the same time,
the differences for some of these metrics proved to be quite
large. This has implications on two major levels.
Firstly, NLP practitioners developing OJA analysis pipelines
should be aware that OJAs can have substantial differences that
may go beyond the linguistic differences expected for different
languages. If applicable, our results can be used directly to
draw conclusions on methods to be applied. Otherwise, our
analysis pipeline can be used to analyze other data and then
relate to our findings to check whether there may be problems
in applying existing NLP OJA methods. Ideally, researchers
should add further experiments for the concrete problem they
are facing. This prerequisites that they find ways to quantify
text properties in a manner that is useful to their problem,
which may be challenging.
Secondly, with the rise of NLP methods in various contexts
like legal texts, medical texts, social media, literature and so
on, we will find an increasing amount of text genres that
NLP methods are being developed for. Consequently, NLP
practitioners from text genres will look into building upon
published work from other languages or countries. As we
have shown, some pitfalls exist in this process. Therefore,
we advocate researchers working with other text genres to
perform analyses similar to ours, using easily accessible tools
to gain quantitative insight into their data and how it behaves
compared to texts from the same genre in other languages or
countries. Ideally, future work would reflect further upon the
specific experimental methods and refine a more standardized,
yet flexible pipeline that researchers can revert to when they
intend to perform an analysis like ours. In this sense, our paper
provides a starting point for researchers looking to develop a
similar pipeline.

IX. LIMITATIONS

Despite our promising results, there are limitations to our
study, which we want to discuss in this section. As explained
in Section V we chose to scrape data from one website that
operates in multiple countries to minimize biases introduced
by confounding variables based on target audiences from
different job portals. At the same time this choice also means
that we equated the properties of the text genre OJA from a
given country with OJA data from only a single source. So,

while our approach helps in comparability between countries,
the countries themselves are not thoroughly represented. Ide-
ally, future work reproduces our experiments with a dataset
from mixed source websites that at the same time ensures
comparability by choosing similar distributions of relevant
variables like occupation or industry sector. Perhaps, this
would require an even larger dataset, which, however, makes
the experiments more computationally expensive.
Furthermore, there are two factors that are partly of ethical
nature. In our study we mentioned that we chose two country
pairs that share the same official language in order to better
differentiate whether results were based simply on language
factors or on cultural factors. That way, we equated a dif-
ferent country to a different culture. This is clearly a very
simplified view of the intricacies of cultures and states. We
are aware, for example, that within one country, major cultural
differences may exist. Also, linguistic discrepancies between
a country’s regions can be strong, one example being the
Catalan ads we found in our Spanish dataset. This may also
lead to limited replicability of our experiments for countries
where multilingualism is even wider spread. Somewhat related
to this issue is the choice of countries, which was mostly
based on practicability. We are aware of issues in the NLP
community with regards to underrepresented languages [50].
The languages we investigated here all belong to the better
represented ones. This is particular important due to the fact
that especially underrepresented languages logically have a
greater need to adopt methods developed originally for other
languages and would therefore profit most from our research.
However, due to the reasons explained in Section V including
these languages was beyond the scope of this paper. Future
research should therefore focus on including underrepresented
languages to our analysis.

X. CONCLUSION

Our analysis of OJAs across various countries and languages
reveals substantial linguistic and content-related differences,
emphasizing the complexity of transferring NLP methods and
research findings across different contexts. The variations in
document length, diversity metrics, syntactic structures, and
salary information highlight the need for tailored approaches
in NLP research. While our study offers valuable insights, it
also points to the necessity of further research, particularly
involving underrepresented languages and larger, more rep-
resentative datasets. By acknowledging these differences and
adapting NLP methods accordingly, researchers can improve
the accuracy and relevance of their analyses in the context of
global labor markets. Our findings serve as a foundation for
developing standardized yet flexible pipelines for analyzing
text genres across different languages and cultures.
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