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EAR Reader, it is our pleasure to present to you Com-
munication Papers of the 19th Conference on Computer 

Science  and  Intelligence  Systems  (FedCSIS  2024),  which 
took place on September 8-11, 2024, in Belgrade, Serbia.

D
In  the  context  of  the  FedCSIS  conference  series,  the 

communication  papers were  introduced  in  2017,  as  a 
separate category of contributions. They report on research 
topics worthy of immediate communication. They may be 
used to mark a new research territory, or to describe work in 
progress,  in  order  to  quickly  present  it  to  the  scientific 
community. They may also contain additional information, 
omitted  from the  earlier  papers,  or  may present  software 
tools and products in a research state.

FedCSIS 2024 was chaired by Ivan Lukovic, while Dra-
gana  Makajić-Nikolić  was  the  Chair  of  the  Organizing 
Committee. This year, FedCSIS was organized by the Polish 
Information  Processing  Society  (Mazovia  Chapter),  IEEE 
Poland  Section  Computer  Society  Chapter,  Systems 
Research  Institute  of  Polish  Academy  of  Sciences,  The 
Faculty  of  Mathematics  and  Information  Science  Warsaw 
University  of  Technology,  The  Faculty  of  Electrical  and 
Computer Engineering of the Rzeszów University of Tech-
nology, and The Faculty of Organizational Science of the 
University of Belgrade.

FedCSIS  2024  was  technically  co-sponsored  by  IEEE 
Poland  Section,  IEEE  Serbia  and  Montenegro  Section, 
Poland  Section  of  IEEE  Computer  Society  Chapter, 
Czechoslovakia Section of IEEE Computer Society Chapter, 
Serbia and Montenegro Section of IEEE Computer Society 
Chapter,  Poland  Section  of  IEEE  Systems,  Man,  and 
Cybernetics  Society  Chapter,  Poland  Section  of  IEEE 
Computational  Intelligence  Society  Chapter,  Serbia  and 
Montenegro  Section  of  IEEE  Computational  Intelligence 
Society Chapter,  Serbia and Montenegro Section of IEEE 
Education Society Chapter, Serbia and Montenegro Section 
of IEEE Young Professionals Affinity Group, Committee of 
Computer  Science  of  Polish  Academy  of  Sciences, 
Informatics Association of Serbia, and Mazovia Cluster ICT.

FedCSIS 2024 was organized in  collaboration with the 
Strategic  Partner:  QED  Software,  and  sponsored  by  the 
Ministry  of  Science,  Technological  Development  and 
Innovation, Republic of Serbia, Banca Intesa, Nelt Group, 
Netconomy,  Elsevier,  Journal  of  Computer  Languages, 
OnlyOffice, Ascensio Systems d.o.o., Beograd, MDPI and 
Yettel Bank.

During FedCSIS 2024, the following Keynote and Invited 
lectures were delivered:
• Frank, Ulrich, University of Duisburg-Essen, Germany, 

Multi-Level  Language  Architectures:  Fostering  Reuse, 
Integration  and  User  Empowerment  by  Allowing  for 
Additional Abstraction

• Jovanović,  Jelena,  University  of  Belgrade,  Serbia, 
Learning  analytics:  Challenges  and  opportunities 
opened by AI

• Kutyniok,  Gitta,  Ludwig-Maximilians-Universität 
München, Germany, Reliable AI: Successes, Challenges, 
and Limitations

• Tolvanen,  Juha-Pekka,  Metacase,  Finland,  Languages 
for non-developers: what, how, where?

• Dujmović, Jozo, San Francisco State University, USA, 
Graded Logic and Professional Decision Making

FedCSIS 2024 consisted of Main Track, with five Topical 
Areas and Thematic Sessions.  Some of Thematic Sessions 
have been associated with the FedCSIS conference series for 
many years, while some of them are relatively new. The role 
of the Thematic Sessions is to focus and enrich discussions 
on  selected  areas,  pertinent  to  the  general  scope  of  the 
conference, i.e. intelligence systems.

Each contribution, found in this volume, was refereed by 
at least two referees. They are presented in alphabetic order, 
according to the last name of the first author. The specific 
Topical  Area  or  Thematic  Session  that  given  contribution 
was associated with is listed in the article metadata.

Making FedCSIS 2024 happen required a dedicated effort 
of  many  people.  We  would  like  to  express  our  warmest 
gratitude  to  the  members  of  Senior  Program  Committee, 
Topical Area Curators, Thematic Session Organizers and to 
the  members  of  FedCSIS  2024  Program  Committee.  In 
particular, we would like to thank those colleagues who have 
refereed the 184 submissions.

We  thank  the  authors  of  the  papers  for  their  great 
contributions to the theory and practice of computer science 
and intelligence systems. We are grateful to the keynote and 
invited speakers,  for sharing their  knowledge and wisdom 
with the participants.

Last, but not least, we thank Ivan Lukovic and Dragana 
Makajić-Nikolić and the FON Team. We are very grateful 
for all your efforts!

We hope that you had an inspiring conference. We also 
hope to meet you again for the 20th Conference on Computer 
Science  and  Intelligence  Systems  (FedCSIS  2025)  which 
will  take  place  in  Kraków,  Poland,  on  September  14-17, 
2025. We also hope that you will approve the evolution of 
the  FedCSIS  Conference  concept,  in  the  direction  that 
properly  addresses  the  current  needs  of  research  and 
applications.  We  want  to  continue  looking  at  Computer 
Science  from  different  angles  but,  at  the  same  time, 
acknowledging the topic Intelligence Systems as the central 
point of everything that has to be considered.

Co-Chairs of the FedCSIS Conference Series:
Marek Bolanowski, Rzeszów University of Technology, 
Poland
Maria Ganzha, Warsaw University of Technology, and 
Systems Research Institute Polish Academy of Sciences, 
Poland
Leszek Maciaszek (Honorary Chair), Macquarie 
University, Australia and Wrocław University of Economics, 
Poland
Marcin Paprzycki, Systems Research Institute Polish 
Academy of Sciences, and Warsaw University of 
Management, Poland
Dominik Ślęzak, University of Warsaw, Poland and QED 
Software, Poland and DeepSeas, USA
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Abstract—Adaptive e-learning provides the best recommen-

dations of learning resources according to the needs of the stu-

dent, including learning style, knowledge level, personality, and 

the time they can spend on learning materials. Despite techno-

logical advancements, current e-learning platforms often fail to 

consider individual learning styles and knowledge gaps, leading 

to less effective learning experiences. This research evaluates the 

effectiveness of creating an adaptive e-learning system that uses 

the  VARK learning model  and a  recommendation system to 

identify learning styles and provide personalized learning expe-

riences to students based on their knowledge gap and learning 

preference in particular topics. The system first administers a 

VARK e-questionnaire to determine the student's learning style, 

followed by a pre-test to assess their knowledge level. Based on 

these assessments, the system assigns a personalized e-learning 

path aligned with the student's dominant learning style and ad-

dresses knowledge gaps in specific topics. The proposed system is 

expected to enhance learning experiences by providing personal-

ized educational  content  that  aligns  with  individual  learning 

style  and  addresses  specific  knowledge  deficiencies.  This  ap-

proach has the potential to substantially enhance educational 

outcomes and effectiveness of learning by delivering customized 

educational experiences that cater to the unique requirements of 

every student.

Index Terms—adaptive e-learning, VARK learning style, rec-

ommendation system.

I. INTRODUCTION

-LEARNING systems have been gaining a lot of inten-
tions over the past two decades and have experienced a 

significant increase in use over the last few years due to the 
pandemic. These mainly web-based systems provide anytime, 
anywhere, at any pace advantages to learning. This is because 
e-learning enables students to engage in active learning at any 
time and from any location, resulting in positive learning out-
comes.  T. A. el. Galil emphasizes this growth in e-learning 
stating that: “the e-learning market size has exceeded $315 
billion in 2021 and is expected to climb to $400 billion by 
2026. In 2021, 27 percent of E.U. citizens aged 16 to 74 years 
reported participating in online courses and since 2020, 98 
percent of universities have moved their classes online.” [1]. 
These statistics highlight the critical role of e-learning in en-
hancing contemporary education. 

E

Numerous e-learning platforms, such as Coursera, Udemy, 
and  EdX,  offer  diverse  online  learning  opportunities  [2]. 

These  platforms  provide  a  variety  of  learning  resources, 
allowing learners to choose the methods that best suit their 
educational goals. However, it is often mandatory for learners 
to  engage  with  video  content,  as  most  courses  require 
watching videos along with transcripts or additional learning 
materials  [3].  Such platforms assume that  all  learners  are 
identical in terms of their learning styles, which is not the case 
for most learners; some might prefer learning through audio 
or visual aids rather than video.

In  the  realm  of  online  and  electronic  education, 
personalization and adaptive learning are two key features 
that  can  improve  the  educational  process.  On  one  hand, 
personalization has become a critical element in enhancing 
the learning process. This involves tailoring and customizing 
the educational content or services to meet the unique needs 
and learning styles of individuals or groups. This approach 
supports  more  effective  learning  strategies  and  increases 
learner  engagement.  On the  other  hand,  adaptive  learning 
systems  learn  from  each  user’s  experiences,  needs,  and 
preferences. Such adaptive systems are crucial for providing a 
responsive and customized educational experience that can 
lead to better learning outcomes.

The increasing recognition of diverse learning preferences 
among students highlights the need for adaptive e-learning 
systems customized to individual styles. The VARK model, 
which categorizes learners into four distant groups as follows: 
visual, auditory, reading/writing, and kinesthetic modalities. 
It provides a foundational framework for understanding these 
preferences. However, existing e-learning platforms often fail 
to  adequately  incorporate  these  distinctions,  leading  to 
unsatisfactory  learning  experiences.  By  developing  a  new 
adaptive e-learning system that leverages the VARK model, 
we  aim  to  create  a  more  personalized  and  effective 
educational  environment.  This  system  will  dynamically 
adjust content and instructional methods to match individual 
learning styles, potentially enhancing learning outcomes and 
student engagement in diverse educational situations.

The rationale behind adaptive e-learning is supported by 
educational psychologists who  argue and shown evidence 
that  differentiated  instruction  is  a  superior  option  to  the 
traditional “one shoe fits all" method [4], [5]. Differentiated 
instruction theory states that to teach the learners effectively 
and efficiently, the tutor must teach and respond according to 
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the differences in the individual, which might be one or all the 
learner  characteristics  which  include  learning  styles, 
cognitive styles, knowledge level, emotional state and other 
characteristics  that  effect  the  process  of  learning.  By 
embracing these principles, adaptive e-learning systems can 
provide  a  more  tailored  educational  experience, 
accommodating  the  unique  needs  of  each  learner  and 
fostering better educational outcomes.

The proposed system in this study focuses on providing a 
novel  adaptive  e-learning  system  in  terms  of  assisting 
students by identifying their learning style through VARK 
assessment and recommending content based on assessments 
within  the  system,  engaging  them in  a  modified  learning 
pathway. The first step in creating an adaptive environment is 
often  identifying  students'  learning  styles.  It  has  been 
observed that different students learn to process information 
using different learning styles. VARK is a learning model 
proposed by Fleming and Mills that gained popularity in 1992 
[6]. This model is used to describe the several ways in which 
students learn. The VARK learning style model is specifically 
significant and is simplistic in nature as it focuses only on the 
content for adaptation. 

With the intention of providing a new adaptive e-learning 
platform  to  improve  the  e-learning  experience,  we  have 
developed a learning system based on the VARK model. This 
paper  is  structured  as  follows:  Section  II  reviews  related 
literature, Section III offers an overview of the system, and 
Section  IV  details  the  design  of  the  system.  Section  V 
explains  into  the  technical  specifications  of  our  proposed 
system. The paper ends with a conclusion in Section VI.

II.RELATED WORK AND BACKGROUND

This section reviews papers that  investigate adaptive e-
learning systems to accommodate various learning styles and 
recommendation systems, which align with the scope of this 
study.  This  is  particularly  relevant  as  other  learning style 
models and recommendation systems are often difficult and 
complex  to  represent,  requiring  significant  computational 
resources. To provide a comprehensive overview, Table I has 
been generated, which presents the common learning styles 
identified in several studies.

Amaniyan et al. conducted an experiment to examine the 
impact  of  personalized learning,  tailored to  the  individual 
learning  styles  of  nursing  students. Approximately  160 

TABLE I.

COMMON LEARNING STYLES IN EDUCATION 

Learning Style Theory Main Dimensions Main Categories Key Ideas

Dunn and Dunn Model 
categories [12]. 

Environmental preferences, 
Emotional preferences, 
Sociological preferences, 
psychological preferences.

– Environmental preferences: Lighting, 
temperature, noise, seating arrangements, 
etc. 

– Emotional preferences: Relaxation, 
motivation, activity level, etc. 

– Sociological preferences: Working alone 
or in groups, teacher, and peer interaction, 
etc.

– Psychological preferences: Visual, 
auditory, kinesthetic, etc.

Students learn most effectively 
when their preferred learning styles 
are accommodated in the learning 
environment.

Felder-Silverman Model 
[13], [14].

Sensing/Intuitive, 
Visual/Verbal, 
Active/Reflective, 
Sequential/Global.

– Active/Reflective: Learning by doing and 
reflecting 

– Sensing/Intuitive: Learning through 
observation and understanding patterns 

– Visual/Verbal: Learning through visual 
aids or written text. 

– Sequential/Global: Learning through 
linear, step-by-step approaches or whole-
picture approaches.

Different learners have different 
strengths and preferences in 
processing information and 
interacting with learning materials.

Kolb's Experiential Learning 
Model [15].

Reflective observation, active 
experimentation, abstract 
conceptualization, and 
concrete experience.

– Assimilators: active experimentation and 
direct experience. - Divergent: direct 
experience and critical reflection. - 
Assimilators: reflective observation and 
conceptual understanding. - Converges: 
active experimentation and conceptual 
understanding.

learning is a process of a four-stage 
cycle of reflective observation, 
active experimentation, abstract 
conceptualization, and concrete 
experience.

Honey and Mumford's 
Learning Style Model [16].

Activist, Reflector, Theorist, 
Pragmatist.

– Activists: Learning by doing and 
exploring. - Reflectors: Learning by 
observing and reflecting. 

– Theorists: Learning by understanding 
concepts and theories. 

– Pragmatists: Learning by applying ideas 
to real-life situations.

Learning styles are influenced by 
an individual's personality and 
preferred method of learning.

2 COMMUNICATION PAPERS OF THE FEDCSIS. BELGRADE, SERBIA, 2024



students had participated in the experiment. It was concluded 
that learners had a significant improvement when they studied 
with  personalized  learning  material  [7]. Other  models  are 
computationally expensive to implement. For instance, the 
work  done  by  Rasheed  and  Wahid,  used  25  attributes  to 
predict  the  learning  style  following  the  Felder  Silverman 
Learning Style Model (FSLM) of learning styles. Collecting, 
processing 25 attributes and using a machine learning model, 
when  the  number  of  students  increase  is  computationally 
expensive [8].

People  who  are  visual  learners  tend  to  remember 
information more effectively, when it is presented to them in 
the  graphical  form  or  pictorial  representations.  Auditory 
learners are those who prefer to listen to information that is 
presented to them verbally. Learners who take notes to learn 
and perform well on written tests fall into the category of 
reading and writing. People who are kinesthetic learners tend 
to learn by doing direct experiments or taking quizzes  [9]. 
Usually, a questionnaire is administered to determine which 
category of learner the student belongs to. This questionnaire 
is a learning preference assessment tool that consists of 16 
questions with four options to help determine the student's 
learning style.  Zulfiani et  al.  in their  research proved that 
science students prefer and learn more effectively using the 
kinesthetic and aural learning styles [10]. Diaz et al. proposed 
and developed a VARK learning style based adaptive learning 
system; they assessed on 100 students and concluded that the 
learning efficiency was improved due to it [11]. 

Recommendation  systems  are  a  key  functionality  of 
adaptive e-learning system. There are several approaches to 
implementing a recommendation system such as fuzzy logic, 
concept map, hybrid, multi-stage, and rule-based etc. As an 
example,  Segal et  al.  disuse that content-based filtering is 
performed based on the similarity of the learning materials to 
the  student's  learning  preference,  topic  interest  and 
knowledge in that concept. Also, collaborative filtering uses 
similarities  between users  and items,  both can be used to 
recommend learning resources. In e-learning, it can focus on a 
group of students [18]. Hybrid recommender system use two 
categories of  recommending techniques,  by first  gathering 
resources according to users’ choices and then filtering using 
the group preferences [19]. 

The multi-stage recommendations are a comparatively new 
concept in recommender systems where the recommendations 
go through a series of filtering, ranking, and ordering stages 
[20]. The mentor will keep track of the topic of interest and 
the materials in a database. Some of the concepts mentioned 
above are used in the proposed research in Section III  to 
implement an adaptive e-learning environment. Karthika et 
al. [21] discuss the importance of adaptive e-learning systems 
that  can  accommodate  the  learner’s  preferences  and 
knowledge  levels  of  learning.  Their  work  presents  an 
intelligent  and  adaptive  e-learning  system  for  a  software 
package that is fuzzy-based using fuzzy concept maps (FCM) 
and that gives e-learners the relevant domain content based on 
their knowledge level.

The learner model is used to identify the characteristics of 
e-learners  such  as  both  personal  behaviour  and  the 
individual’s level of knowledge to provide adaptive learning 

content. These learning resources are maintained in a shared 
database, and e-learners can retrieve the material they need 
for  learning purposes.  Following the learning process,  the 
system  provides  assessment  to  assess  the  e-learner's 
understanding  of  the  domain  concept  learned.  A  fuzzy 
cognitive map represents the learners’ level of knowledge and 
make proper suggestions for related concepts using fuzzy sets 
and fuzzy rules. The 26 fuzzy rules help to classify the e-
learner's knowledge level accurately. 

The system proposed in this work as it appears in figure 1 
aims  to  exceed  the  constraints  that  traditional  e-learning 
systems by providing a fuzzy-based intelligent and adaptive 
e-learning system that can cater to the varying degrees of 
progress of e-learners. The evaluation of the proposed system 
shows encouraging outcomes in the accurate categorisation of 
online  learners  and  their  actual  knowledge.  The  proposed 
system  was  evaluated  only  on  programming  learning 
material. Nevertheless, they have shown effective results in 
this domain.

The work of  Benhamdi et al. [23] focus on developing a 
personalized approach to learning by recommending suitable 
learning materials according to students’ prior knowledge, 
interests, retention abilities and preferences. The approach, 
known as NPR-EL (New multi-Personalized Recommender 
for  E-learning),  mixes  content-based  filtering  with 
collaborative. The system is incorporated within a learning 
environment to provide personalised learning resources. The 
process  begins  with  creating  a  course  by  specifying  the 
learning scenario using an xml file called a manifest.  The 
manifest includes elements such as roles, activities, methods, 
resources,  title,  and  learning  objectives.  The  novel 
recommender  system,  NPR-EL,  recommends  learning 
materials,  which  are  added  to  the  manifest.  These 
recommended  materials,  along  with  the  personalized 
manifest, form a Unit of Learning (UoL). 

The approach involves  profiling the  learners,  clustering 
similar  profiles,  and  predicting  ratings  for  personalized 
recommendations.  A  questionnaire  is  used  to  gather 
information  on  learners'  preferences,  domain  of  interest, 
educational  content  types,  and  memory  capacity.  The 
questionnaire  includes  taxonomy  and  tests  of  varying 
difficulty levels. The proposed approach aims to enhance the 
learning  experience  by  providing  personalized 
recommendations  based  on  individual  learners'  needs. 
However, utilizing xml files for the purpose of specifying 
learning scenarios may have technical limitations and might 

Fig. 1 Intelligent e-learning system [22]

FARES ABOMELHA, PAUL NEWBURY: A VARK LEARNING STYLE-BASED RECOMMENDATION SYSTEM FOR ADAPTIVE E-LEARNING 3



restrict  the  adaptability  in  connecting  with  other  learning 
management systems.

The work of Esteban et al. [24] offers a hybrid recommen-

dation system (RS) that uses content-based filtering (CBF) 

with collaborative filtering (CF) to suggest most appropriate 

courses to students based on student and course details. A Ge-

netic Algorithm (GA) automatically finds the ideal RS config-

uration that includes the remaining parameters and the pri-

mary criterion. Actual data from the University of Cordoba's 

(Spain) Computer Science Degree, comprising 2500 inputs 

from 95 students and 63 courses spread over three academic 

years, was conducted in the experimental study. The findings 

of the experiment demonstrate a study of the most pertinent 

course recommendation criteria, the significance of utilizing a 

hybrid model to boost recommendation reliability by combin-

ing student and course data, and superior performance in com-

parison to earlier models. 

Instructors, competencies, knowledge areas, and topics are 

considered to select the most comparable courses. These met-

rics may give relevance to each criterion and create a neigh-

bourhood with the most comparable students. The content-

based  filtering  approach  calculates  a  similarity  coefficient 

based on the course content. Additionally, the instructional 

manuals' contents are indexed to provide another similarity 

coefficient. The suggested Genetic Algorithm is an adaptation 

of Eshelman's CHC method, which employs adaptive search 

techniques to optimize the configuration of the recommenda-

tion system, ensuring the best fit for the given data.

The proposed approach is multi-step. Data description and 

processing come first. Then, the hybrid multi-criteria RS is 

described. This algorithm provides recommendations for uni-

versity students regarding their course selection using many 

student and course factors. Finally, the optimized approach 

weights each criterion and automatically refines the remain-

ing RS parameters. Using weights, this technique determines 

criteria  significance.  Thus,  the  most  crucial  factors  are 

weighted higher. The approach also optimizes RS factors like 

similarity measurements and neighbourhood size. One short-

coming of CF systems is that new students or courses with 

limited previous data may not receive accurate recommenda-

tions, which is a common issue with CF systems.

Various such systems have been developed using machine 

learning  techniques  for  adaptation  in  e-learning  systems. 

Many systems use different parameters such as learning style, 

user preferences, motivation level, and others. The analysis of 

previous studies has resulted in the development of a pro-

posed system designed to enhance learning outcomes. This 

system integrates the VARK model with a fuzzy logic and 

rule-based algorithm to assess and reveal  to learners their 

dominant learning style and areas where they lack knowledge. 

It aims to deliver a prioritized selection of educational materi-

als in various formats that are tailored to the learners' pre-

ferred learning styles. This customization is intended to rec-

tify any misunderstandings in the learners'  comprehension 

and to demonstrate their preferred mode of learning.

III. SYSTEM OVERVIEW 

The proposed system focuses on providing an adaptive e-

learning environment by understanding the student's learning 

style and engaging them in a bespoke learning path. This sys-

tem entitled Flex Learning, is designed to enhance learners' 

performance, motivation, and engagement by recommending 

materials aligned with their dominant learning style. The sys-

tem works as follow; students will be asked to complete a 

VARK questionnaire shortly after registering with this plat-

form to identify their learning style. 

The responses of the students are stored in the database and 

student profile. Later, the student is asked to check the list of 

topics they will learn, and a pre-test is performed to determine 

their  knowledge  level  in  those  topics.  The  responses  are 

recorded and classified at this stage too. Based on the previous 

responses, the recommendation system then ranks the learn-

ing content to the students based on their knowledge gap and 

their  preferred  learning  style.  Throughout  the  learning 

process, the student's learning is tracked through various tests 

and level of understanding on the topic. 

The architecture of the adaptive e-learning system contains 

multiple essential components that collaborate effectively to 

facilitate  an individualized educational  experience.  As de-

monstrated in figure 2, the system comprises separate com-

ponents, each specifically designed to effectively engage and 

provide support to learners. The following sub-sections exp-

lore  the  structure  and  functionality  of  these  components, 

showing  how  they  interact  in  enhancing  the  learning 

experience.

Fig. 2 The architecture of VARK Recommendation System.

A.  Login/Register

 The learners experience begins with the Login/Register 

module, which acts as the entry point to their individualized 

learning journey. In this system, learners can access their own 

profiles after a successful login, which enables customized 

educational experience that is aligned with their preferences 

and  learning  experiences.  Also,  the  tutor  component  has 

administrative  ability  to  generate  reports  and  access  to 

manage all system components and users.

B. VARK Questionnaire

A key component  that  makes  use  of  the  visual,  audio, 

read/write,  and kinaesthetic (VARK) learning style frame-

work is the VARK questionnaire. This module provides learn-
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ers 16 questions to determine their preferred learning method, 

revealing whether they learn best by visuals, auditory, read-

ing/writing, or hands-on engagement as shown in figure 3. 

With the help of this essential data, the material distribution 

strategy is  subsequently tailored according to the learner's 

preferences. The result of the VARK questionnaire identifies 

the learner’s dominant learning style.

Fig. 3 VARK Assessment Page.

C. List of Topics

The topic list module gives learners the overview of the 

subjects that are covered on pre-test,  and available on the 

learning system, giving learners responsibility to know what 

kind of questions they are seen that are covered in the system. 

D. Pre-Test Questionnaire

The pre-test evaluates the learner’s current understanding 
of the topics. Its main objective is to identify knowledge gaps 
and  time  spent  on  each  question  to  help  prepare  the 
recommendation  system  for  accurate  content 
recommendations in a ranked way. This process works in 
combination  with  the  learner’s  dominant  learning  style 
identified from the VARK questionnaire, but the pre-test itself 
does not influence the dominant learning style. 

Fig. 4 Pre-Test Page.

E.  Recommendation System

The centre of the adaptive e-learning architecture is the 
recommendation  system.  It  evaluates  the  learner's  VARK 
dominant learning style, and pre-test performance to rank the 
materials list for the learner, see figure 5.

F.  Content Repository

The content repository contains a collection of educational 
materials,  including  texts,  videos,  chart/diagrams,  and 
quizzes.  Moreover,  the  learner’s  profile  in  the  repository 
contains static data that includes important details such as the 
username,  password,  email,  major,  age,  gender,  and 
registration number. Conversely, dynamic data includes the 

results that are associated with the learner's preferred learning 
style and learning materials. The relationships shown in figure 
6 are indicated by the arrows, which show the direction of the 
relationship. For example, a user can be associated with one 
pre-test, one post-test, and one VARK assessment.

Fig. 6 Flex-Learning Entities Relationship (ER).

G. Post-Test Questionnaire

 Upon completing the course materials, the post-test assesses 
the learner's knowledge retention and comprehension. This 
assessment, when reviewed with the pre-test results, informs 
the system's efficacy in content delivery. Learners receive 
instant results on their performance. See figure 7.

IV. SYSTEM DESIGN

React  is  an  open-source  JavaScript  library  that  is  open 

source which is utilised for developing web applications with 

many user interfaces. It enables programmers to produce UI 

Fig. 5 Recommended Materials Page.

Fig. 7 Post-Test Page.
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components  that  are  reusable,  which  facilitates  rapid 

development  processes  and  improves  the  user  experience 

through efficient web page presentation [25]. React is known 

for  its  high  performance,  as  it  updates  the  user  interface 

without needing to reload the entire web page, leading to 

faster  response  times  and  a  smoother  client-side 

experience [26].

 A. Frontend (React)

A user interface can be designed through the composition 

of elements known as components  [27]. The front end of a 

website comprises elements that are visible and interactive to 

the user,  including menus. To create such a frontend web 

interface, specific tools, and technologies, which are typically 

a  browser-controlled  arrangement  of  HTML,  CSS,  and 

JavaScript, are required [28]. The frontend interface was built 

using  React  which  provides  a  robust  and  user-friendly 

experience. The frontend is designed to help users throughout 

their learning journey, it guides them through the process, 

starting from filling out the VARK questionnaire to getting 

access to tailored resources and tests.

Important elements of the front-end architecture consist of:

1. VARK  Questionnaire: The  questionnaire,  which  is 

implemented using React components, allow users finding 

their  dominant  learning  style  between  visual,  audio, 

read/write, and kinaesthetic learning modes.

2. Topic Access: After completing the questionnaire, users 

can review the list of topics available in the system. This 

feature helps learners understand the subjects they will 

encounter  in  the  pre-test.  The  interface  interaction  for 

accessing topics is built using React component, ensuring 

a smooth and user-friendly experience.

3. Pre-test: The  pre-test  evaluates  the  learner’s  current 

understanding  of  the  topics.  It  is  designed  to  identify 

knowledge  gaps,  which  will  inform  the  subsequent 

recommendation of learning materials. The pre-test is also 

implemented  with  React  component,  providing  an 

interactive and responsive environment for users.

4. Recommendations: Resource recommendations are then 

assigned to the user based on the user's previous dominant 

learning style and pre-test performance; it is also aligned 

based on the user's most failed topic in the pre-test as 

ranked list.

B. Backend (Node.js)  

Node.js is a framework that runs JavaScript on the server 

side and is designed to manage events. Operating as a single-

threaded  handle  that  responds  to  callbacks  and  never 

interferes with the primary thread, Node.js is an exceptionally 

efficient  framework for  developing web applications  [29]. 

The  backend  framework,  Node.js,  manages  data  analysis, 

processing,  and  front-end  communication.  The  backend 

architecture is made to handle user profiles and evaluations, 

analyse  user  responses  from  the  VARK  questionnaire 

effectively,  and  provide  individualized  recommendations 

through the usage of the fuzzy logic and rule-based algorithm.

Important elements of the backend architecture consist of:

1. Application  programming  Interface  (API)  Endpoints: 

The communication of requests and data between the 

frontend  and  backend  is  made  via  Node.js  API 

endpoints.  Receiving user responses from the VARK 

questionnaire,  starting  the  algorithm  to  generate 

recommendations,  and  sending  customised 

recommendations  to  the  frontend  are  all  handled  by 

APIs.

2. Algorithm Integration: The algorithm is integrated into 

the backend to assess user input and produce tailored 

recommendations for learning materials. The algorithm 

is  efficiently  implemented  using  Node.js,  which 

considers variables such as learning style preferences 

and based on learner answers on the pre-test outcomes to 

generate customised recommendations. 

3. User  Profile  Management: Node.js  manages  user 

profiles,  storing  information  such  as  learning 

preferences,  assessment  results,  and  resource 

interactions.  User  profile  enables  the  application  to 

reveal VARK result, pre-test, post-test and tracking user 

time spent on their progress. A personalized learning 

experience,  tracking  user  progress  and  adapting 

recommendations over time.

C. Database (Json file)

JSON is a lightweight data structure that is  constructed 

using the data types supported by the JavaScript programming 

language. Fundamentally, JSON documents are dictionaries 

composed of key-value pairings, with the value potentially 

being another JSON document; this configuration enables an 

unrestricted number of levels of nesting [30]. The project uses 

a JSON file to store the data. The data are the extracted by the 

node  server  and  send  through  the  server  endpoint  to  the 

Frontend by the API.

V. TECHNICAL DETAILS

The  technical  implementation  of  the  project  involves 

utilising React for the frontend and Node.js for the backend, 

along  with  various  libraries  to  enhance  functionality  and 

performance.

A. Frontend (React)

The frontend of our system is meticulously crafted using 

React, a powerful and flexible JavaScript library for building 

user interfaces. React's component-based architecture allows 

for reusable and maintainable code, ensuring a seamless and 

responsive user experience.

 Component-Based  Architecture:  Reacts 

component-based  architecture  allows  for  modular 

and  reusable  UI  components,  facilitating 

development and maintenance.

 State  Management:  React's  state  management 

capabilities, including hooks such as user state and 

user context, are utilised to manage application state 

and facilitate dynamic updates.
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 Routing:  Client-side routing using React router al-

lows users navigate between application components 

and interfaces.

 API  Interaction:  Fetch  APIs  are  utilised  to 

communicate with the backend, sending requests and 

receiving  responses  for  data  retrieval  and 

manipulation.

 Styling: CSS pre-processors such as Sass are used 

for styling UI components, providing flexibility and 

maintainability in design implementation.

B. Backend (Node.js)

Our backend, built with Node.js, serves as the robust back-

bone of the system, handling data processing, business logic, 

and communication with the database.

 Express.js Framework: Node.js uses Express.js as 

the  web  application  framework,  simplifying  the 

creation  of  robust  APIs  and  handling  of  HTTP 

requests.

 Database  Integration:  Json  database  solution  is 

integrated  with  Node.js  using  libraries  such  as 

MongoDB  Node.js  driver  for  data  storage  and 

retrieval.

  Authentication  and Authorisation:  JSON Web 

Tokens (JWT) is employed for user authentication 

and  authorisation,  ensuring  secure  access  to 

protected resources.

 Algorithm  Implementation:  The  algorithm  is 

implemented  in  Node.js  using  custom  logic  and 

external libraries, enabling analysis of user responses 

and generation of personalised recommendations. 

 RESTful  API  Design:  RESTful  API  design 

principles  are  followed  to  ensure  consistency, 

scalability,  and  interoperability  in  communication 

between the frontend and backend.

C.Recommendation Algorithm

The heart of our system lies in its advanced recommenda-

tion algorithm, designed to deliver personalized content tai-

lored to the user's unique preferences and learning style. In 

this section we provide a general overview of some of the uti-

lized algorithms.

 Normalization of Scores: To ensure a fair compari-

son across different criteria, the algorithm begins by 

normalizing  the  VARK,  relevance,  and  difficulty 

scores of each content item. This step standardizes 

the scores, bringing them to a common scale for ac-

curate weighted scoring.

 Ranking of Content: With weighted scores from the 

pre-test  in  hand,  the  content  items  are  sorted  in 

descending  order  to  prioritize  the  most  relevant 

items. 

 Filtering Content: The final recommendation list is 

filtered to include only those materials that match the 

user's  preferred  VARK learning  style,  ensuring  a 

highly personalized experience.

The recommendation algorithm also includes the initializa-

tion of content and data structures, the use of user profile to 

implement content-based filtering, and personalized ranking 

as alternative approaches for users. Figure 9 illustrates a gen-

eral overview of our utilized algorithm through a snapshot of 

pseudocode.

Fig. 8 A Snapshot of the Pseudocode Utilized in the VARK learning style-

based Recommendation system.

D.Deployment and Hosting

 Platforms  for  Deployment:  For  hosting  and 

scalability,  the  application  in  implemented  on 

platforms called AWS.

 Monitoring and Logging:  Performance  tracking, 

error tracking, and application metrics logging are 

done via monitoring tools such as New Relic.

The technical details outlined above provide an overview 

of  the  frontend  and  backend  implementation,  along  with 

deployment  considerations  to  ensure  the  reliability  and 

security of the system.

VI. CONCLUSION AND FUTURE WORK

This  study introduces A VARK learning style-based rec-

ommendation system for e-learning. This system has specifi-
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cally developed to evaluate learners, indicate their chosen pre-

ferred method of learning and level of knowledge, place them 

on a learning path, and generate a ranked list of materials for 

learning to help find gaps in the learners' knowledge. A rec-

ommendation system has developed within the system to as-

sess the learner’s knowledge level on diverse topics and en-

hance their performance and entire level of learning. This sys-

tem includes a pre/post-test component. The VARK learning 

style questionnaire is utilized to identify the learners'  pre-

ferred learning style. It then suggests appropriate learning ma-

terials based on a ranked concept list that aligns with their pre-

ferred learning style. 

To evaluate the proposed technology, we intend to conduct 

a pilot study in an online classroom setting for future research. 

While previous studies have employed various logical ap-

proaches and conducted experiments using different program-

ming languages. The system that is proposed comprises multi-

ple novel features and will go through testing within the sub-

jects of a Computer Science area, involving groups of under-

graduate students on first, and second year studying in this 

field.  Also,  the  study will  assess  findings  using a  control 

group that undergoes the same procedures as previously de-

scribed in the system overview, but without a customized 

learning  pathway.  In this  group,  students  will  simply  be 

provided with all pertinent learning materials.
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Abstract—Autism  Spectrum  Disorder  (ASD)  is  a  develop-

mental  condition  that  causes  lifelong  impairments  in  social 

interaction  and  communication  skills.  Besides  early 

interventions and ASD services, technology has become essential 

in assisting ASD individuals in building and improving their 

communication and social skills. However, most technological 

innovations have been developed for Western countries. When 

considering Saudi Arabia as a developing country, people with 

ASD may have to deal with other difficulties, such as culture, 

privacy, and societal integration. To address this, we developed 

and evaluated a framework to investigate the factors that most 

influence  the  adoption  of  ASD  Learning  Applications  (LA). 

Additionally,  16  hypotheses  were  defined  to  test  specific 

relationships between the factors. A  quantitative method was 

utilised to design our experimental study. This paper presents an 

evaluation  of  the  Autism  Spectrum  Disorder  Learning 

Application  Framework  (ASDLAF)  from  the  perspective  of 

individuals with ASD in Saudi Arabia. Utilising a quantitative 

approach, data was gathered through a survey with a total of 395 

participants. Results of hypotheses testing revealed significant 

support for most factors except social rules (SR), religion (RE), 

and age  (AG).  These  findings  underscore  the  importance  of 

cultural,  technological,  and  pedagogical  considerations  in 

technology  adoption  for  ASD  individuals.  The  results  also 

suggest that while the ASDLAF may be effective in addressing 

certain factors of ASD learning applications, there are still areas 

that need to be further developed to meet the specific cultural 

and religious needs of individuals in Saudi Arabia. Furthermore, 

it will be essential for developers and stakeholders to consider 

these factors in order to create more beneficial and effective 

learning tools for individuals with ASD in this region.

Index Terms—Autism Spectrum Disorder (ASD), Learning 

Applications (LA), Adoption Intention, Technology Acceptance 

Model, Saudi Arabia.

I. INTRODUCTION

UTISM Spectrum  Disorder  (ASD)  is  a  complex 

neurodevelopmental  disorder  that  impacts  an 

individual's  social,  communication,  and behavioural  skills. 

Impairment  in  these  skills  reduces  the  ability  of  ASD 

individuals to understand social interaction [1], for instance, 

difficulty recognising facial expressions  [2], which impacts 

their  ability  to  engage  in  social  activities.  Globally,  ASD 

prevalence has increased in recent decades.  The estimated 

prevalence  of  ASD  in  Saudi  Arabia  is  42,000  cases  [3]. 

According to Rapp et al. in their study  [4], 4,900 adults in 

A

Canada have been diagnosed with ASD, while in the US, 

there are 48,500 American adults with ASD. To put these 

numbers in perspective, consider that the prevalence of ASD 

in the US is about 1 in 54 children, according to the Centers 

for Disease Control and Prevention (CDC), indicating a sig-

nificant public health concern  [5].  Given the prevalence of 

autism spectrum disorders (ASD) worldwide and their effects 

on  diverse  societies,  it  becomes  evident  that  early 

interventions  are  essential  in  addressing  the  needs  of 

individuals with ASD and improving their development.

Early  interventions  play  a  crucial  role  in  helping 

individuals with ASD shape their behaviour and improve their 

social and communication skills, which can have a significant 

impact on overall development. Early interventions include a 

combination of therapies such as applied behaviour analysis 

(ABA),  speech  therapy,  and  developmental  interventions. 

Research  has  emphasised  the  importance  of  early 

interventions  in  improving  long-term  outcomes  for 

individuals  with  ASD,  which  can  lead  to  significant 

improvements in communication, social skills, and adaptive 

behaviour [6]. These early interventions generally involve the 

family and caregivers in significant ways, empowering them 

to  effectively  support  their  child's  needs  and  search  for 

appropriate  services.  Many  Arab  countries  experienced  a 

shortage  of  ASD  diagnoses,  which  led  to  burdens  and 

complex impairments to ASD individuals and their families 

[7]. The lack of early interventions and diagnoses in these 

countries may be due to a lack of ASD awareness among 

societies. It is also possible that some individuals with autism 

remain undiagnosed due to the stigma surrounding mental 

health issues. 

Previous studies have shown that technology can be an 

effective tool to assist individuals with ASD in improving 

their skills [8], enabling them to work at their own pace 

and level [9], [10]. The technology aims to mitigate ASD 

individuals' deficits and provide assistance to overcome 

difficulties  [11].  With  Learning  Applications  (LA), 

individuals  with  ASD  have  access  to  personalised, 

engaging,  and  interactive  learning  experiences.  Mobile 

LA for individuals with ASD can focus on a variety of 

areas,  including  communication,  social  skills,  and
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academic performance. Many applications use Video Self 

Modelling (VSM) based approaches to improve academic 

skills [12], [13]. VSM is a therapeutic technique that allows 

users to complete daily tasks effectively while recording 

themselves as visual evidence of their capabilities, which can 

result in increasing the confidence, motivation, and satisfac-

tion of ASD users. The visual supports can be particularly 

beneficial for individuals with ASD who may struggle with 

verbal communication and language processing. Addition-

ally, the interactive nature of mobile LA can keep individuals 

engaged and focused, ultimately leading to greater success in 

their learning and development. Overall, the use of ASD LAs 

tailored for individuals with ASD aims to enhance their learn-

ing experience and help them progress in various aspects of 

their lives.  

However, most of the innovations regarding ASD have 

taken root in developed countries [14] or were primarily de-

signed with Western cultural norms and values [15], which 

may not always be applicable or effective in other parts of the 

world. People with ASD in non-Western cultures may face 

difficulties as a result and may not benefit from interventions 

that are not appropriate for their culture. For example, in 

many Arab countries, including Saudi Arabia, there is a sig-

nificant stigma surrounding mental health issues [16] [17], 

which can discourage families from seeking support for their 

loved ones with ASD. Additionally, language barriers can 

also cause significant challenges as the majority of the tech-

nological aids are designed with language and cultural con-

siderations that differ significantly from those of native Ara-

bic-speaking users [18], limiting their accessibility for people 

in need. Moreover, privacy is highly valued in Saudi Arabian 

culture [19], which can cause challenges for ASD individuals 

and their families when they seek support and services. This 

may decrease the possibility of ASD individuals being inte-

grated into mainstream society. Thus, as mentioned earlier, 

there is a clear need for tailored interventions for individuals 

with ASD in non-Western cultures like Saudi Arabia, taking 

into consideration the unique cultural and societal context. 

This paper aims to present our quantitative data analysis 

results of the survey conducted with ASD individuals in Saudi 

Arabia—the survey aimed at gathering data about ASD indi-

viduals' experiences with ASD LA. The analysis results are 

presented to provide a comprehensive understanding of the 

participants' views. First, we present a brief summary of our 

ASDLAF framework to set the context [20]. After that, we 

delve into our methodology validation process. Subsequently, 

we present the outcomes obtained from implementing our hy-

potheses testing, providing insightful analysis and interpreta-

tion of the results. 

II. THE PROPOSED FRAMEWORK 

The proposed framework called "Autism Spectrum Disor-

der Learning Application Framework for Saudi Adults 

(ASDLAF)" has been developed by the authors based on a 

critical evaluation of such models, including the technology 

acceptance model (TAM), and based on the existing litera-

ture, which aims to explore and examine the significant fac-

tors that assist adults with ASD in Saudi Arabia [20]. As 

shown in Fig. 1, the framework has a dependent variable that 

assesses the adoption of ASD LA, intermediate variables that 

analyse the usability, trust, acceptance, and effectiveness of 

Fig. 1: Autism Spectrum Disorder Learning Application Framework for Saudi adults (ASDLAF) [16] 
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the technologies, and independent variables focused on tech-

nology, culture, and pedagogy that influence the adoption of 

ASD LA. 

The intermediate variables of the proposed framework in-

clude Usability, Trust and Acceptance, and Effectiveness, 

while the technological factors are discussed in terms of how 

they affect the adoption of new technology. Culture is consid-

ered a vital factor that influences new technology adoption, 

and some cultural factors, such as education, social rules, 

awareness, and religion, shape the lifestyle of a society in a 

particular region. Pedagogical factors are also considered, as 

some individuals with ASD have learning difficulties, which 

can create significant barriers that influence them to accept 

and use LA. This study can contribute to a deeper understand-

ing of how defined factors shape ASD individuals' percep-

tions of the adoption of ASD LAs. It also offers practical in-

sights for policymakers, caregivers, and technology develop-

ers,  which will help provide better solutions for individuals 

with ASD in Saudi Arabia. 

III. METHODOLOGY VALIDATION 

This study aims to investigate the factors that most influ-

ence the intention to adopt ASD LAs. The data was collected 

from a 68-item online survey which was distributed among 

ASD individuals in autism centres which provide care for 

people with autism aged above 18 years old. The respondents 

are informed that they can ask their family or caregivers for 

help completing the survey if they need it at any time. This 

occurred in the period between November and December 

2023, with a total of 395 responses. The survey included 5-

point Likert scale questions, aiming to validate our proposed 

ASDLAF framework and improve our understanding of the 

ASD users' experience of accepting ASD LA adoption. SPSS 

was used to analyse the survey data. 

The study sample size was calculated based on the popula-

tion of ASD in Saudi Arabia, which was estimated by [3]; 

therefore, the sample size required at least 381 responses to 

be gathered, with a confidence level of 95% and a confidence 

interval of 5%. Overall, a total of 412 responses were col-

lected. In order to ensure data quality and validity, incomplete 

surveys were excluded, resulting in 395 responses for the sta-

tistical analysis phase.  

A. Reliability and validity of the study 

To ensure the survey's reliability, Cronbach’s Alpha α was 

used to assess the extent to which items in a scale are corre-

lated with each other using the internal consistency method 

before proceeding to the hypotheses testing phase. Table I 

shows the Cronbach’s Alpha results and indicates that the re-

liability of all constructs is above 0.7, which is considered 

within the acceptable range according to [21], suggesting that 

α needs to be higher than or equal to 0.7. 

This study uses face and content validity to ensure that the 

items or questions in the survey are relevant and appropriate 

for measuring the intended construct and, consequentially, 

enhance the validity of the findings. Validity is not directly 

calculable but rather inferred from accumulated evidence 

[22]; thus, the survey was reviewed and tested by 15 academic 

experts in both M-learning and ASD fields. 

IV. RESULTS  

This section provides an overview of the study results of 

the respondents including demographic characteristics and 

descriptive analysis, summarised in Table II. This section also 

delves into the framework analysis to explain the correlations 

between constructs. 

A. Respondents’ demographic data 

This study reflects the age statistics in Saudi Arabia as, ac-

cording to the Saudi General Authority for Statistics, 51.1% 

of the overall population is less than 30 years old, and the me-

dian age of the population is 29 years old [23]. In recent dec-

ades, Saudi Arabia has experienced prompt demographic 

changes, with a growing youth population reshaping the so-

cial and economic landscape of the country. As more young 

Saudis rely on smartphones and mobile applications as essen-

tial parts of their daily lives [24], stakeholders need to adapt 

their strategies to target this demographic range effectively, 

especially for people needing healthcare services. Moreover, 

individuals often rely heavily on digital technologies during 

the adulthood transition period. Interestingly, the study also 

revealed that 29% of the survey respondents were in their 30s 

and 40s. It's possible that older respondents obtained their di-

agnosis later in life. Overall, there is a general trend of high 

agreement rates across all age groups, which indicates a pos-

itive attitude towards using ASD LAs regardless of age.  

TABLE I. 
INTERNAL CONSISTENCY OF THE STUDY SURVEY 

INSTRUMENT 

Construct 
No of 

items 

Cronbach’

s Alpha 

Usability (US) 3 0.869 

Trust and Acceptance (TA) 3 0.844 

Effectiveness (EF) 3 0.831 

Availability (AV) 3 0.771 

Accessibility (AC) 3 0.796 

Privacy (PR) 3 0.881 

Cost (CO) 3 0.874 

Social rules (SR) 3 0.742 

Awareness (AW) 3 0.876 

Education (ED) 3 0.897 

Religion (RE) 3 0.732 

Responsivity (RS) 3 0.927 

Motivation (MO) 3 0.887 

Age (AG) 3 0.768 

Learning behaviour (LB) 3 0.774 

Readiness (RD) 3 0.794 

Adoption of ASD Learning Applications in 

Saudi Arabia (AL) 
3 0.909 
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In terms of gender, 53.4% of respondents were male, and 

46.6 were female, as expected, given that the male population 

outnumbers the female population in Saudi Arabia [25]. Fur-

thermore, the prevalence of autism in Saudi males is higher 

than in females [26]. This study reflects current gender de-

mographics and autism prevalence rates in the Saudi context. 

It has been found that both genders generally express positive 

attitudes towards using ASD LAs. 

Our study indicates a diverse range of educational back-

grounds among individuals diagnosed with ASD. This variety 

of educational levels emphasises the necessity of understand-

ing their unique challenges and the support they require, as 

the majority of respondents (34.4%) have a high school di-

ploma, while 32.7% have a bachelor's degree. The relatively 

small percentage of respondents who never studied, attended 

elementary school, or went to middle school, with a total of 

7.6%, indicates that the study sample mostly consists of indi-

viduals who have completed these early educational stages. 

The survey analysis results indicated that participants with 

elementary school education levels have less intention of ac-

cepting ASD LAs adoption than others. This could be due to 

digital literacy skills, as people with limited education 

may face barriers to accessing and using technology [27]. In-

dividuals with higher levels of education may have a better 

understanding of the potential benefits of ASD LAs in educa-

tion, which may correspond with greater access to resources. 

The widespread use of digital technologies in society is re-

flected in the high frequency of mobile device use among peo-

ple with ASD. The examination of mobile device usage 

showed that the majority of respondents spend 1–10 hours per 

day on their devices, with 34.4% spending 1–3 hours. 40.3% 

of the examined population spends 4–10 hours, whereas 

25.3% spend 11–20 hours. It is worth mentioning that exces-

sive use of mobile devices can hinder ASD individuals' daily 

routines and their social interaction skills growth, leading to 

more severe issues such as isolation [28]. Overall, our data 

analysis results indicate that people engage with mobile de-

vices in various ways. It also reveals the high agreement rates 

across different time categories (1–3 hours, 4–10 hours, and 

11–20 hours), which indicates a positive intention to use au-

tism learning applications. 

B. Hypotheses fit testing 

In this part, we evaluate the fit of our hypothesised frame-

work to the actual data obtained from our survey. The frame-

work was developed using theoretical considerations and past 

research to highlight the relationships between key factors in-

fluencing the adoption of ASD LAs among individuals with 

ASD in Saudi Arabia. 

First, a series of statistical studies were performed to deter-

mine the fit of each hypothesised relationship between struc-

tural factors (e.g., technical, cultural, and pedagogical) and 

ASD users’ perceptions. These analyses included correlation 

coefficients and significance tests to examine the strength of 

the relationships proposed in our framework. The outcomes 

of our hypothesis fit testing offer valuable insights into the 

sufficiency of our theoretical framework. All of the hypothe-

ses, H1 to H16, tested were formulated in our previous paper 

along with the ASDLAF framework development [20]. 

Usability (US) 

The study indicates that there is a statistically significant 

moderately positive relationship between usability (US) and 

the intention to use ASD LAs (AL) with a correlation 

coefficient of 0.313 and a significance level (p-value) of less 

than 0.001. In other words, as the US of ASD LAs improves, 

individuals with ASD are more likely to use them. This 
underscores the importance of designing ASD learning 

applications with more US consideration by actively 

involving individuals with ASD in the design process and 

considering their unique needs. The findings support the 

hypothesised relationship between US and AL: “H1. If ASD 

LAs’ usability is increased, then this will lead to ASD users’ 

increased intention to the adoption of ASD LAs.” 

Trust and acceptance (TA) 

It appears to be a strong positive relationship between the 

intention to utilise ASD LAs (AL) and trust and acceptance 

(TA) of the applications, as indicated by a correlation value 

of 0.448 at a significance level of less than 0.001. This sug-

gests that there is an enormous increase in the intention of 

TABLE II. 
SAMPLE CHARACTERISTICS (N = 395) 

  Frequency Percentage   Frequency Percentage 

Age 

18–19 108 27.3 
Gender 

Male 211 53.4 

20–29 165 41.8 Female 184 46.6 

30–39 98 24.8 

Education 

level 

Never studied 9 2.3 

40–49 17 4.3 Elementary School 6 1.5 

50–59 7 1.8 Middle School 15 3.8 

Time of 

Using 

Mobile 

Devices 

1–3 hours 136 34.4 High school 136 34.4 

4–10 hours 159 40.3 Bachelor’s degree 129 32.7 

11–20 hours 100 25.3 
Master’s degree 95 24.1 

PhD degree 5 1.3 
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ASD users to adopt these applications as trust and acceptance 

of ASD learning applications grow.  It is crucial for develop-

ers and stakeholders to focus on building trust when designing 

ASD LAs, which can enhance the acceptance of these appli-

cations. Developers can ensure ASD LAs align with best 

practices by collaborating with ASD professionals to under-

stand important considerations such as ethical guidelines and 

ASD users’ privacy. The findings support the hypothesised 

relationship between TA and AL: “H2. If ASD LAs’ trust and 

acceptance is increased, then this will lead to ASD users’ in-

creased intention to the adoption of ASD LAs.” 

Effectiveness (EF) 

The findings reveal a strong positive correlation (rs = 

0.414, p < 0.001) between the effectiveness (EF) of ASD LAs 

and the intention to use these applications, shedding light on 

a critical relationship in educational technology adoption 

within the ASD community. This result implies that as the ef-

fectiveness (ED) of ASD learning applications increases, 

there is a corresponding increase in the intention of individu-

als with ASD to adopt LAs. Computer-assisted learning 

(CAL) approaches can be effective in teaching social skills 

[29]. The findings support the hypothesised relationship be-

tween EF and AL: “H3. If ASD LAs’ effectiveness is in-

creased, then this will lead to ASD users’ increased intention 

to the adoption of ASD LAs.” 

Availability (AV) 

There is a statistically significant positive link (p < 0.001) 

between the intention to use ASD learning applications (AL) 

and availability (AV), as indicated by the observed correlation 

value of 0.454. This implies that there is an evident rise in the 

intention of ASD (AL) users to adopt these applications when 

the availability of ASD LAs increases. In addition to focusing 

on the needs of individuals with ASD, it is essential to support 

networks surrounding them by providing training and guid-

ance for educators and caregivers on how to effectively inte-

grate ASD LAs into educational and therapeutic settings. This 

will increase the availability of these applications in practical 

terms. The findings support the hypothesised relationship be-

tween AV and AL: “H4. If ASD LAs are available to function, 

then this will lead to ASD users’ increased intention to the 

adoption of ASD LAs because ASD users will trust that this 

service will be always available to use.” 

Accessibility (AC) 

The survey analysis results revealed a moderately positive 

correlation coefficient of 0.157 between accessibility (AC) 

and the intention to use ASD learning applications (AL) with 

a significance level of 0.002, indicating the vital relationship 

between AC and user intention to use ASD LAs. This align-

ment suggests that enhancing the AC will increase the inten-

tion of individuals with ASD to utilise these applications. 

Considering accessibility features such as visual support, cus-

tomisation, and sensor-friendly design can ultimately contrib-

ute to creating a promising learning tool. The findings support 

the hypothesised relationship between AV and AL: “H5. If 

ASD LAs are accessible properly for autistic users, then this 

will lead to ASD users’ increased intention to the adoption of 

ASD LAs because they will use these applications more eas-

ily.” 

Privacy (PR) 

There is a weak positive relationship between privacy (PR) 

and the intention to use ASD learning applications (AL), as 

suggested by the obtained correlation coefficient (r = 0.123). 

This relationship has a significance score of 0.015, indicating 

statistical significance. The effect size is modest, suggesting 

that privacy concerns alone may not be the primary driver be-

hind users' intention to use ASD LAs. Moreover, the modest 

correlation implies that users might subconsciously prioritise 

other factors over privacy. Users with limited technical exper-

tise might find it difficult to assess the benefits and drawbacks 

of particular privacy measures, which would lead to a weaker 

correlation with adoption intention. The findings support the 

hypothesised relationship between PR and AL: “H6.  If ASD 

LAs’ privacy is increased, then this will lead to ASD users’ 

increased intention to the adoption of ASD LAs because they 

will trust that their personal data will be secured.” 

Cost (CO) 

Understanding the relationship between the cost (CO) of 

ASD LAs and the intention to use them is crucial in creating 

effective technological solutions for individuals with ASD. 

The findings of the survey revealed that a notable correlation 

coefficient of 0.174 was observed, with a statistically signifi-

cant p-value of less than 0.001. These findings also indicate a 

positive relationship between the CO and AL, underscoring 

the essential role of affordability in technology adoption 

within the context of supporting individuals with ASD. 

Simply put, as the cost (CO) of ASD learning applications de-

creases or remains reasonable, there is an increase in the in-

tention of ASD (AL) users to adopt these applications. This 

result is consistent with economic theories of demand, which 

suggest that lower costs encourage higher adoption rates [30]. 

The findings support the hypothesised relationship between 

CO and AL: ”H7. If ASD LAs are at a free or reasonable cost, 

then this will lead to ASD users’ increased intention to the 

adoption of ASD LAs because they will accept these applica-

tions available with low cost.” 

Social rules (SR) 

The findings show a correlation coefficient of 0.087, with 

a significance level of 0.083, suggesting an insignificant rela-

tionship between social rules (SR) and the intention to use 

ASD LAs (AL). The result fails to reach conventional levels 

of significance (p < 0.05), implying that social rules may not 

be considered a substantial influence on the intention of indi-

viduals with ASD to engage with LAs designed specifically 

for their needs. Social rules might be a major barrier for cer-

tain people to use ASD LAs, but they might not have much of 

an impact on other individuals' decisions to accept technol-

ogy; individuals are not the same [31]. This diversity can re-

sult in a wider range of responses, leading to a weaker corre-

lation value. The findings reject the hypothesised relationship 

between SR and AL: “H8. If social rules prevent ASD users 
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to use learning applications, then this will lead to ASD users’ 

decreased intention to the adoption of ASD LAs because they 

will not socially accept these applications.” 

Awareness (AW) 

The correlation coefficient of 0.160 and a significance level 

of 0.001 suggest a weak positive correlation between aware-

ness (AW) and the intention to engage with ASD learning ap-

plications (AL). This implies that individuals with ASD have 

the intention to be more interested in using LAs as autism 

awareness grows. This finding highlights the value of raising 

awareness of ASD and the advantages of using particular LAs 

for those who are on the spectrum. Awareness is not just about 

understanding ASD individuals—it's about enhancing their 

quality of life [32], by increasing their empowerment, inclu-

sion, and access to resources that support ASD individuals’ 

unique way of learning. The findings support the hypothe-

sised relationship between AW and AL: H9. “If awareness of 

autism is increased, then this will lead to ASD users’ in-

creased intention to the adoption of ASD LAs because they 

will have a better understanding to accept these LAs.” 

Education (ED) 

The results indicate a weakly positive correlation between 

education (ED) and the intention to use ASD learning appli-

cations (AL), with a correlation coefficient value of 0.211 and 

a statistically significant p-value of less than 0.001. In other 

words, as the level of education of ASD users increases, there 

is also a significant increase in their interest in using these 

applications. Higher education levels might be associated 

with a better appreciation of the potential benefits of ASD 

LAs in supporting their learning skills. Furthermore, individ-

uals with higher education levels may be more proficient in 

using technology or are more likely to use ASD learning ap-

plications. The findings support the hypothesised relationship 

between CO and AL: H10. “If ASD users are educated, then 

this will lead to ASD users’ increased intention to the adop-

tion of ASD LAs because they will have proper skills and ac-

cept these LAs.” 

Religion (RE) 

The results revealed that the correlation coefficient is 

0.019, suggesting a very weak relationship between religion 

(RE) and the intention to use ASD learning applications (AL). 

Furthermore, the high p-value of 0.706 indicates that this cor-

relation is not statistically significant at the conventional level 

of 0.05. Religion is a complex phenomenon, as there are dif-

ferent religious traditions and beliefs that have been practiced 

for centuries. The findings reject the hypothesised relation-

ship between SR and AL: H11. “If religious rules limit the 

use of ASD LA, then this will lead to ASD users’ decreased 

intention to the adoption of ASD LAs because they will not 

accept these LAs.” 

Responsivity (RS) 

The result of the correlation test showed a positive relation-

ship between RS and AL, = 0.206, p = <0.001. This indicates 

that users with ASD tend to adopt ASD learning applications 

that have more responsive interfaces. Developers can use this 

finding to prioritise features that enhance the responsivity 

within ASD learning applications, such as customisable set-

tings, clear instructions, and sensory-friendly design ele-

ments. Individuals with ASD often have unique preferences 

[33] and various learning styles; thus, it is important to con-

sider these individual differences and design proper applica-

tions that meet the specific needs of each user. The findings 

support the hypothesised relationship between RS and AL: 

“H12. If ASD LAs provide proper responsive interfaces, then 

this will lead to ASD users’ increased intention to the adop-

tion of ASD LAs because ASD LAs will be effective and easy 

to use.” 

Motivation (MO) 

The survey analysis results revealed a strong positive cor-

relation coefficient of 0.531 between motivation (MO) and 

the intention to use ASD learning applications (AL) with a 

significance level of <.001. It suggests that the motivation 

factor acts as a driving force behind the intention to adopt and 

use ASD learning applications. People with ASD can cer-

tainly learn continuously in a comfortable environment, 

thanks to the revolution of current technological advance-

ments such as artificial intelligence and augmented reality. 

These trending technologies can enhance the learning experi-

ence of ASD individuals and improve their social skills and 

communication abilities by creating virtual scenarios for 

practicing real-life interactions in a safe setting. The findings 

support the hypothesised relationship between RS and AL: 

H13. “If ASD users have motivations to use learning applica-

tions, then this will lead to ASD users’ increased intention to 

the adoption of ASD LAs because they will use these LAs ef-

fectively.” 

Age (AG) 

Despite the weak positive correlation, rs = 0.092, between 

age (AG) and the intention to use ASD learning applications 

(AL), the correlation is not statistically significant at the con-

ventional level of 0.05. While the correlation coefficient indi-

cates a weak relationship, there might still be some influence 

of age on the intention to use ASD learning applications. 

However, in today's digital era, age has become less restricted 

by traditional age principles. Nevertheless, the digital age has 

also allowed older individuals to adapt to new technologies. 

It can be concluded that there is no significant relationship 

between age and the intention to use ASD learning applica-

tions based on the data collected; thus, the findings reject the 

hypothesised relationship between RS and AL: “H14. If ASD 

LAs are suitable for adultescent age, then this will lead to 

ASD users’ increased intention to the adoption of ASD LAs 

because they will find these LAs effective and easy to use.” 

Learning behaviour (LB) 

The correlation coefficient of 0.209, with a significance 

level of p < 0.001, emphasises a positive statistically signifi-

cant relationship between learning behaviour (LB) and (AL). 

This correlation suggests that certain learning behaviours may 

encourage individuals with ASD towards the adoption of 
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ASD LAs. More importantly, technology can be a promising 

tool to provide a proper learning approach, as visual pro-

cessing is a powerful choice for people with ASD [34]. There-

fore, individuals with ASD can improve their communication 

skills and engage more effectively in social interactions in a 

safe environment. The findings support the hypothesised re-

lationship between RS and AL: “H15. If ASD LAs are aligned 

with ASD individuals learning behaviours, then this will lead 

to ASD users’ increased intention to the adoption of ASD LAs 

because they will use these LAs effectively and easily.” 

Readiness (RD) 

The intention to use ASD learning applications (LA) and 

readiness (RD) appear to have a positive relationship, as indi-

cated by the correlation coefficient of 0.214, with a signifi-

cance level of less than 0.001, indicating a statistically signif-

icant relationship. Simply put, when individuals feel confi-

dent enough to use LAs, they are more likely to have the in-

tention to adopt them. Therefore, this intention to adopt can 

lead to increased usage, which can ultimately result in the in-

dividual experiencing the full benefits of LAs. Using ASD 

LAs in their daily routine can contribute to improving their 

overall personal skills. The findings support the hypothesised 

relationship between RS and AL: “H16. If ASD users are 

ready to use LA independently, then this will lead to ASD us-

ers’ increased intention to the adoption of ASD LA because 

they will use these LA effectively and easily.” 

This study discusses the critical factors that influence the 

adoption of ASD LAs by examining the validity of our pro-

posed framework, ASDLAF. Statistical analyses were con-

ducted to evaluate the relationships between various factors 

and users' intentions to adopt ASD LAs. As shown in Table 

III, the findings indicate significant positive correlations be-

tween usability, trust and acceptance, effectiveness, availabil-

ity, accessibility, motivation, learning behaviour, and readi-

ness and the intention to use ASD LAs. Thus, developers and 

stakeholders are encouraged to prioritise these factors to in-

crease the intention of ASD individuals to adopt the LAs. 

Factors such as readiness and motivation are crucial in 

driving the intention to adopt ASD LAs. These two factors 

can also be important incentives that increase the independ-

ence and empowerment of the ASD individuals. However, so-

cial rules, religion, and age factors showed weaker or insig-

nificant correlations, which made their impact less pro-

nounced. These factors may not directly influence the deci-

sions to use LAs since ASD individuals and their families 

may prioritise immediate factors such as usability and effec-

tiveness. despite that, these factors should also be considered 

when designing LAs as they may have significant indirect im-

plications. The updated framework that is presented in Fig. 2, 

has been revised after the evaluation of the factors in 

ASDLAF [20] and the results of the hypotheses testing. 

Developers can create ASD learning applications that are 

not only effective in educational settings but also a tool that 

will be considered supportive for those ASD individuals re-

quiring unique needs. These applications should be tailored to 

each individual's specific learning style and needs to increase 

the level of LAs effectiveness. For example, individuals with 

ASD have different sensory preferences. When it comes to the 

use of smart phones, it is crucial to consider the need to cus-

tomise these stimuli to avoid overwhelming users who might 

be sensitive to bright lights, sudden noises, or persistent vi-

brations. Thus, some adjustments should be applied such as 

having a customisable alerts  for the sudden noise issue, and 

using gentle vibrations in order to decrease the defects of per-

sistent vibrations [35]. The sensory considerations are crucial 

TABLE III. 
SUMMARY OF THE HYPOTHESES TESTS RESULTS 

Factors Hypotheses test Relationship direction Relationship Strength 

US  ®  AL Supported Positive Moderate (rs = 0.313 **) sig 

TA  ®  AL Supported Positive Strong (rs = 0.448 **) sig 

EF  ®  AL Supported Positive Strong (rs = 0.414 **) sig 

AV  ®  AL Supported Positive Strong (rs = 0.454 **) sig 

AC  ®  AL Supported Positive Weak (rs = 0.157 **) sig 

PR  ®  AL Supported Positive Weak (rs = 0.123 **) sig 

CO  ®  AL Supported Positive Weak (rs = 0.174 **) sig 

SR  ®  AL Rejected Positive No Significant Relationship 

AW  ®  AL Supported Positive Weak (rs = 0.160 **) sig 

ED  ®  AL Supported Positive Weak (rs = 0.211 **) sig 

RE  ®  AL Rejected Positive No Significant Relationship 

RS  ®  AL Supported Positive Weak (rs = 0.206 **) sig 

MO  ®  AL Supported Positive Strong (rs = 0.531 **) sig 

AG  ®  AL Rejected Positive No Significant Relationship 

LB  ®  AL Supported Positive Weak (rs = 0.209 **) sig 

RD  ®  AL Supported Positive Weak (rs = 0.214 **) sig 
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to increase the motivation of ASD individuals to use technol-

ogy as a supportive tool. 

Another important consideration is the applications usabil-

ity as our survey analysis found that usability is a vital factor 

in adopting the use of ASD LAs.  A user-friendly interface is 

essential for facilitating ease of use and reducing frustration, 

which can impact the overall user experience of the users. De-

signing a user-friendly interfaces can help ASD users interact 

ideally [36], by creating a simple and predictable interfaces 

with clear instructions.  The usability of LAs plays a signifi-

cant role in how well the application is utilized by its target 

users. Therefore, how ready ASD users are to use LAs and the 

level of their learning behaviour are also considered key fac-

tors in increasing the likelihood of ASD users accepting and 

engaging with the application. 

Additionally, this study emphasises the prominence educa-

tion and awareness in enhancing the learning experiences of 

individuals with ASD. Several studies [13][33] have revealed 

that, in Arab countries, individuals with ASD are not provided 

with proper support. This could be due to the lack of aware-

ness in this region. Participants of our survey have empha-

sised that better awareness leads to increase their intention to 

adopt ASD LAs. 

The financial aspect is another essential consideration for 

ASD individuals and their families as some of them face sig-

nificant financial burdens due to therapeutic and medical ex-

penses. Thus, LAs developers should consider their price 

models so that users can afford using them. Plus, providing 

trial demos can allow the users to evaluate the effectiveness 

of the applications features before purchasing. Moreover, de-

velopers may collaborate with non-profit organizations to 

provide a financial assistance for the families who cannot af-

ford the applications. During the transition to adulting, the 

cost of providing care for ASD individuals is high [38], as 

well as the medical expenses [39]; thus, keeping the price of 

applications at a reasonable range will greatly increase their 

acceptance among ASD society.  

As stated earlier, privacy is a valuable factor in the Saudi 

society [19], let alone the unique sensitivities that ASD indi-

viduals usually have. Maintaining sensitive information such 

as sexual, physical, psychological information is considered 

very vital and exposing them could impact their dignity[40]. 

Therefore, developers must priorities this ethical considera-

tion by involving ASD individuals, their families, and care-

givers in the design process, which will increase the trust and 

acceptance of the ASD LAs. This involvement will help in 

creating a more personalised and effective learning experi-

ence and also minimise the risk of information exposure and 

unauthorised access.   

V. CONCLUSION 

In conclusion, this study sheds light on the critical factors 

influencing the adoption of Autism Spectrum Disorder Learn-

ing Applications (ASD LAs) among individuals in Saudi Ara-

bia. By conducting a quantitative survey analysis, we vali-

dated the proposed Autism Spectrum Disorder Learning Ap-

plication Framework (ASDLAF) and tested 16 hypotheses. 

This research provides valuable insights into the experiences 

of individuals with ASD regarding ASD LAs. 

These findings highlight the importance of factors such as 

usability, trust and acceptance, effectiveness, availability, ac-

cessibility, motivation, learning behaviour, and readiness. 

Fig. 2: The revised framework 
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Whereas the impact of the social rules, religion, and age fac-

tors is less significant in determining the success of this type 

of technology. Overall, these results emphasise the need for 

further research and development in the field of technology 

adoption to gain a deeper comprehension of the factors that 

influence individuals' decisions to accept new innovations. 

The future work involves a qualitative interview analysis, 

which can offer deeper insights into the experiences, perspec-

tives, and challenges faced by individuals with Autism Spec-

trum Disorder (ASD) regarding the adoption of Learning Ap-

plications (LAs) in Saudi Arabia. The interview will be con-

ducted with ASD caregivers, providing rich data that can sup-

port the quantitative findings. 
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Abstract—Digital transformation  in universities is  reshaping 

academic landscapes globally,  and Saudi Arabia. Universities 

are keen to provide high quality learning using different types of 

teaching methods and up-to-date technology. Thus, the shift to 

digitisation  in  Saudi  universities  is  unavoidable,  and  must 

embrace digital transformation to satisfy students requirements. 

Digital  transformation  can  promote  learning  and  teaching 

through using digital  tools.  A literature review revealed that 

although  there  are  few  studies  conducted  on  digital 

transformation adoption in Saudi universities, to date, there is a 

lack of coherent and comprehensive theoretical approach to this 

topic, particularly regarding adoption barriers. Our study aims 

to address this gap by presenting a conceptual framework for 

Digital Transformation Adoption in Saudi Arabian Universities 

(DTA-SAU),  which  combines  the  affecting  factors. A  mixed 

method (qualitative and quantitative) approach will be used to 

validate  the  DTA-SAU framework.  The results  will  assist 

universities  in  developing countries  in  digital  transformation 

adoption process. 

Index  Terms—digital  transformation,  technology  adoption 

models, Saudi Arabian universities. 

I.     INTRODUCTION

HE GLOBAL economy has been impacted by changes 

that have been unprecedentedly swift [1]. In order to stay 

competitive  and  survive  in  a  fast-moving  business 

environment,  governments  as  well  as  companies  and 

corporations have had to adapt and adopt a mindset that is 

open  to  implementing  change [2].  With  these  changes  in 

mind,  both  public  and  private  sector  organisations  have 

implemented digital initiatives [3]. It is generally accepted 

that digital technology can be usefully deployed to enhance 

workplace  processes  and  make  workflow  more  efficient, 

faster and easier. 

T

In Saudi Arabia, some of these digital initiatives have been 

implemented to transform a number of governmental sectors 

such as telecommunications, education and healthcare. This 

has been carried out with the aim of enhancing operations and 

boosting business value, as well as achieving a development 

that is  sustainable,  globally effective and which raises the 

amount that the digital economy contributes to Saudi Arabia 

GDP, and ultimately improves Saudi citizens’ quality of life.

Saudi Vision 2030 clearly lays out objectives for the digital 

transformation of the education system, and to this end, the 

government have been striving to ensure those goals are met. 

In  2018,  the Saudi  Ministry of  Education inaugurated the 

‘Future Gate’ project, in collaboration with the educational 

technologies company TETCO. The project aims to establish 

digital technologies throughout the Saudi educational system, 

including the digitisation of curricula and establishing smart 

classrooms  to  replace  paper  documents  and  traditional 

classrooms [4]. This  initiative  aims  to  enhance  student-

teacher interaction, facilitate a combination of in-person and 

online  learning,  and  improve  the  overall  educational 

experience and achievements of young learners.

 It worth documenting that digital transformation plays a 

crucial  role  in  driving  the  future  of  higher  education 

institutions because it focuses on developing an innovative 

process  regarding  learning,  teaching,  library  facilities, 

blackboard, and other learning environment [5]. This, in fact, 

enables universities to drive digital transformation to improve 

the learning process and use online teaching facilities. For 

businesses,  organizations,  government  organizations  and 

academic institutions, digital transformation is currently seen 

as an unavoidable trend. Organizations are being forced by 

this trend to change how they handle operations, the provision 

of goods and services, marketing initiatives, and every other 

aspect of the businesses.

 Numerous advantages come with digital transformation, 

including lower operational expenses, a larger consumer base, 

and quicker and more accurate decision-making. Moreover, 

adopting online learning reduces costs and develops students 

and faculty  in  the  use  of  computing technology facilities. 

Universities  are  organizations  that  do  research,  offer 

educational  services,  and  advance  human  knowledge. 

Therefore, such institutions may not be able to draw in, train, 

and  lead  scientists,  students,  and  enterprises  without 

successfully  implanting  digital  transformation.  However, 

digital  transformation  faced  all  types  of  challenges  that 

include technical aspects related to maintain reliable and valid 

digitalization system, organizational aspects represented in 

managing and implementing transformation plans, legal and
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security aspects as well as users such as, students, lecturers, 

human resources related obstacles [6]. Another major 

challenge identified is related to financing. A considerable 

amount of money is spent on digital equipment systems, 

conversion, and educational transformation[6]. Therefore, 

institutions must navigate these challenges carefully to realize 

the full potential of digital transformation. 

Higher education institutions must overcome significant 

obstacles related to the digital transformation to incorporate 

digital tools and technology into teaching and learning pro-

cesses as well as change and adjust current systems, pro-

cesses, communication channels, and all other academic and 

administrative activities carried out by the institution [7].  

Hence, decision making regarding adoption of digital trans-

formation in Saudi universities entail identifying the main 

factors affecting the adoption process. 

A) Research Questions 

The study questions derived from the primary goal of the 

study as follows: 

1.What are the major challenges and benefits of adopting 

Digital Transformation in Saudi Arabian Universities? 

2.According to  Top Management members, Academic 

staff, IT employees and students, which factors influence 

Saudi Arabian Universities to adopt Digital Transformation, 

and to what extent? 

3.What would be a conceptual framework for Digital 

Transformation Adoption in Saudi Arabian Universities? 

 By answering these questions, this study aims to create a 

framework to assist Saudi Arabian universities in understand-

ing factors that impact the adoption of digital transformation 

and will provide a basis for researchers who are investigating 

this phenomenon not only at the Saudi level but at regional 

and international levels. 

There are four sections to this paper. The first part reviews 

the literature in order to identify the most significant factors 

that have been found to influence the adoption of digital 

transformation. The second part presents the various 

technology adoption theories and framework, and this is 

followed by an outline of the framework used in the current 

study. The final section describes the methods utilised to 

collect the data and how the framework will be validated. 

II. LITERATURE REVIEW   

Several studies were carried out and reported in the litera-

ture to identify the main factors that influence the adoption of 

technology in the higher education and business sectors.  

 Successful digital transformation in universities depends 

on stakeholders' awareness of digital tools and technologies. 

Raising awareness can reduce resistance to change and de-

velop a more positive attitude towards digital transition by 

helping to eliminate uncertainty and fear of the unknown [8]. 

Stakeholders understand the benefits and advantages of digi-

tal tools and how they are used to increase productivity, im-

prove learning outcomes, or open new possibilities for re-

search and cooperation [9]. It is worth mentioning that stake-

holders are more likely to support the adoption and push for 

its successful implementation when they are aware of the po-

tential advantages and positive effects of digital technologies.  

 One of the most influential factors found to impact the 

adoption of digital technologies has been top management 

support [10], [11]. Moreover, in the context of SMEs, top 

management support has been shown to be of particular sig-

nificance in encouraging a positive attitude towards digital 

transformation [12]. In developing nations like Saudi Arabia, 

the ICT decision-maker is most frequently a member of a 

SME's senior management team, and the adoption of ICT is 

directly impacted by his or her support and decision [13]. It 

can be understood that top management support is the major 

factor in adopting digital transformation since decisions re-

garding funding and personnel cannot be made without sup-

port from top management.  

Another serious barrier noted in previous studies is security 

and privacy, which are established worldwide issues for tech-

nology adoption and implementation [14]. A qualitative study 

conducted on the risks associated with participating in e-com-

merce found that clients are worried about the security and 

privacy of their data, such as emails and names, that could be 

used for marketing and other purposes [15]. It can be sug-

gested that developing a high level of security and privacy is 

likely to improve the intention of institutions to implement 

digital transformation. A safe and secure environment fosters 

trust, safeguards sensitive data, and encourages stakeholders 

to embrace the changes wrought by digital transformation 

programmes. 

The significance of providing benefits to users in digital 

transformation is embedded in users of digital technologies 

and tools. The benefits clients perceive positively affected 

digital transformation adoption in the United States business 

sector [16]. The usefulness of digital tools such as mobile 

technologies positively affected lecturers’ perceptions of dig-

ital tools [17]. Giving benefits to users (usefulness) is likely 

to boost the desire of institutions to implement digital trans-

formation. A user-centred strategy focusing on actual ad-

vantages for stakeholders fosters higher acceptance, utilisa-

tion, and support for digital technology, resulting in a success-

ful and effective digital transformation throughout the institu-

tion.      

Resistance to change is regarded as one of the most critical 

factors which prevent the adoption of digital transformation 

in higher education institutions. Changing the academic cul-

ture is complex and challenging in many cases, it is gradual 

[18]. For example, in a study conducted on higher education 

institutions in India, the authors claimed that many academic 

staff were not positive towards changing teaching methods or 

using new digital technologies, while some were reluctant to 

change [19]. Resistance to change is not only an issue in 

higher education institutions but also a global issue in all sec-

tors. This could be attributed to the fact that resistance to 

change is a fear of uncertainty and lack of interest to change. 

Refuse to change may be attributed to particular habits, that 

refer to an individual’s reaction to their traditional environ-

ment [20]. Instructors' resistance to change is the most critical 
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element influencing digital transformation adoption. The ca-

pacity of teachers to adopt new technologies and services will 

contribute to adopting digital transformation successfully 

[21]. Finally, resolving resistance to change in digital technol-

ogy is critical for increasing the intention to accept digital 

transformation in universities. Universities may build a more 

positive and supportive atmosphere by understanding and 

minimizing opposition and encouraging stakeholders to em-

brace and successfully use digital technology for the institu-

tion's progress. 

       Study by [22] was conducted at a British university and 

investigated the attitudes of 48 staff members to the adoption 

of e-learning. The study found that the most significant 

factors were staff skills and attitudes, student expectations and 

institutional infrastructure. Even in the context of this 

developed country, study participants complained of a lack of 
direction and specifically tailored support, which indicates 

that a strategy for providing such direction, resources and 

support is required in educational institutions wishing to 

implement e-learning.  

 Universities would like the benefits of adopting a new in-

vention to be proportionate with the expenses of adopting the 

innovation. Digital transformation has reduced the costs of 

services provided to students and lecturers. A study conducted 

in Saudi Arabia [23] investigated the effect of adopting and 

integrating digital transformation on organisational and 

spending on digitalisation in Saudi universities. This study 

found that using digital transformation and services provided 

reduced students’ withdrawal from the courses, which in turn 

positively affected the universities' academic performance. 

Although the study [23] investigated the students’ and lectur-

ers’ views of digital transformation, it overlooked the tech-

nical issues related to required skills. 

In brief, this literature review section helps emphasize the 

most important factors that influence digital transformation 

adoption. Additionally, identified significant gaps, such as a 

lack of studies on Saudi higher education. Furthermore, all 

previous research explored the elements that influence the 

adoption of digital transformation from a single or two points 

of view; in our study, we investigated these influencing fac-

tors from the perspectives of students, academic staff, IT de-

partments, and senior management. To close these gaps, 

building a conceptual framework for digital transformation in 

Saudi Arabian institutions has become an absolute impera-

tive. 

III. ADOPTION THEORIES AND FRAMEWORKS  

 Several frameworks and theories have been developed and 

refined to investigate and assess the factors that influence 

technology adoption in a particular sector. This study con-

ducted a thorough review of the literature relevant to this re-

search to determine the theories used to explore technology 

adoption by organisations. The findings of this investigation 

indicated the most widely employed theories: 

• Technology Organization and Environment (TOE) 

framework [24], [25] 

• Diffusion of Innovation (DOI) [26], 

• TAM Integrated with TOE framework [27], [28]  

• DOI integrated with TOE [29], [30], [31] 

• Technology Acceptance Model (TAM) [32], [33]. 

There have been many studies on what influences the deci-

sion to use IT technologies [34]. This study will use the Tech-

nology Acceptance Model (TAM), a model developed by Da-

vis [35], as well as the TOE framework developed by Tor-

natzky et al. [36]. Integrating the two frameworks improves 

the examination of the factors. The TOE and TAM work har-

moniously as they explore universities’ intention to adopt dig-

ital transformation from different aspects addressed by the 

technological, organisational the research will exclude the en-

vironmental context, but will add the social and financial con-

text. 

IV.  PROPOSED CONCEPTUAL FRAMEWORK  

This research has developed a new conceptual framework 

by combining the TAM model and TOE framework with 

some modifications to achieve our research objectives.  

      There are a number of technological, organisational and 

social concerns regarding the adoption of digital 

transformation at Saudi universities. The TAM (Technology 

Acceptance Model) and TOE (Technology – Organisation - 

Environment) frameworks were utilised in order to analyse 

the factors that influence the adoption of innovative digital 
technologies, as these were deemed to offer a comprehensive 

cover of the technological, organisational, social and financial 

contexts related to the research objectives. In tandem, the 

frameworks offer a means of obtaining insight into both 

individual factors and the socio-technical governance of 

Saudi universities that potentially influence acceptance and 

implementation of digital transformation. This insight 

provides Saudi university stakeholders the means with which 

to develop more effective ways to deploy digital 

transformation adoption initiatives that may lead to 

improving efficiency in administration and ultimately to 

better educational outcomes. 

A. The Theory of Technology, Organisation, and 

Environment 

The TOE Framework examines how an organisation 

adopts and uses new technology and how the environment 

might affect this [37]. It assesses adoption of current technol-

ogies in an organisation by separating the elements that influ-

ence the adoption process into three groups: technological 

context, organisational context, and environmental context. 

[37]. TOE is seen as an appropriate framework for investigat-

ing decisions to adopt innovation in organisations at the or-

ganisational, rather than user level. Many previous studies 

have employed TOE to examine the adoption of technological 

innovation [38], [39].  

B. The Technology Acceptance Model (TAM) 

The Technology Acceptance Model (TAM) is used exten-

sively to describe individuals’ intent to use new technology. 

It is based on the Theory of Reasoned Action (TRA) and its 

RASHA ALSULAMI ET AL: DTA-SAU: A CONCEPTUAL FRAMEWORK FOR DIGITAL TRANSFORMATION ADOPTION 21



 

 

 

extension, the Theory of Planned Behaviour (TPB) [35]. The 

TAM focuses on perceived usefulness and ease of use, which 

can significantly affect digital transformation in Saudi univer-

sities. Many studies confirm that perceived ease of use posi-

tively impacts users' intent to use technology [40], [41]. 

Therefore, the more users believe that digital technology is 

easy to use, the more likely this technology is to be adopted. 

C. The proposed conceptual research framework 

We developed a framework called DTA-SAU: Framework 

of Digital Transformation Adoption in Saudi Arabian Univer-

sities. This is to investigate the factors that influence the adop-

tion of digital transformation. Previous studies on this subject 

were built upon. This included models and theories that were 

frequently used to measure the various elements that impact 

new technology adoption. This section presents and describes 

the research framework and hypothesis; see Fig.1. In this re-

search, four theoretical contexts with associated factors have 

been defined as elements that influence the adoption of digital 

transformation. The following contexts are considered:  

1. Organisational Context   

2. Social Context  

3. Technological Context  

4. Financial Context  

 

Fig 1.The proposed conceptual research framework of Digital 

Transformation Adoption in Saudi Arabian Universities (DTA-SAU) 

1) The organizational context 

a) Top Management digital leadership skills 

 Digital leadership skills is regarded as a critical factor in 

innovation process models in organisations. The process is 

deemed as something created and changed constantly with 

certain backgrounds. Digital leadership skills is, in fact, a 

mixture of leadership skills and digital skills which contribute 

to improving organisational performance [42]. Digital leader-

ship positively affected organisational performance in Jordan 

[43]. Leaders’ skills are almost represented in data analysis, 

knowledge of web-development, programming language, fi-

nancial management, operating systems, data security and 

knowledge of cloud computing. Many digital transformation 

projects failed because of the lack of leadership digital skills 

and knowledge about digital technologies and facilities [44], 

[45]. Many studies indicated the crucial role of top manage-

ment digital leadership skills in the success of digital transfor-

mation [46], [47], [48]. Furthermore, some studies found a 

significant relationship between leaders’ digital skills and the 

adoption of digital transformation. The authors indicated that 

leadership technical competencies have successfully affected 

the process of digital transformation [49]. These results are 

consistent with other studies [50], [51], [52], [53]. Therefore, 

top management digital leadership skills are considered a po-

tentially critical factor that influences the adoption of digital 

transformation, and this leads to the following hypothesis: 

H1: A high level of top management digital leadership 

skills will increase the intention to adopt digital transfor-

mation in Saudi Arabian universities. 

b) Top management creativity  

Literature documents that leaders know instinctively that 

creativity is the life blood of their organizations. This saying 

means that leaders’ creative data may lead to thinking about 

new programmers and action plans to adopt [54]. For exam-

ple, they may adopt and integrate digital technologies into the 

organizational system. Therefore, leaders’ mission is finding 

out better ideas than the ideas their organizations are used to 

working with or committed to adopting. This, in fact, can be 

applied to the adoption of digital transformation in organiza-

tions and universities. Creativity is a manifold phenomenon, 

and humans can conceive new approaches in tangible prod-

ucts [55]. Creativity in organizations is the source of design, 

improves processes and can shape the work environment. 

Therefore, top management creativity is a potential important 

factor that influences adoption of digital transformation, this 

leads to the following hypothesis: 

H2: A high level of top management’ creativity will in-

crease the intention to adopt digital transformation in 

Saudi Arabian universities.     

c) Top management support 

Top management support and the adoption of digital trans-

formation focus on understanding the importance of digital 

tools, funding human resources and personnel initiatives, and 

participating in activities related to digital transformation 

[56]. It could be suggested that top management support is the 

primary factor in adopting digital transformation since deci-

sions regarding funding and personnel can only be made with 

support from top management. Top management support con-

sists of shaping and forming the organizational structure and 
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context to make it more adaptable to adopt digital and tech-

nological tools to the characteristics of the organisation [11]. 

Therefore, universities must adapt technologies to students’ 

and academic staff’s needs, such as e-learning, blackboard, 

and interaction groups. Several studies ascertain that support 

provided by top management is one of the most important or-

ganizational factors that enhance the adoption of digital trans-

formation [11], [12]. Top management support plays a crucial 

role in the success related to the adoption of digital transfor-

mation [57]. Therefore, the next hypothesis can be proposed: 

H3: A high level of top management support will in-

crease the intention to adopt digital transformation in 

Saudi Arabian universities. 

d) Technology-related-strategies.       

Information technology strategies are seen as one of the 

main aspects that affect the adoption of digital transformation 

[58]. Business strategies can lead to information technology 

strategies, but the two strategies should be aligned. Digital 

transformation strategies in organizations focus on activities 

that can respond to rapid changes in organizational perfor-

mance and achievement. Strategies should be related to digi-

tal technologies such as cloud computing, big data and mobile 

technologies [45], [59]. Technology-related strategies are es-

sential in achieving digital transformation in universities. In 

relation to universities, digital transformation strategies can 

be adopted in new online teaching methods, improving black-

board performance, learning environment, and creating coop-

erative learning between higher education institutions. There-

fore, technology-related strategies are considered a poten-

tially critical factor that influences the adoption of digital 

transformation, and this leads to the following hypothesis: 

H4: Making Technology-related strategies, will in-

crease the intention to adopt digital transformation in 

Saudi Arabian universities. 

e) Technology readiness   

Technology readiness refers when evaluating the suitabil-

ity of network technologies and an organization's systems for 

adoption, it is essential to consider their level of maturity. 

Technology readiness substantially influences the leader-

ship's decision-making process on the adoption of innovation 

[60]. The question that can be raised here is whether the uni-

versities are ready to face and adopt digital transformation in 

general. Universities’ readiness for digital transformation fo-

cuses on students, academic staff, and information technology 

departments. Students and academic staff are the end users of 

technology tools and facilities, while IT staff are responsible 

for preparing to adopt digital technologies. Many studies 

showed that a robust ICT infrastructure is another critical fac-

tor for success in any organization [61], [62], [63]. In related 

research, it was discovered that adopting new technologies is 

aided by the readiness of ICT infrastructure [64]. These con-

siderations have generated the following hypothesis: 

 H5: Technology readiness will increase the intention to 

adopt digital transformation in Saudi Arabian universities. 

2) Social context 

a)    Resistance to change  

It is crucial to address resistance to change when organiza-

tions intend to adopt digital transformation. This is very im-

portant when executing digital transformation efforts in or-

ganizations which include public institutions, and resistance 

to change is a typical obstacle. People may hesitate to adopt 

new digital technologies for various reasons, including appre-

hension about the unknown, doubts about their ability to use 

the devices and worry about potential disturbances to their 

routines. Resistance to change is regarded as one of the main 

factors which hinder the adoption of digital transformation in 

higher education institutions. Refusing to change obstructs 

ICT adoption and incorporation into education systems [65]. 

The mindset of teachers and their characteristic unwillingness 

to shift from the old way of doing things is an obstacle to ICT 

adoption [65]. Therefore, the hypothesis proposes that re-

sistance to change in the use of digital technologies will have 

a negative effect on the intention to adopt digital transfor-

mation in Saudi Arabian.  

H6: Resistance to change in using digital technologies 

will decrease the intention to adopt digital transformation 

in Saudi Arabian universities.  

a) Ease of use  

Usability in digital transformation is an important aspect of 

successfully adopting digital technology in any organization, 

especially Saudi Arabian. What degree are digital technolo-

gies are easy to use is one factor which affects the use of dig-

ital tools. For instance, technical support or IT departments 

need to make sure that the user interface of digital tools and 

apps is intuitive, visually appealing, and simple to use. User-

friendly features and capabilities are also important, but users 

need little training and technical knowledge [66]. IT depart-

ments are required to make digital technologies accessible to 

all users, including those with varying abilities and require-

ments. This needs clear instructions and support, and thor-

ough user support is provided to assist stakeholders in effi-

ciently using digital tools. Users’ feedback is critical, and IT 

departments must use different mechanisms to collect it and 

continually enhance the user experience [67]. Therefore, 

Saudi Arabian universities that prioritise the ease of use of 

digital technology are more likely to have a positive intention 

to adopt digital transformation. Thus, the next hypothesis can 

be proposed: 

H7: A high level of ease of use for digital technologies 

will increase the intention to adopt digital transformation 

in Saudi Arabian universities 

b) Usefulness  

The importance of providing benefits to users in digital 

transformation is embedded in users of digital technologies 

and tools. A key element in digital transformation initiatives 

is user-centeredness. Universities are more likely to embrace 

and promote the implementation of digital technology when 

they focus on offering actual benefits and usefulness to their 
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stakeholders, which include students, faculty, staff, and ad-

ministrators. The benefits perceived by clients positively in-

fluenced the adoption of digital transformation in the US com-

pany sector [16]. In a survey on digital transformation in 

higher educational institutions in the United States [68], the 

authors found that respondents reported many benefits of dig-

ital technologies directly related to students’ success in exam-

inations [68]. The usefulness of digital tools such as mobile 

technologies, positively affected lecturer perception digital 

tools [17]. Therefore, according to the hypothesis, usefulness 

of digital tools to users is likely to have a positive intention to 

adopt digital transformation. Thus, the next hypothesis can be 

proposed: 

 

H8:  Usefulness of digital tools will increase the inten-

tion to adopt digital transformation in Saudi Arabian uni-

versities. 

c) Trust  

Trust is a critical component in digital transformation ef-

forts in universities. Universities must have faith in digital 

tools and technology’s dependability, security, and efficacy 

as they integrate them into their operations, teaching, re-

search, and student services. Shifting from a social concept of 

trust to a digital one requires modelling and managing trust to 

build trustworthy digital systems [69]. A study was carried 

out on confidence in digital technologies among academic 

staff in universities. The authors found that lecturers still had 

no confidence in digital tools because there is still no confi-

dence in pedagogical and educational thinking to integrate 

these technologies [70]. It is worth noting that ensuring ser-

vice quality fosters stakeholder trust and satisfaction, promot-

ing a supportive attitude towards digital transformation. Some 

confidence levels may affect the trust in digital tools and tech-

nologies. For example, the first level is reliability where 

stakeholders’ users believe that digital technologies will per-

form as expected and provide consistent and accurate results 

[71]. The second level, trust in digital technologies will pro-

tect data integrity and prevent unauthorized modification or 

manipulation [72]. Therefore, according to the hypothesis, 

universities with a high level of trust in digital tools are more 

likely to have a positive intention to adopt digital transfor-

mation. 

H9: Users’ Trust in digital technologies will increase 

the intention to adopt digital transformation in Saudi Ara-

bian universities. 

3) Technological Context 

a) Awareness   

The successful implementation of digital transformation in 

universities depends on stakeholders’ awareness of digital 

tools and technologies. Students, teachers, staff, administra-

tors, and other university constituents impacted by digital 

transformation projects are stakeholders. Stakeholders are 

more likely to be open to change and supportive of transfor-

mation projects when they comprehensively understand the 

advantages, functions, and potential applications of digital 

tools [9].The rationale behind this is that by raising the aware-

ness of students, teachers, staff, and administrators about the 

benefits and possibilities of digital tools and technology, uni-

versities can build enthusiasm for embracing these changes-

Therefore, increasing stakeholders' awareness of digital tools 

and technology is a crucial first step towards fostering the in-

tention to adopt digital transformation in Saudi Arabian uni-

versities. Thus, the next hypothesis can be proposed: 

H10: Stakeholders’ awareness of digital tools will in-

crease the intention to adopt digital transformation in 

Saudi Arabian universities. 

b) Security and privacy  

Security and privacy are paramount when integrating 

digital technologies into university operations. Students, 

faculty members and administrative staff want assurance that 

their personal information will be kept confidential and 

secure. A study in Algeria confirmed that the adoption 

behaviour of e-commerce is mostly influenced by security 

challenges and system risk [73]. To address this concern, 

universities must implement strong cybersecurity measures, 

adhere to privacy regulations, and ensure secure data 

handling. Corporate privacy policies should align with 

customer requirements to foster trust, which can encourage 

online engagement [74]. Moreover, universities should 

acknowledge and mitigate the risks associated with 

transferring money online, and the security and privacy of 

personal data should be of paramount concern. Therefore, 

according to the hypothesis, universities that prioritise 

building a high level of security and privacy are more likely 

to have a positive intention to adopt digital transformation.  

H11: Developing a high level of security and privacy 

will increase the intention to adopt digital transformation 

in Saudi Arabian universities.  

c) Technical skills in IT departments  

Any organization, including Saudi Arabian universities 

must have technical skills to implement digital transformation 

efforts successfully. As universities integrate digital technol-

ogy into their operations, teaching, research, and student ser-

vices, having a trained IT staff is critical to ensuring these 

technologies are deployed, maintained, and supported effec-

tively. Well-trained IT staff are critical for successfully im-

plementing digital transformation in universities [75]. This 

skilled workforce implements and maintains the technologies 

and security protocols to safeguard digital assets. Building 

trust and confidence among stakeholders, including students, 

teachers, and IT staff, is integral. Therefore, according to the 

hypothesis, universities that have well-trained IT staff are 

more likely to have a positive intention to adopt digital trans-

formation.  

H12: A high level technical skills in an IT department 

will increase the intention to adopt digital transformation 

in Saudi Arabian universities. 

d) Quality of services 
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The quality of services offered plays a significant role in 

driving the adoption of digital transformation in universities. 

High-quality services motivate students, academic staff, and 

other stakeholders to use digital tools actively. To ensure 

high-quality services, universities should prioritize users' 

needs and preferences, making digital tools accessible and re-

liable. If a low-quality service is provided, some stakeholders 

may be reluctant to change, but if users have a positive expe-

rience with high-quality digital services, they are more likely 

to overcome reluctance to change and be more open to adopt-

ing new technologies [76]. Assuring the quality of services is 

likely to boost the willingness of public institutions to em-

brace digital transformation [77]. Therefore, quality of ser-

vices of digital tools are considered a potentially critical factor 

that influences the adoption of digital transformation, and this 

leads to the following hypothesis:  

H13: Ensuring the quality of services will increase the 

intention to adopt digital transformation in Saudi Arabian 

universities. 

e) Hardware and software compatibility  

Hardware and software compatibility is vital for successful 

digital transformation in universities. Compatibility ensures 

that diverse technologies can coexist seamlessly, which ena-

bles the integration of hardware devices and software appli-

cations. Hardware and software compatibility extends to in-

teroperability, allowing hardware and software to communi-

cate and exchange data effectively. Compatibility with multi-

ple operating systems and devices enables users to access dig-

ital tools irrespective of their platform preferences. Updating 

hardware and software to ensure compatibility with the latest 

technologies and security requirements is essential. High 

compatibility reduces technical challenges and conflicts be-

tween hardware and software, making it easier for stakehold-

ers to adopt and use digital solutions. This, in turn, enables 

universities to respond swiftly to future technological ad-

vancements [78]. Therefore, the hypothesis proposes that uni-

versities with high levels of hardware and software compati-

bility are more likely to have a positive intention to adopt dig-

ital transformation.  

H14: A high level of hardware and software compati-

bility within institutions will increase the intention to adopt 

digital transformation in Saudi Arabian universities. 

4) Financial context 

a) Cost-effectiveness  

Universities would like the benefits of adopting a new in-

vention to be proportionate with the expenses of adopting the 

innovation. Low-cost inventions are more likely to be used 

[79]. In the context of electronic data interchange, cost-effec-

tiveness is a crucial variable [80]. Moreover, powerful PCs, 

reduced hardware and software prices, and ready-to-use, user-

friendly software make it more likely for universities to adopt 

new information technologies, eliminating costs as barriers to 

universities adopting new information technologies [81]. 

Many studies have found that online education is cost-effec-

tive compared to traditional classroom instruction [82], [83]. 

Therefore, Universities assess the cost in relation to the 

advantages before adopting new technologies. Using 

technology in learning environments is cost-effective once 

the technology is in place and the organizational culture is 

amended to embrace these new learning patterns [84]. 

Therefore, cost-effectiveness is considered a potentially 

critical factor that influences the adoption of digital 

transformation; this leads to the following hypothesis: 

H15: Cost-effectiveness of digital tools will increase the 

intention to adopt digital transformation in Saudi Arabian 

universities. 

b) Maintenance 

In universities, maintenance is a vital part of digital trans-

formation. As universities integrate digital tools and facilities 

into their operations, teaching, research, and student service, 

ensuring their correct operation and dependability over time 

is critical to reap the digital transformation’s benefits [85]. 

Regular maintenance ensures that digital tools and facilities 

run consistently and optimally, resulting in a great user expe-

rience [86]. Proactive maintenance reduces annoyance and re-

sistance to adopting digital technology by minimizing inter-

ruptions caused by unanticipated system faults [87]. Proper 

maintenance helps to preserve the long-term benefits of digi-

tal transformation, demonstrating the worth of these technol-

ogies. Therefore, a well-maintained digital infrastructure in-

stils trust in users, encouraging them to embrace and effec-

tively employ digital tools. Keeping suitable levels of digital 

tools and facilities is likely to promote the desire of institu-

tions to implement digital transformation. Proactive mainte-

nance assures digital technology’s dependability, perfor-

mance, and ongoing advantages, creating a pleasant atmos-

phere that encourages stakeholders to embrace and support 

the institution’s transformation activities. Therefore, the hy-

pothesis proposes that, universities which prioritize appropri-

ate maintenance of digital tools and infrastructures are more 

likely to have a positive intention to adopt digital transfor-

mation. 

H16: An appropriate level of maintenance will increase 

the intention to adopt digital transformation in Saudi Ara-

bian universities. 

V. CONCLUSION AND FUTURE WORK 

This study has developed a conceptual framework specifi-

cally adapted for the exploration of technology adoption in 

Saudi Arabian universities. The TAM and TOE technology 

acceptance models have been merged and modified to create 

the DTA-SAU framework which identifies all the crucial fac-

tors that potentially affect adoption of digital transformation 

in Saudi Arabian universities. 

The study takes a mixed method approach to gather data 

and validate the DTA-SAU framework. The names of all 

twenty-eight universities were entered to SPSS software. 

Simple random sampling (SRS) technique was used to draw 
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the sample of Saudi universities. According to SRS method, 

each university had an equal chance of being selected in the 

sample. Each university was given a unique ID number which 

was used in drawing the sample. Seven universities were 

selected randomly which would represent all Saudi 

universities. Phase one uses a quantitative methodology and 

involves distributing a survey to respondents in seven Saudi 

Arabian universities, targeting various groups of respondents 

(students, academic staff, IT support departments and top 

management members). There will be dedicated 

questionnaires designed specifically for each target group. 

We aim for at least 400 responses to be collected from Saudi 

Arabian universities to validate the proposed framework and 

the hypotheses.  

Phase two of the study will use a qualitative approach, and 

semi-structured interviews are conducted. The targeted group 

for the interviews will be only the top management members 

in Saudi Arabian universities, including Deans, Deputy 

Deans, Heads of Department, Deputy Heads of Department 

and Head of IT Support Department. These interviews are 

intended to produce qualitative information that would 

encapsulate the tangible context in which decision-making 

occurs. For data analysis we will use IBM-SPSS for 

quantitative method (questionnaires) and NVivo for 

qualitative method (interviews). 

As a result, the DTA-SAU conceptual framework will give 

decision-makers in universities a better understanding of the 

challenges and benefits of digital transformation in Saudi 

Arabian universities and assist them in a more informed deci-

sion-making process. 

REFERENCES 

[1] S. Furusten, "Institutional Theory and Organizational Change". Edward 

Elgar Publishing, 2nd edition, pp.116-122 , 2023, 

https://doi.org/10.4337/9781035307210 

[2] S.Benn,D. Dunphy  & A.Griffiths, "Organizational change for corporate 

sustainability". (3rd ed.) Routledge, Taylor and Francis Group, 

(2014) , https://doi.org/10.4324/9781315819181 

[3]  S. Shariffuddin and J. Razali, "Transformation of university colleges to 

full-pledged universities: A proposed conceptual framework for Malay-

sian higher learning institutions," International Journal of Advanced 

and Applied Sciences, vol. 4, no. 12, pp. 168-173, 2017. 

DOI:10.21833/ijaas.2017.012.030  

[4] Tetco , "Tetco For Educational Technologies",2022, http://tetco.sa/. 

[5] B. Schmarzo, “What is digital transformation”, (2017), 

https://www.cio.com/article/3199030/what-is-digital-transfor-

mation.html. 

[6] V. Maltese,“Digital transformation challenges for universities: ensuring 

information consistency across digital services”. Cataloging & Classi-

fication, 56 (7), 1-20, (2018), 

https://doi.org/10.1080/01639374.2018.1504847 

[7] G. Rodríguez-Abitia and G. Bribiesca-Correa,"Assessing digital trans-

formation in universities".Future Internet, (13), 2-16. (2021), 

DOI:10.3390/fi13020052 

[8] G.Oliveira and R. Rabechini,”Stakeholder management influence on 

trust in a project: a quantitative study”. International Journal of Project 

Management, 37(1):131-144,(2019), doi: 

https://doi.org/10.1016/j.ijproman.2018.11.001 

[9] S. Misra and D. Wilson, “Thriving innovation ecosystems: synergy 

among stakeholders, tools, and people" ,2023, 

https://doi.org/10.48550/arXiv.2307.04263  

[10] R. Sharma, and P. Yetton,“The contingent effects of training, technical 

complexity, and task interdependence on successful information sys-

tems implementation," MIS Quarterly, 31(2), 219-238, 2007, 

https://doi.org/10.2307/25148789 

[11] S. Bayona, and S. Iriarte, “IT projects success factors: a literature re-

view," International Journal of Information Systems and Project Man-

agement, vol. 8, no. 2, pp. 49-78, 2020, doi: 10.12821/ijispm080203. 

[12] S.S.Alam & M.K.M.Noor, ” ICT adoption in small and medium enter-

prises: an empirical evidence of service sectors in Malaysia”. Interna-

tional Journal of Business and Management, 4(2), 112,2009, 

doi:10.5539/ijbm.v4n2p112  

[13] S.Bruque & J. Moyano, “Organisational determinants of information 

technology adoption and implementation in SMEs: the case of family 

and cooperative firms”. Technovation, 27(5), 241–253, 

2007,https://doi.org/10.1016/j.technovation.2006.12.003  

[14] M.Alshehri  & S.Drew,”Challenges of e-government services adoption 

in Saudi Arabia from an e-ready citizen perspective”, 

,2010,https://figshare.utas.edu.au/articles/journal_contribution/Chal-

lenges_of_e-Government_Services_Adoption_in_Saudi_Ara-

bia_from_an_e-Ready_Citizen_Perspective/22944389/1 

[15] L. Dawson, S. Minocha &M. Petre,” Exploring the total customer ex-

perience in e-commerce environments". In Proceedings of the IADIS 

International Conference e-Society (pp. 945-948),2003, 

https://www.academia.edu/3050271/Exploring_the_total_cus-

tomer_experience_in_e_commerce_environments 

[16] R.Kapur, “Significance of digital technology”. International Journal of 

Transformations in Business Management, 8(II), 20-33,2018, [Online 

]: https://ijtbm.com/admin/uload/03%20Radhika%20Kapur.pdf 

[17] N.Samuel, S.Onasanya,and C.Olumorin,”Perceived usefulness, ease of 

use and adequacy of use of mobile technologies by Nigerian university 

lecturers". International Journal of Education and Development using 

Information and Communication Technology (IJEDICT), 14 (3), 5-

16,2018,https://www.learntechlib.org/p/188292/. 

[18] T.Gkrimpizi, , V.Peristeras, &I. Magnisalis,”Classification of barriers to 

digital transformation in higher education institutions: Systematic liter-

ature review”,Education Sciences, 13(7), 

746,2023, https://doi.org/10.3390/educsci13070746 

[19] B.R.Aditya , R.Ferdiana, & S.S .Kusumawardani,”Identifying and pri-

oritizing barriers to digital transformation in higher education: a case 

study in Indonesia”. International Journal of Innovation Sci-

ence, 14(3/4), 445–460,2022, https://doi.org/10.1108/IJIS-11-2020-

0262 

[20] S.Alateyah, “Identified factors affecting the Intention of Saudi Arabian 

citizens to adopt e-government services”. International Journal of Inno-

vation, Management and Technology 2014. 

(doi:10.7763/IJIMT.2014.V5.527). 

[21] A.Alhubaishy, &A. Aljuhani,”The challenges of instructors’ and stu-

dents’ attitudes in digital transformation: A case study of Saudi Univer-

sities”,Education and Information Technologies, 26(4), 4647-

4662,2021, https://doi.org/10.1007/ s10639-021-10491-6  

[22] E.King  & R. Boyatt. "Exploring factors that influence adoption of e‐

learning within higher education". British Journal of Educational Tech-

nology, 46(6), 1272-1280, (2015), https://doi.org/10.1111/bjet.12195 

[23] H.Brdesee, “A divergent view of the impact of digital transformation 

on academic organizational and spending efficiency: a review and ana-

lytical study on a university E-service.” Sustainability, 13(13), 7048. 

2021, https://doi.org/10.3390/su13137048 

[24] A.Tashkandi and I. Al-Jabri, “Cloud computing adoption by higher ed-

ucation institutions in Saudi Arabia: analysis based on TOE”, Interna-

tional Conference on Cloud Computing (ICCC). pp. 1–8. IEEE (2015), 

doi: 10.1007/s10586-015-0490-4. 

[25] C.Low, Y. Chen and M.Wu, “Understanding the determinantsof cloud 

computing adoption,” Ind. Manag. data Syst. 2011, 

doi/10.1108/02635571111161262/full/html 

[26] Q.Al Ajmi, , R.A.Arshah, A.Kamaludin, A.SSadiq, M.A.Al-Sharafi,” A 

conceptual model of e-learning based on cloud computing adoption in 

higher education institutions”,International Conference on Electrical 

and Computing Technologies and Applications (ICECTA). pp. 1–6. 

IEEE ,2017, doi: 10.1109/ICECTA.2017.8252013 

[27] H.Gangwar,H. Date, R.Ramaswamy .”Understanding determinants of 

cloud computing adoption using an integrated TAM-TOE model,” J. 

Enterp. Inf. Manag, 2015, /doi/10.1108/JEIM-08-2013-0065/full/html 

[28] A.Chiniah, A.E.U.Mungur and K.N. Permal,”Evaluation of cloud com-

puting adoption using a hybrid TAM/TOE model,” In: Information Sys-

tems Design and Intelligent Applications. pp. 257–269. Springer ,2019, 

doi:10.1007/978-981-13-3338-5_24  

26 COMMUNICATION PAPERS OF THE FEDCSIS. BELGRADE, SERBIA, 2024



[29] N.  Al  Mudawi,  N.  Beloff   and  M.White,”Cloud  computing  in 

government organizations-towards a new comprehensive model”, IEEE 

SmartWorld,  Ubiquitous  Intelligence  &  Computing,  Advanced  & 

Trusted Computing, Scalable Computing & Communications, Cloud & 

Big Data Computing, Internet of People and Smart City Innovation 

(SmartWorld/SCALCOM/UIC/ATC/CBDCom/IOP/SCI).  pp.  1473–

1479. IEEE ,2019,  doi: 10.1109/SmartWorld-UIC-ATC-SCALCOM-

IOP-SCI.2019.00266

[30] A.Alkhalil,R. Sahandi and D. John,” An exploration of the determinants 

for decision to migrate existing resources to cloud computing using an 

integrated  TOE-DOI  model.”  J.  Cloud  Comput.  6,  1–20  ,2017, 

doi:10.1186/s13677-016-0072-x

[31] N.Alkhater, G.Wills, R.Walters, "Factors influencing an organisation’s 

intention  to  adopt  cloud  computing  in  Saudi  Arabia".  ,IEEE  6th 

international conference on cloud computing technology and science. 

pp. 1040–1044. IEEE (2014), doi: 10.1109/CloudCom.2014.95

[32] I.Arpaci,” Antecedents and consequences of cloud computing adoption 

in  education to  achieve  knowledge management.”  Comput.  Human 

Behav. 70, 382–390 ,2017, https://doi.org/10.1016/j.chb.2017.01.024 

[33] Z.Ali.,  B.Gongbing and A.Mehreen,  “Understanding and predicting 

academic  performance  through  cloud  computing  adoption:  a 

perspective of technology acceptance model.”,  J.  Comput.  Educ.  5, 

297–327 ,2018, Online at: https://mpra.ub.uni-muenchen.de/104638/

[34] J.W.Lian,  D.C.Yen  and  Y.T.  Wang,  “An  exploratory  study  to 

understand the critical factors affecting the decision to adopt cloud 

computing in Taiwan hospital.”, International Journal of Information 

Management,  34,  28–36,  2014, 

https://doi.org/10.1016/j.ijinfomgt.2013.09.004 

[35] F.Davis  ,  “Perceived  usefulness,  perceived  ease  of  use,  and  user 

acceptance of information technology.”, MIS Quarterly, 13(3), 319-340 

,1989, doi:10.2307/249008

[36] L. G. Tornatzky, M. Fleischer, and A. K. Chakrabarti,  Processes of  

technological innovation. Lexington Books, 1990 

[37] F. Alharbi, A. Atkins, and C. Stanier, “Understanding the determinants 

of  cloud  computing  adoption  in  Saudi  healthcare  organisations,” 

Complex & Intelligent Systems, vol. 2, no. 3, pp. 155–171, 2016, doi: 

10.1007/s40747-016-0021-9.

[38] S. Lippert  and C. Govindarajulu, “Technological, organizational, and 

environmental antecedents to web services adoption.” Communications 

of  the  IIMA,  6(1):  p.14  ,2006,  doi: https://doi.org/10.58729/1941-

6687.1303 

[39] I.Al-Jabri,  and M. Alabdulhadi,” Factors affecting cloud computing 

adoption: perspectives of IT professionals.”, International Journal of 

Business  InformationSystems,23(4):  p.  389-405,  2016, 

https://doi.org/10.1504/IJBIS.2016.080215

[40] V.Venkatesh,  M.G.  Morris,  G.B.  Davis  ,  &  F.D.  Davis,  "User 

acceptance of information technology: toward a unified view". MIS 

Quarterly, 425–478,2003, DOI:10.2307/30036540

[41] S. Y. Park,M. Nam& S. Cha,"University students’ behavioral intention 

to use mobile learning: evaluating the technology acceptance model". 

British Journal of Educational Technology, 43(4), 592–605,2012, DOI:

10.1111/j.1467-8535.2011.01229.x

[42] L.W.Wasono  and  A.  Furinto,”The  effect  of  digital  leadership  and 

innovation management for incumbent telecommunication company in 

the digital disruptive era.”, International Journal of Engineering and 

Technology, 7, 125–130,2018,  doi:10.14419/ijet.v7i2.29.13142

[43] D. Husban,M. Almarshad, and M. Atahrawi, "Digital leadership and 

organization’s  performance,  the  mediating  role  of  innovation 

capability",  International  Journal of  Entrepreneurship,  25(5),  1-

18,2021, https://www.abacademies.org/articles/digital-leadership-and-

organizations-performance-the-mediating-role-of-innovation-

capability.pdf 
[44] P.  Hoberg,  H.  Krcmar,  G.  Oswald,and  B.Welz,  “Skills  for  digital 

transformation” research report,  Initiative  for  digital  transformation 

(IDT) at the Technical University of Munich", Chair for Information 

Systems  (2015). 

https://www.8pillars.com.au/wp-content/uploads/2018/09/Skills-For-

Digital-Transformation-UniOfMunich.pdf

[45] G. Vial,”Understanding digital transformation: a review and a research 

agenda.” J. Strat. Inf. Syst. 28 (2) 2021.doi:10.1016/j.jsis.2019.01.003

[46] K.Lenkenhoff,U. Wilkens, M. Zheng,T. Sube,B .Kuhlenkooter and X. 

Ming,”Key challenges of digital business ecosystem development and 

how  to  cope  with  them.”,  Procedia  CIRP,  73,  167-172.  , 

2018,https://doi.org/10.1016/j.procir.2018.04.082

[47] B.Voigt,K.Manz  and  U.Wilkens,”What  leadership  pattern  can  be 

Observed in IPS2 work systems when compared with production and 

service?”,  Procedia  CIRP,  16:277–282,2014,  https://doi.org/ 

10.1016/j .procir.2014.02.015

[48] L.A.  Vasconcelos,  A.L.F.  Facin,  M.S.  Salerno  and  R.K.Ikenami,” 

Unpacking the innovation ecosystem construct:  evolution,  gaps and 

trends.”,  Technological  Forecasting  and  Social  Change,  136,  30-

48,2018, https://doi.org/10.1016/j.techfore.2016.11.009

[49] K. Gilli, M. Nippa and M. Knappstein,”Leadership competencies for 

digital  transformation:  an  exploratory  content  analysis  of  job 

advertisements.”,  German Journal of Human Resource Management, 

37(1), 50-75, 2023, https://doi.org/10.1177/23970022221087252

[50] C.  Guzman-Oritz,  N.  Navarro-Acosta,  N.  andW.  Florez,”Impact  of 

digital transformation on the individual job performance of insurance 

companies in Peru.”, International Journal of Data and Network Science 

4, 337-346,2020, doi: 10.5267/j.ijdns.2020.9.005

[51] M. F. Klus and J. Müller,.”The digital leader: what one needs to master 

today’s organisational challenges.”, J Bus Econ 91, 1189–1223 ,(2021), 

https://doi.org/10.1007/s11573-021-01040-1

[52] M. Wade and N. Obwegeser,”How to choose the right digital leader for 

your  company.”, MIT  Sloan  Management  Review, 60(4):1-4,2019, 

https://www.researchgate.net/publication/333186011_How_to_Choose

_the_Right_Digital_Leader_for_Your_Company

[53] M. Sousa and A. Rocha,”Digital learning: developing skills for digital 

transformation  of  organizations”,2019, 

https://doi.org/10.1016/j.future.2018.08.048

[54] W.  Klemm,”Leadership:  creativity  and  innovation",  1990, 

online:https://www.researchgate.net/profile/W-R-Klemm/publication/

318034968_Leadership_and_Creativity/links/

59b6b4acaca2722453a47e13/Leadership-and-Creativity.pdf

[55] J. Goertz,”Creativity: An essential component for effective leadership 

in  today’s  schools."  Roeper  Review,  22(3),  158-162,2000, 

https://doi.org/10.1080/02783190009554024

[56] B.  Ragu-Nathan,C.  Apigian,  S.  Ragu-Nathan  and  Q.  Tu,“A path 

analytic study of the effect of top management support for information 

systems performance," Omega - International Journal of Management 

Science,  32(6),  459-471,  2004,  https://doi.org/10.1016/j.omega. 

2004.03.001

[57] R. Sabherwal, A.Jeyaraj and C.Chowa,"Information system success: 

Individual  and  organizational  determinants,"  Management  Science, 

52(12), 1849-1864. 12. 2006, https://doi.org/10.1287/mnsc.1060.0583

[58] C. Matt, T.Hess, and A. Benlian,”Digital transformation strategies.” 

Business  &  Information  Systems  Engineering,  57(5):339-343, 

2015,https://doi.org/10.1007/s12599-015-0401-5 

[59] P.  Regina,  and  E.De  Capitani,”Digital  innovation  and  migrants’ 

integration:  notes  on  EU  institutional  and  legal  perspectives  and 

criticalities.”  Social  Sciences 11:  144,2022, 

https://doi.org/10.3390/socsci11040144

[60] Y. Chang,S.F. Wong ,U. Eze and H. Lee,”The effect of IT ambidexterity 

and  cloud  computing  absorptive  capacity  on  competitive  advan-

tage.”Industrial Management and Data Systems, 119: 613–638, 2019, 

doi: https://doi.org/10.1108/IMDS-05-2018-0196.

[61] R. Martins, T.Oliveira and M.A. Thomas,” An empirical analysis to 

assess  the  determinants  of  SaaS diffusion in  firms.”  Computers  in  

human behavior ,2016 ,https://doi.org/10.1016/j.chb.2016.03.049

[62] E. Camargo and M.Y. Wang,”A pilot study on the internationalization of 

Taiwanese  agri-biotech  SMEs:  A  Technology-Organization-

Environment (TOE) perspective.”  Portland International Conference  

on Management of Engineering and Technology, 2015-Septe: 1207–

121,2015, doi: 10.1109/PICMET.2015.7273220

[63] T. R. Gebba and  M.R. Zakaria,”E-government in Egypt: an analysis of 

practices and challenges.” International Journal of Business Research 

(on-line), 4: 11–25, 2015, doi:10.24102/ijbrd.v4i2.576

[64] M.S.  Azam,  “Services  adoption:  processes  by  firms  in  developing 

nations.”  Advances in Business Marketing and Purchasing (on-line), 

23: 7–290,2015,   https://doi.org/10.1108/S1069-096420150000023005

[65] A.Alahmari and L.Kyei-Blankson,”Adopting  and implementing an e-

learning system for teaching and learning in Saudi public K-12 schools: 

the benefits, challenges, and concerns.” World Journal of Educational 

[17] Research, 3(1), 11-32,2016, doi:10.22158/wjer.v3n1p11

[66] OECD/European  Union,”Digital  transformation  and  capabilities.  in 

supporting  entrepreneurship  and  innovation  in  higher  education  in 

Italy.” OECD Publishing,2019, https://doi.org/10.1787/43e88f48-en

[67] S.  Sasmoko,  L.  Mihardjo,  F.Alamsjah,and  E.Elidjen,”  Dynamic 

capability:  the  effect  of  digital  leadership  on  fostering  innovation 

RASHA ALSULAMI ET AL: DTA-SAU: A CONCEPTUAL FRAMEWORK FOR DIGITAL TRANSFORMATION ADOPTION 27



capability  based on market  orientation” ,Manag.  Sci.  Lett. 9,  1633–

1644,2019, doi: 10.5267/j.msl.2019.5.024

[68] D. C. Brooks and M. McCormack,”Driving digital transformation in 

higher education ”EDUCAUSE., 2020, Online: https://library.educause 

.edu/resources/2020/6/driving-digitaltransformation-in-higher-

education

[69] Z.  Yan,”Trust  management  in  mobile  environments:  autonomic and 

usable models.” 1st edition: IGI Global,2013,doi:10.4018/978-1-4666-

4765-7

[70] S. Greener, and C. Wakefield,”Developing confidence in the use of 

digital tools in teaching.”, Electronic Journal of E-Learning, 13(4),260-

267.,2015,Online-at https://files.eric.ed.gov/fulltext/EJ1062118.pdf

[71] A.  Salovaara,K. Lyytinen and E.Penttinen,”High reliability in digital 

organizing: mindlessness, the frame problem, and digitaloperations.” 

MIS  Q., 43 (2),  555-578,2019,  https://doi.org/10.25300/MISQ/ 

2019/14577

[72] M.Connor&M.Siegrist, “Factors influencing people’s acceptance of ge

ne technology: the role of knowledge, health expectations, naturalness, 

and social trust". Science Communication, 32(4), 514–538,2010, 

https://doi.org/10.1177/1075547009358919

[73] Z.Belkhamza, S.A. Wafa, "The effect of perceived risk on the inten-

tion to use ecommerce: the case of Algeria". Journal of Internet Bank-

ing and Commerce, 14, 1, 1- 10. (2009), 

https://www.icommercecentral.com/open-access/the-effect-of-

perceived-risk-on-the-intention-to-use-ecommerce-the-case-of-

algeria.php?aid=38301&view=mobile

[74] N. Subramanian and A. Jeyaraj,”Recent security challenges in cloud 

computing.”  Computers  &  Electrical  Engineering,  71,  28-42.2018, 

https://doi.org/10.1016/j.compeleceng.2018.06.006

[75] A.R. Alharbi, "The current state of teachers' ICT use in classrooms in 

boys' secondary schools in Saudi Arabia". PhD thesis, University of 

Glasgow, UK. (2019a). 

https://theses.gla.ac.uk/73018/1/2018AlharbiPhD.pdf

[76] N.  C.  Fernandez  and  P.  Lago,”  Characterizing  the  contribution  of 

quality  requirements  to  software  sustainability.”  Journal  of  System 

Software,137,289-305,2018, https://doi.org/10.1016/j.jss.2017.12.005 

[77] Y.Wu,H.  Li, R. Luo, and Y. Yu,”How digital transformation helps 

enterprises  achieve  high-quality  development?  Empirical  evidence 

from  Chinese  listed  companies.” European  Journal  of  Innovation 

Management, ISSN:  1460-1060,  2023, 

https://doi.org/10.1108/EJIM-11-2022-0610 

[78] G.Simmons , G.A. Armstrong , M.R.Durkin ,”A conceptualization of 

the  determinants  of  small  business  website  adoption.”International 

Small  Business  Journal  26(3):  351–389. 2018,  https://doi.org/ 

10.1177/0266242608088743

[79] L.  G.  Tornatzky  and  K.  J.  Klein,  "Innovation  characteristics  and 

innovation adoption-implementation: a meta-analysis of findings," in 

IEEE Transactions on Engineering Management, vol. EM-29, no. 1, pp. 

28-45, Feb. 1982, doi: 10.1109/TEM.1982.6447463.

[80] G. Premkumar ,  K.Ramamurthy ,  S. Nilakanta ,”Implementation of 

electronic  data  interchange:  an  innovation  diffusion  perspective.” 

Journal  of  Management  Information  Systems  1994;11(2):157±86, 

1994,https://doi.org/10.1080/07421222.1994.11518044

[81] P.Palvia , D.B.Means , W.M.Jackson ,”Determinants of computing in 

very small businesses.”,Information and Management 27:161±74,1994,

https://doi.org/10.1016/0378-7206(94)90044-2

[82] S.Bartolic-Zlomislic,& C.Brett, "Assessing the costs and benefits of 

telelearning:  a  case  study from the  Ontario  Institute  for  Studies  in 

Education of the University of Toronto". (1999)., [Online]. Available 

at:  https://citeseerx.ist.psu.edu/document?repid=rep1&type=pdf&doi= 

4a861ceaacaf8aea7c223d6c96f01168b83c3fcf

[83] J.  Cukier,  "Cost-benefit  analysis  of  telelearning:  developing  a 

methodology framework". distance education, 18(1), 137−152. (1997). 

DOI:10.1080/0158791970180110

[84] C.Schooley,”The ROI of elearning,2009,  https://sussex.idm.oclc.org/ 

login?url=https://www.proquest.com/magazines/roi-e-learning/docvie

w/197265223/se-2?accountid=14182.

[85] A,Saihi ,M. Awad and M.Ben-Daya, "Quality 4.0: leveraging industry 

4.0  technologies  to  improve  quality  management  practices  – 

a systematic review",  International Journal of Quality & Reliability  

Management,  Vol.  40  No.  2,  pp.  628-650,  2023, 

https://doi.org/10.1108/IJQRM-09-2021-0305

[86] J.Bokrantz,  A.  Skoogh,  C.Berlin,  and  J.  Stahre,”Maintenance  in 

digitalised  manufacturing:  Delphi-based  scenarios  for  2030.” 

International  Journal  of  Production  Economics,  91,  154-169,2017, 

https://doi.org/10.1016/j.ijpe.2017.06.010 

[87] L.Silvestri,  A.  Forcina,V.  Introna ,A.Santolamazza,and  V.Cesarotti, 

”Maintenance  transformation  through  industry  4.0  technologies:  A 

systematic  literature  review.”  Computers  in  Industry, 19(3),  27-36, 

2020, https://doi.org/10.1016/j.compind.2020.103335 

28 COMMUNICATION PAPERS OF THE FEDCSIS. BELGRADE, SERBIA, 2024



Enhancing Text Recognition of Damaged
Documents through Synergistic OCR and Large

Language Models
Thomas Asselborn∗, Jens Dörpinghaus‡§, Faraz Kausar†, Ralf Möller∗, Sylvia Melzer†

∗ Universität Hamburg, Institute for Humanities-Centered AI, Warburgstraße 28, 20354 Hamburg, Germany,
Email: {thomas.asselborn, ralf.moeller}@uni-hamburg.de

, https://orcid.org/0009-0005-3011-7626, https://orcid.org/0000-0002-1174-3323
† Universität Hamburg, Centre for the Study of Manuscript Cultures,

Warburgstraße 26, 20354 Hamburg, Germany,
Email: faraz.kausar@studium.uni-hamburg.de, sylvia.melzer@uni-hamburg.de, https://orcid.org/0000-0002-0144-5429

‡ Federal Institute for Vocational Education and Training (BIBB), Bonn, Germany
§ University of Koblenz, Germany,

Email: jens.doerpinghaus@bibb.de, https://orcid.org/0000-0003-0245-7752

Abstract—Optical Character Recognition (OCR) remains a
highly relevant area of research in pattern recognition. Its
applications span various domains, including supporting reading
for the visually impaired, interpreting Morse codes, capturing
postal addresses, evaluating emails, scanning price tags and
passports, and extracting text from digitised documents. As the
volume of digitised data continues to grow, challenges arise in
capturing the semantic structure of documents through logical
structure analysis and providing data suitable for information
retrieval to answer specific research questions. While classic
OCR processes like Tesseract and OCRopus work well for con-
temporary digitised documents, there is room for improvement
in text and word recognition of historical documents that are
severely damaged. Large Language Models (LLMs) like GPT-4
can be effectively used for text recognition tasks, utilising their
advanced natural language processing capabilities to interpret
and reconstruct unclear or damaged text, offering potential
for improving the overall text recognition process. However,
challenges arise additionally when documents contain e. g. a
mixture of single-column and double-column text, images and
text, or words not known or blocked by the agents.

This article aims to find a suitable combination of OCR models
and LLMs to accurately add missing words to texts according
to their original versions.

I. INTRODUCTION

EVEN after 90 years, OCR (Optical Character
Recognition) is still a very topical area of research

in the field of pattern recognition. The areas of application
for this technology are very wide-ranging. These include
supporting reading for the blind, interpreting Morse codes,
automatically capturing postal addresses, evaluating e-mails,
scanning price tags and passports and extracting text from
digitised documents [4]. The number of digitised data is
steadily increasing and various repositories [17], [12], [32]

The research was funded by the Deutsche Forschungsgemeinschaft (DFG,
German Research Foundation) under Germany´s Excellence Strategy – EXC
2176 ‘Understanding Written Artefacts: Material, Interaction and Transmis-
sion in Manuscript Cultures’, project no. 390893796.

with different search strategies have already been created.
With regard to the data analysis of digitised data, there is an
increasing challenge to capture the semantic structure of a
document through logical structure analysis and to provide
data that is suitable for retrieving information to answer
individual research questions and consists of more than just
a comparison of character strings. In addition, to promote
document understanding, relevant information is required that
not only results from text extraction, but also uses other data
from images, notes, drawings, fonts, font colours, locations,
document structures, etc.

The classic OCR processes include the open source OCR
Tesseract or OCRopus. These methods have been extended
with regards to the possibilities of machine learning to meet
the above-mentioned challenges among others. One extension,
for example, are the OCR-D software modules [23]. While
the text recognition of these processes works very well for
digitised documents from the present time, there is still room
for improvement in the text and word recognition of historical
documents that are severely damaged, e.g. by water damage,
glued-on notes, perforations, holes, mould, etc. which can lead
to words that are no longer recognisable. Some documents
may be inscribed or obviously crossed out in later years,
particularly in passages reflecting past ideology.

LLM (Large Language Model)s such as GPT-3 can be used
effectively for text recognition tasks. Their advanced natural
language processing capabilities allow them to interpret and
reconstruct unclear text in addition to filling in spaces with
damaged or missing text. These capabilities offer potential to
improve the text recognition process. A simple implementation
of first recognising text and then using an agent such as
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ChatGPT1, Perplexity.ai2 or UHHGPT3 to add words becomes
a challenge when documents contain a mixture of single-
column and double-column text or images and text, or the
words used are not part of the LLM (either not known or
blocked by the agent).

Some OCR approaches were tested and it became apparent
that text recognition of tables poses a major challenge. Only
by correctly identifying the image and text regions that belong
together can the text be generated in the correct order or the
use of agents make sense. Prompt engineering also plays an
important role in ensuring that an existing text is produced as
it might be written, rather than a new text. The agent must first
assume the role of the writer from the relevant time so that
the desired correct text is produced. The challenge we face in
this article is to find a suitable combination of OCR models
or tools and an LLM so that the missing words from texts are
added according to the original version of the text.

We have tested our approach on the digitised journals of
the Godeffroy Natural History Museum4, which existed in
Hamburg from 1861 to 1885 and on a German legal document
corpus. The Federal Institute for Vocational Education and
Training maintains a collection of occupation-related docu-
ments with legal bases, which reflect about 85 years of German
VET (Vocational Education and Training) history. In recent
years, this collection has been systematically recorded for the
first time, resulting in precise knowledge of its contents on
the one hand and the state of preservation of the individual
documents on the other.

The results obtained provide an overview of various com-
bined approaches and show that even with poor OCR results,
the use of LLMs still delivers good results overall.

II. RELATED WORK

Vocational Education and Training

Understanding the practicalities of reform implementation
is crucial for effective VET policy transfer and adaptation.

A lot of different research has been done in the digitisation
of documents in recent years: For example, historical Finnish
newspapers, see [17], or historical publications of the Bunde-
sanzeiger, see [12]. The historical development of vocational
training regulations has only been studied to a very limited
extent [15], while the general history and development of
the labour market in relation to occupations receives much
attention, see [37], [13], [29], [21]. Other works focus on the
current development of regulations, see [18], and their analysis
is also widely considered [10], [26], [2]. However, it remains
unclear whether this is due to the fact that historical resources
are currently not publicly available.

The Historical international standard classification of oc-
cupations (HISCO) is a publicly available dataset of com-
parable occupations that would be a prerequisite to make

1https://chat.openai.com
2https://www.perplexity.ai/
3https://uhhgpt.uni-hamburg.de/
4https://www.biodiversitylibrary.org/item/244246

historical occupations and regulations interoperable. It was
introduced in 2002 [19] and is available as a database at
https://historyofwork.iisg.nl/index.php, where several datasets
can be downloaded. However, the list of German occupations
is incomplete. Another relevant dataset is prepared as On-
tologie historischer, deutschsprachiger Berufs- und Amtsbeze-
ichnungen (see https://www.geschichte.uni-halle.de/struktur/
hist-data/ontologie/), but is currently not publicly available.
Classifications for GDR (German Democratic and Republic)
occupations are also not yet digitally available, while their
mapping to standards like KldB is widely discussed [9], [1].
Another dataset is offered as “Genealogie der Berufe”, but
is only available as a web service (see https://www.bibb.
de/dienst/berufesuche/de/index_berufesuche.php/). Also worth
mentioning is the seminal work by Wolf-Dieter Gewande, who
in 1999 for the first time compiled unpublished recognition
data and traced the development of more than 1300 occupa-
tions to the present, see [11].

While very little research has been done on the historical
regulation of vocational education and training in Germany, we
can identify a second research gap: Data integration should be
accompanied by linked data sets for occupational classifica-
tions that are not currently available. Thus, the integration of
older data such as the KldB 1975, 1988 and 1992 is crucial.

Text recognition

To support as many application areas as possible with
OCR, individual OCR modules were developed in various
research projects, including the OCR-D project [23]. During
the OCR-D project, the OCR-D software was developed to
allow the easy combination of a variety of so-called processors
– independent tools for specific tasks – to define workflows
tailored to the peculiarities of different templates and thus
automate the process of a large quantity of prints, particularly
from the 16th to 18th centuries (cf. [33], [34], [35]. It is
only through such automation that it is possible to make
large collections available in their entirety as full-text to the
scientific community.

OCR4all is a web application that offers a semi-automatic
workflow tailored to digitise historical documents [30]. How-
ever, when compared to Tesseract, OCR4all’s performance
is not as strong. While OCRopus is an open source soft-
ware, it also falls short of Tesseract’s performance. ABBYY
FineReader, a commercial tool, typically provides only slightly
better results than Tesseract, see [14], [5].

LLMs for Text Recognition

LLMs such as GPT-3 and GPT-4 have shown remarkable
capabilities in understanding and generating human-like text.
Although they are primarily used for NLP (Natural Language
Processing), recent research has investigated the use of LLMs
to improve text recognition. [31], [36]

To the best of our knowledge none of the literature we found
specifically discussing the synergies between LLMs and OCR
techniques. This therefore appears to be a relatively new area
of research with little direct literature available to date. The
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sources indicate some related work on the use of LLMs for
text recognition tasks, but a comprehensive overview of their
synergies with OCR is not readily available based on these
search results.

GPT4-o has demonstrated proficiency in multilingual appli-
cations. For German text input specifically, GPT4-o emerges
as the preferred choice. Its superior performance in handling
multilingual tasks, including those involving German, makes
it particularly well-suited to process German text. [20]

III. USE CASES

Document collections constitute a vital component of
vocational training research. VET and CVET (Continuing
Vocational Education and Training) in Germany have been
subject to regulation since the 1920s. Over the course of
many decades and through various political regimes, including
the Third Reich, the German Democratic Republic, and the
Federal Republic of Germany, these regulations have under-
gone significant evolution. The job archive at the Federal
Institute for Vocational Education and Training (Bundesinstitut
für Berufsbildung, BIBB) houses numerous historical VET and
CVET regulations, which are largely inaccessible.

The key stakeholders in continuing vocational training in
Germany include: (a) educational institutions, (b) companies
and enterprises, (c) employees, and (d) sponsors. In light of
the aforementioned transformation processes, it is imperative
that these stakeholders adapt to the evolving conditions and
requirements that they face. These challenges have shifted over
time, necessitating a comprehensive overview and analysis of
how regulatory documents reflect the aforementioned evolving
requirements, changes, and challenges. For instance, it is
crucial to identify which educational content is increasingly
offered and demanded, in order to draw conclusions about
the development needs of both the vocational and continuing
education systems. The research-based development of the
vocational education system aims not only to ensure the econ-
omy’s competitiveness at a systemic level but also to combat
unemployment and stabilise the social security system [8].
However, the historical regulations are not currently available
in a digitised format. Given that these documents span a long
period and multiple states (the German Empire, the GDR, and
the FRG (Federal Republic of Germany)), the challenges for
OCR and data infrastructure are substantial.

The German Committee for Technical Education
(DATSCH) was established in 1908, and from that point
forward, a series of documents were created with the objective
of standardising occupations. The age of the documents has
resulted in the deterioration of the paper, with approximately
two-thirds written in Fraktur script and the remainder in
various Latin fonts. Preservation varies, with some documents
exhibiting well-preserved characteristics and others displaying
signs of water damage, glued notes, perforations, or mould.
Some documents have later inscriptions or are crossed out,
particularly passages reflecting Nazi ideology.

The majority of early order specifications are in DIN A5
format, with special formats ranging from pocket-sized job

descriptions (DIN A6) to large inserts up to about DIN A1. A
smaller part of the collection includes legal regulations from
the Federal Republic of Germany, subject to BBiG, HwO,
specific health profession laws, or federal school legislation.
This collection encompasses training regulations, amendments,
corrections, framework curricula, and advanced training reg-
ulations from the federal government, federal states, and
competent bodies.

The GDR materials pertain to training and advanced edu-
cation, including training documents for skilled worker train-
ing and socialist vocational training (Ausbildungsunterlagen
für die Facharbeiterausbildung and Ausbildungsunterlagen
für die sozialistische Berufsbildung), training plans (Ausbil-
dungspläne), and equipment norms. The GDR documents are
frequently bound as booklets or books, comprising up to 323
pages in A4 and A5 formats. They are typically printed in two
columns with a typewriter font.

The diverse formats and conditions of the documents present
significant OCR challenges. The use of Fraktur and multi-
ple Latin scripts, along with physical damages complicates
digitisation. Moreover, the prevalence of special formats, two-
column layouts, and typewriter fonts in GDR materials serves
to compound the difficulty in creating accurate digital copies.
Consequently, novel approaches to support OCR on these very
specific documents are of great importance for further research
on (vocational) education.

At the Centre for the Study of Manuscript Cultures (CSMC)
at the Universität Hamburg, there are a number of application
areas in which OCR, like OCR-D, is used in a wide variety
of workflows which can then support the evaluation of his-
torical prints and documents. In the special research project
“Sonderforschungsbereich” (SFB) 950: Manuscript Cultures in
Asia, Africa and Europe, the empirical diversity of manuscript
cultures was researched on the basis of the material. This
resulted in numerous digital copies. Further digital copies have
been and are being produced by the current DFG Cluster of
Excellence 2176 - Understanding Written Artefacts (UWA).
Automated character and word recognition of the digitised
material using OCR can support research activities in the
evaluation of historical prints and manuscripts. Historical
manuscripts are often not in best condition and may include
damages in a similar way described previously; potentially it
may be even more dramatic. The application would not only
save time, but it would also be conceivable to establish sep-
arate software modules to be included automatically after the
standard OCR process to create a new, improved application
so that damaged texts can also be restored.

IV. OPTICAL CHARACTER RECOGNITION (OCR)

OCR is the process of recognising text in a scanned or
photographed document, image-only PDF containing text and
similar types of documents. The goal of this process is to
convert this text into a machine readable format, e.g. as a plain
text file, so that further processing can be performed. [16] This
process contains multiple discrete steps that are sometimes
also called activities.
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A. Activities

OCR modules are available and described in more detail
in [24]. Some activities are presented in the following:

• Binarization is the process of converting an image into a
binary representation, where each pixel is either black or
white.

• Dewarping is used to correct distortions in scanned
documents caused by the curvature of the page or the
scanning process itself.

• Despeckling aims to remove small, isolated spots or noise
from scanned images, improving their overall quality.

• Deskewing is the process of straightening a skewed or
rotated document image, aligning it properly for further
processing.

• Font identification analyses the shapes and characteristics
of characters in a document to determine the font or fonts
used.

• Segmentation is the process of dividing an image into
meaningful regions or components for further analysis.

• Region segmentation identifies and separates different
regions within a document, such as text blocks, images,
and tables.

• Region classification categories the segmented regions of
a document into different types, such as text, graphics, or
tables.

• Line segmentation breaks down text regions into individ-
ual lines, enabling line-by-line processing.

• Line recognition analyses and interprets the content of
each line, extracting relevant information.

• OCR is the process of converting scanned texts images
into machine-readable text data.

• Text recognition analyses and interprets the segmented
text, converting it into machine-readable format.

The existing OCR-D modules can be easily combined in
an individual workflow, which ensures very good adaptability
of the OCR-D modules, at least for the evaluation of digi-
tal prints.

B. OCR-D Workflow Application

As mentioned briefly above, the use of the OCR-D software
modules and workflows for the full-text digitisation of the
“Journal of the Godeffroy Museum”. This collection was used
because the results can be published without any problems
in terms of copyrights, etc. and have the same representative
requirements for text recognition of table contents.

Fig. 1 shows the result after running the Tesseract OCR
module for a table. Green indicates which text characters were
recognised correctly and red indicates which text characters
were recognised incorrectly. We used the workflow:

1) Binarization
2) Region segmentation
3) Line segmentation
4) Line recognition
The workflow with just a few steps shows that an im-

provement in region recognition is necessary. Extending the

Fig. 1. Table from https://www.biodiversitylibrary.org/item/ 244246 page 92
with the OCR-D results

workflow with additional steps usually leads to better results,
but unfortunately this does not apply in the case of tables. A
subsequent application of agents could lead to no meaningful
texts, since row-by-row evaluation is the wrong reading di-
rection for tables. Thus, for the recognition of texts, we have
used other OCR tools.

C. gImageReader

We also tested the OCR software gImageReader, which
offers the possibility of correction by a user via a user
interface. It is a GUI (Graphical User Interface) front-end for
Tesseract [22]. Thus, it provides the option for people that
have no skills in using the command line to use Tesseract.
Fig. 2 shows the areas marked by the software. The user has
the option of adding further areas manually or deleting other
areas. Here, the contiguous text areas of the table were not
recognised convincingly well.

Using gImageReader on the example [3] from the VET
corpus shown in Fig. 3, we got the following result:
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Fig. 2. The text areas marked by the OCR software gImageReader after
performing the segmentation

1 Kenntnisse Uber die Aufgaben
inhalte gem. und Gliederung des Betriebes
Berufsbild und seine Einordnung in die
Gesamtwirtschaft

1.1 Art, Rechtsform und Gliederung des
Kenntnisse und Ausbildungsbetriebes

beschreiben

-|1.9 Aufgaben der einzelnen Abteilungen

und ihre Zusammenarbeit erkldren

und Arbeitsabldufe im ausbilden-
den Betrieb beschreiben

Fig. 3. Excerpt from “AKTUALISIERTE AUSBILDUNGS-
PLANEMPFEHLUNGEN Datenverarbeitungskaufmann Datenverar-
beitungskauffrau” including human annotation [3]

D. OCR4all

We used OCR4all with the standard workflow as described
in [25] to recognise the same text example shown in Fig. 3.
Again, the results provided were not sufficient:

Kenntnisse über die Aufgoben
und Gliederung des Betriebes
und seine Einordnung in die
Gesomtwirtschoft
Ausbildungs-
holbjohre
afele
P
-

E. ABBYY FineReader

Finally, we used ABBYY FineReader 15 OCR-Editor to
recognise the texts as well. Here, the result was better than
what we got from all other OCR engines used in our sample
testing.

The ABBYY FineReader output is:
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1 Kenntnisse über die Aufgaben und Gliederung
des Betriebes und seine Einordnung in die
Gesamtwirtschaft

1.1 Art Rechtsform und Gliederung des
Ausbildungsbetriebes beschreiben

1.2 Aufgaben der einzelnen Abteilungen und
ihre Zusammenarbeit erklären

1 id V'V: vJtQ tz 1 rll r G 1 1 kZz \37\Zz0Gy
| l-G-M |ö l övG

und Arbeitsabläufe im ausbildenden Betrieb
beschreiben

Text recognition of tables works quite well with this tool.
The texts that were marked in the original were not recognised.
A jumble of letters was output. No meaningful search can be
activated for this bad case. This can be remedied to a certain
extend by a LLM, as shown next.

V. COMBINATION OF OCR AND LLMS

ChatGPT is an advanced language model developed by
OpenAI, designed to generate human-like text and engage in
natural and coherent conversations with users. It is built upon
the GPT (Generative Pre-trained Transformer)-3.5 architec-
ture. It can maintain context in conversations and respond in a
contextually relevant manner, making it suitable for a wide
range of applications. There are other agents, for example
UHHGPT, that have been developed and use some of the
same functions such as GPT-3.5 or GPT-4 omni. UHHGPT
is a graphical user interface based on HAWK-Ki5 that utilises
the OpenAI API to send queries to and receive answers from
one of the OpenAI GPT models. Its main goal is to provide
anonymous access to the models since the user´s query cannot
be traced back to the individual member of the university.
Additionally, it offers access to GPT-4 omni for free for all
members of the university. The prompt sent to OpenAI is
always augmented by “You are a helpful assistant who works
at the University of Hamburg in Germany.” We have used
UHHGPT with the function GPT-4 omni for our experiments.
The following outputs show the same text excerpts from
Section IV.

Prompt:
The following text was recognized after an

OCR. Complete the words as they could
have been written: [OCR output above is
part of this prompt].

The output of UHHGPT with the function GPT-4 omni
(OCR4all text) is:
Kenntnisse über die Aufgaben
und Gliederung des Betriebes
und seine Einordnung in die
Gesamtwirtschaft
Ausbildungsjahre
Anleitung
Praktikum

The output of UHHGPT with the function GPT-4 omni
(gImageReader) is:

5https://github.com/HAWK-Digital-Environments/HAWKI

1. Kenntnisse über die Aufgaben
inhalte gemäß und Gliederung des Betriebes

,
Berufsbild und seine Einordnung in die
Gesamtwirtschaft.

1.1 Art, Rechtsform und Gliederung des
Kenntnisse- und Ausbildungsbetriebes

beschreiben.

1.9 Aufgaben der einzelnen Abteilungen
und ihre Zusammenarbeit erklären
und Arbeitsabläufe im ausbildenden
Betrieb beschreiben.

The output of UHHGPT with the function GPT-4 omni
(ABBYY FineReader text) is:

1 Kenntnisse über die Aufgaben und
Gliederung des Betriebes und seine
Einordnung in die Gesamtwirtschaft

1.1 Art, Rechtsform und Gliederung des
Ausbildungsbetriebes beschreiben

1.2 Aufgaben der einzelnen Abteilungen und
ihre Zusammenarbeit erklären

1.3 Die Betriebsvorgänge und Arbeitsablä
ufe im ausbildenden Betrieb beschreiben

VI. RESULTS

We considered the best combination for our data set (AB-
BYY FineReader with GPT-4 omni) for further evaluation.
Extensive evaluations would have to be carried out before
a generally valid statement could be made about the best
combinations. A few of our key findings are the following.

Bad input leads to bad output

One of the findings we had was that a erroneous detection
with the standard OCR process will also lead to corrections
by UHHGPT that are likely erroneous as well. This becomes
clearer when looking at one example. After only using AB-
BYY FineReader, we got the following detection:

1 id V’V: vJtQ tz 1 rll r G 1 1 kZz \37 \Zz0Gy | l-G-M |ö l ö
vG und Arbeitsabläufe im ausbildenden Betrieb beschreiben

(translated into English: 1 id V’V: vJtQ tz 1 rll r G 1 1 kZz
\37 \Zz0Gy | l-G-M |ö l ö vG and describe work processes in
the training company). The first part could mean anything but
based on the semantics, UHHGPT provided the word “Auf-
bau” (structure) as an appropriate correction. While this word
may be fitting, the correct words used where “Wesentliche
Geschäftsprozesse” (key business processes) which is seman-
tically not identical to “Aufbau”.

A similar problem may also occur when looking at tables.
When the regions of the table were not identified correctly, as
seen in Section IV-B, and the results are provided as if the
table columns were all part of the same sentence, UHHGPT
will nevertheless try to find a sentence that may be fitting
combining elements of originally different sentences.
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The larger the relevant context provided, the better the results

When looking at the results we got after correction with
UHHGPT, we noticed that results are generally better when
the context provided to it is longer. One example for that
was present in the text where a cut-out is shown in Fig. 3.
Sometimes, OCR wrongly recognised the chapter number
written before every entry, e.g. instead of 1.3 we got 1. When
trying to correct that error using UHHGPT, it was able to
correct that to 1.3 if the complete table of contents but it did
not correct it if only this specific line was given. There are a
few factors that may impacts how much context a GPT can
take into consideration.

First, GPT has, depending on the specific model, a specific
context window. This context window measures how many
tokens before the currently generated token are taken into
consideration during generation [6]. GPT 4 omni has a context
window of 128,000 tokens while GPT 3.5 Turbo only has
one of 16,385 tokens [27]. Using the estimates from [28],
[38], GPT-3.5 Turbo has a context window of roughly 12,288
words or 24.5 pages while GPT-4 omni has a context window
of roughly 96,000 words or around 192 pages. While there
are a few documents in our corpus that have more pages than
the context window of GPT-3.5 Turbo, GPT-4 omni´s context
window should suffice for most.

A second factor to look at is that it may only be useful
to provide relevant context to the GPT. In one example
document about the training of IT specialists, there is a
handwritten remark. ABBYY FineReader was unable to detect
that correctly and gave “U&ihn s.z”. Using UHHGPT, we got
“Um UNIX” as a result which may be a correct detection in
the context of IT but it was not what was originally written
on the page (“vorher 9.2”). Thus, a middle ground between
providing enough context and only providing surely relevant
context, which may not suffice, must be found.

UHHGPT tends to correct “mistakes” that were no mistakes

In 1998, the German orthography was subject to significant
changes. [7] One example is the usage of the letter “ß”
(sharp s). Prior to the reform, it was additionally used as
a last letter instead of “ss”, e.g. today, the spelling “dass”
is used but before 1998 it was “daß” (German word for
“that”). Other changes included a change from “ph” to “f”,
e.g. “Photographie” became “Fotografie”. There were also a
few other changes that are not discussed here.

Our corpus primarily consists of documents written before
the reform. Thus, the old spelling was used instead of the
new one after 1998. UHHGPT does however correct the
old orthography to the new one which does not change the
semantics of the text but it may be problematic if one is
interested in a one to one digitisation of the original text.

In a similar way, words may be written in all capital letters
on purpose, e.g. as a title, or hyphenation was used in a specific
way. UHHGPT will “correct” the words to not be written in all
capital letters as well as removing all hyphenation. Depending
on the specific task, this may be a problem in later steps.

UHHGPT does not always return what it is asked for

When asking UHHGPT to correct the errors using the
prompt shown in Section V, it most of the time did what it
is asked for. However, in some instances, UHHGPT answered
not only with the correction but also an explanation for what
is written in the text. Additionally, it sometimes also provided
a translation from German into English.

Some quantitative measures

In addition to the qualitative results mentioned above, we
got a few quantitative measures. We have taken a few sample
pages from the document describing the vocational training for
a “Datenverarbeitungskaufmann” from 1995 (see Fig. 3) [3].
Some results are shown in Table I.

TABLE I
SOME RESULTS FOR THE OCR DETECTION AS WELL AS CORRECTIONS BY

UHHGPT (GPT-4 OMNI)

Page no. No. of errors after OCR No. of errors corrected No. of errors added
5 5 5 2
7 75 10 28

17 21 5 20
23 6 4 3
28 2 1 3

While GPT-4 omni was able to correct some OCR errors,
it also introduced new errors on several pages. For some
examples, UHHGPT added more new errors than it has
corrected. When using a combination of OCR and LLMs, it
should be considered that the results can also contain incorrect
corrections when evaluating the data. It is up to the user doing
further research with the results to check whether the new
errors are relevant or irrelevant for their specific tasks. We
analysed some other documents, too, and came to the overall
conclusion that the use of GPT-4 omni has made two-thirds
of the corrections of the OCR errors.

VII. CONCLUSION AND OUTLOOK

This paper focuses on a corpus of documents pertaining to
vocational education research. These regulations were estab-
lished in the 1920s and have undergone significant evolution
over the course of many decades and through various political
regimes, including the Third Reich, the GDR, and the FRG.
In order to make these documents digitally available for VET
research and data science methods, it is crucial to apply OCR
methods and digitised (scanned) documents. However, there
are different use cases. For the digital archive (Berufearchiv),
it is important to have a one-to-one version of the original
documents and also provide digital representatives, e.g., in
TEI-XML. In the context of data science methods, it is of
greater importance to consider the correct language equivalent,
given that, for instance, NLP methods do not typically rely
on a specific spelling revision but are influenced by poor
OCR quality.

In conclusion, for the first use case, it is evident that a
human intervention and revision are still necessary. Conse-
quently, future research should focus on collaborative software
or further improvements to OCR. In the second use case, our
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approaches significantly enhance the quality of the documents,
rendering them suitable for NER. However, several critical
issues and shortcomings remain. For instance, handwritten
artefacts or other alterations to the text are replaced with
fictitious texts. With the advancement of OCR, there is a
growing need to overcome the challenges presented by his-
torical documents with severe damage. By combining tradi-
tional OCR methods with LLMs such as GPT-4 omni, new
possibilities for accurately reconstructing and recognising text
in damaged documents are emerging. This approach shows
promising results in improving text recognition accuracy and
preserving the original context of the documents, leading to
advances in the preservation and analysis of historical texts.

In our experiments, we have identified the optimal combina-
tion for our dataset as ABBYY FineReader with GPT-4 omni
(in the form of UHHGPT), which we will further investigate
for its effectiveness in the future, in addition, considering other
LLMs. As a medium to long-term goal, we can imagine that
the approach developed here will be integrated into a RDR
(Research Data Repository) in such a way that the combined
OCR with LLMs will be offered for the texts in the repository.
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Abstract—We present a prototype for the integration of HTR
transcription and semi-automated markup of textual features in
the eScriptorium GUI.

The prototype is designed for scholars working with ancient
texts, who desire to perform standardized markup for a larger
research project or digital edition. Motivated by research ques-
tions in Classics and Theology, we simultaneously investigate
upcoming specific transcription challenges arising when working
with ancient Greek manuscripts of majuscule type.

Index Terms—handwritten text recognition, named entity
recognition, annotation, majuscule script

I. INTRODUCTION

TEXTS play a central role in the work of a humanities
scholar. New “distant reading” methods, where huge text

corpora are analyzed through queries or statistical methods,
open a whole new world of scholarly research questions.

However, not all objects of scholarly inquiry in the hu-
manities are available as digital texts, and non-digital textual
data must be, as a first step, extracted from the paper sources
through Optical Character Recognition (OCR) or Handwritten
Text Recognition (HTR), and then processed further. Many
research questions are sensitive to OCR quality, see section
II-A1 for some examples.

As a second step, the digital plain text is annotated: Anno-
tation1 or markup, used interchangeably in this work, is the
enrichment of a digital (plain) text with tags, categories, or
standardized encoding for textual features.

This work is concerned with possibilities to integrate these
two steps, transcription and annotation. We explore two pos-
sibilities on the example of a critical edition of manuscripts
from the graeco-roman antique.

1If the text is already available digitally, then annotation may be the only
step to prepare for "distant reading" research questions.

a) Example setting: The critical editions of works from
the graeco-roman antique, used frequently by classicists and
theologians, have to take into account that it is often not
clear what is the actual text: Before the print age, works of
popular authors had to be copied manually to be distributed.
Both mistakes and deliberate alterations in the texts of such
manuscripts happened, and critical editions have to display
the variations between the available manuscripts.

As the variants of the text are a crucial part of the dataset, it
is not advisable to use the same OCR post-processing methods
as for printed material such as newspapers, see e.g. [1]. Those
are often based on the comparison of words with available
dictionaries, the algorithms remove hyphens etc, which means
a potentially significant piece of information is lost through
the post-processing.

Instead, at the current moment, scholars creating such
digital editions are either manually correcting and annotating
HTR or OCR- digitized manuscripts, or, in cases when the
OCR software cannot deal with the used font/handwriting,
the desired digital text needs to be established by manual
typing, often employing a four-eyes principle to minimize
transcription mistakes.

A separate research question is to draw conclusions by
comparing the different variants. To automatize that compar-
ison, a flawless digital edition (cf section II-B) with relevant
annotation is crucial.

b) Motivation: Our work originates in the motivation to
ease and facilitate the following task:

Group a set of available manuscripts into different tradition
lines, i.e. order them by "similarity". For very significant
ancient texts, e.g. Homer’s works or biblical texts (see the
discussion in II-B), the aim may be to potentially establishing
hypotheses of a common "parent manuscript". This is a very
common, but challenging research question, see e.g. [2] for an
example in medieval history. Depending on the precise formu-
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Fig. 1. Sample pages from Codex Claromontanus, taken from [3]. Both
pages contain a textual variant of Colossians 1:28–2:3, nomina sacra with
their characteristic overline bar, such as visible corrections by later scribes,
most notably the insertion of και in line 15 and diacritics in the Greek
manuscript page.

lation, which might be cluster/group identification, similarity
measures or the establishment of a proper "family tree" of
manuscripts, the complexity of the task may vary, and usually
involves non-trivial mathematical algorithms.

Particularly interesting for a comparison task as we de-
scribed it above are so-called bilingual codices, see figure
I-0b: these are manuscripts which contain the same content
in two languages, in our case Greek and Latin. Here, a careful
annotation of corresponding words and sentences may enable
scholars in Classics or Theology to perform more diverse
quantitative research tasks on the text at hand, and hence
to potentially reach an improved hypotheses of manuscript
relationships than if they were to look only at the Greek text.

To this aim, a very accurate transcription of the texts of
each manuscript needs to be available, and a fine-grained
annotation, with additional elements than what is commonly
done, is necessary.

c) Main contribution of this work: The goal of our
work was twofold: First, to address certain peculiarities in the
ancient manuscripts at hand, listed in section III-B, by targeted
HTR training to increase output quality. Second, we provide a
prototype for relevant feature annotation, that may contribute
to ease or speed up the preparatory work of classicists and
theologians, so that they have more time to dedicate on their
actual research questions.

A. Paper layout

The paper is structured as follows: In section II, we in-
troduce the necessary background and state of the art. In
section III, we describe our "dataset", i.e. Greek manuscripts
of majuscule type, their special characteristics, and how the
treatment of these characteristics are reflected in our work.

II. BACKGROUND

A. OCR/HTR for the humanities

A lot of effort has been put into the digitization of old texts.
The most prominent are OCR methods for printed texts, e.g.

old newspapers, collections of letters, or early print editions of
major literary works. For input available as text printed on old
paper, the output quality of an OCR method may be negatively
affected by fading ink or poor paper quality, which could be
further worsened by a suboptimal scanning process, leading
to additional distortions in the image. Furthermore, the OCR
quality is also negatively affected by heterogeneity within the
printed text: these may be layout features like changes in fonts
or colors of letters within a page, but also text-inherent features
like spelling changes (which enlarge the diversity of possible
character sequences) or low distinctiveness of characters in
se, e.g. the long "s" and "f" in older German texts2. Still, for
printed texts, significant progress was made, leading to very
satisfactory output, in terms of character error rates (CER)
lower than 2%, see Ströbel and Clematide for results using
Transkribus3, Wick et al (2018) using OCRopy4 and Calamari5

or Martinek et al. [5] using a convolutional and recurrent
neural network, combined with suitable preprocessing (e.g.
binarization) and data augmentation.

For handwritten text recognition (HTR), the situation is
different, and depends very much on the concrete case at hand,
therefore, we do not even attempt to give a comprehensive
overview here. In general, as text recognition tasks fall in the
category of supervised machine learning, their performance
depends on the available data, in particular on the number of
samples and their variability, and reflects potential biases that
are present in the data, see e.g. [6].

Broadly speaking, most progress has been made for con-
temporary handwriting in widely-used languages and writing
systems, especially in the Latin alphabet6. Line recognition
seems to be essential: most off-the shelf products have issues
with recognizing rotated text.

The quality of HTR results depend, among other factors,
on the amount of training data with ground truth available.
Very good results were achieved e.g. for Manu McFrench
[7], a model trained on almost 78.000 lines (more than 4
million characters) of French handwriting7 from the 17th to
20th century, which reached a character recognition accuracy
of 90.56% in version 3.

The situation is different for so-called rare scripts or his-
torical writing styles. As the wording intends, we might have
a significantly lower amount of training data available. Other
obstacles are built-in assumptions on the nature of the script,
i.e. the writing being from left to right, on horizontal lines,
etc. We refer to [8] for extensive reflections on the matter.

2See Ströbel et al [4] for a detailed analysis.
3https://transkribus.eu/Transkribus/
4https://github.com/tmbdev/ocropy
5https://github.com/Calamari-OCR/calamari
6We did perform tests of Tesseract, kraken (command-line) and Google’s

Cloud Vision API for several languages using Cyrillic alphabet, with satis-
factory results, however, this is rather anecdotal evidence; we did not aim at
a systematic evaluation of OCR tools in this work.

7According to the authors [7], the overwhelming majority of training data is
in French language, mainly handwriting, but with some percentages of print,
and a few thousand lines of Spanish and English handwriting were added in
the training dataset.
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Fig. 2. Screenshot of a page in the Gallica collection [10], with estimated
OCR accuracy given.

Furthermore, the current restrictions within the Transkribus
HTR platform, which does not allow users to export models,
even those which they trained themselves on their data, is a
great disadvantage to the progress of HTR for rare scripts and
historical writing styles.

1) Quick status assessment of DH for OCR: To summarize,
Digital Humanities heavily profit from technical developments
in OCR, but there is still space for improvement: the accuracy
obtained so far may not be enough for reliable results on
certain types of research question. For example, Chiron et al.
[9] showed that OCR errors lead to significant missing relevant
documents, as output of user queries in the OCRed Gallica
collection: We see in Figure II-A1 a sample page from the
Gallica collection, with an estimated OCR accuracy of below
90%. While this may sound fair, there is a drastic variance, and
some infrequent, but highly relevant words may be wrongly
ORC-red up to two thirds of their occurrences8. This may
lead to biased query results, and therefore inaccurate answers
to research questions.

Some scholars in the humanities, e.g. Smith and Cordell
[11], even argue that the remaining errors in the digitized text
is still "impeding advances in Digital Scholarship".

One of the applications of OCR/HTR where an accuracy of
90% is not enough is the establishment of a scholarly edition.
As the research questions that motivated our prototype are
closely related to the work on critical editions of ancient texts,
we describe them briefly in the next paragraph.

B. Digital editions of ancient manuscripts

Digital scholarly editions are said to be the "crown jewels
of Digital Humanities" [12], offering a plethora of ways of
representing texts9 and their transmission histories.

8See [9], page 5.
9Sahle has argued in [13] for the usage of the word "document" instead of

"text", but due to the dominance of "text" also in scholarly literature, we use
this intuitive notion also for the purpose of this work.

Roughly, we may distinguish three steps in digital editorial
work of an ancient work: First, the provision of a digital (main)
text10 from the available sources, which usually involves
the transcription/OCR/HTR of the raw material. Second, a
markup/annotation11 step, and third, an appropriate visual-
ization12, which includes tools for scholarly work with the
edition. Scholarly editions of ancient manuscripts have certain
peculiarities, among else:

a) Complex transmission histories: The transmission his-
tories of centuries-old texts, such as Homer’s works or biblical
texts, is rich and highly complex, due to partial losses or
damage, scribal errors, editorial decisions, and in general the
huge spread and impact of these works. Hence, there may be
many variants for the text to be presented in a new edition.

To make an illustrative example: there exist about 1000
manuscripts13 of Homer‘s works, written on papyrus or parch-
ment, and later on paper. These were copied by scribes
multiple times over the course of two millennia, resulting in
numerous losses and the introduction of many variations in the
texts along the way. Which text is closest to the "real" Homer
is an ongoing question of scholarly debate.

In the case of biblical manuscripts, the INTF Münster
collects, curates and transcribes all available manuscripts of
biblical texts. It prepares a scholarly critical edition of the New
Testament, called the Editio Critica Maior, based on roughly
5800 manuscripts available to them at the moment.

b) Transparency about textual variations: A critical edi-
tions needs to be transparent about the different readings that
are present in the different manuscripts. A "reading" in this
case means an occurrence of a specific string on the paragraph,
sentence, word or character level, in one manuscript, which is
different from the string occurring in another manuscript. The
two strings are then called "variants".

In order for this to be possible, the correctness of the tran-
scription of each manuscript’s text is extremely important, and
human post-processing and error correction strictly necessary.

c) Less hierarchy of readings: A great opportunity of
a digital edition is the possibility, through clever digital
presentation and visual effects, to present different readings
as equally plausible to the user, so that the user can decide for
themselves which reading they want to adopt. This is a huge
advantage w.r.t. the classical paper-based editions, which could
only display one reading as the main text, and kept all variants
in the apparatus.

10To establish the "correct text" in presence of variants is a huge field,
which we do not want to enter here. To remain neutral in the debate, we use
the uncommon wording "main text".

11As in the literature, we use "annotation" and "markup" as synonyms.
12With visualization, we mean the presentation of the TEI-XML code in

a user-friendly environment, which helps scholars to answer their research
questions. Available tools are e.g. The Versioning Machine or EVT https:
//visualizationtechnology.wordpress.com , but many larger projects build their
own, customized tools.

13Estimate taken from https://www.lib.uchicago.edu/collex/exhibits/
homer-print-transmission-and-reception-homers-works/homer-print/, last
accessed: 30.09.2023.
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C. Annotation

In this section, we describe the usage of annotation or
markup of texts in a Digital Humanities context.

The aim of the annotation process is to provide a sufficient
data enrichment as to allow adequate tools to answer a specific
research question. Very popular is the markup of named
entities, e.g. persons or places. Several stand-alone GUI tools14

designed for scholars already exist, and they allow humanities
scholars to find relevant attestations of named entities relevant
to them. However, it is not possible to add further texts to the
database of these tools, so that a scholar working on a different
text has no advantage of them. Machine-Learning based NER
tools such as spaCy15 and greCy16 have emerged lately, with
accuracy strongly depending on context and the training data
used by the developer. For example, as the models were trained
on classical Greek, they do not lead to satisfactory results
with late ancient Greek texts such as patristics. An overview
of Named Entity Recognition models and challenges can be
found in [14].

However, for some circumstances, the research question
posed implies a need for manual annotation, as no appropriate
tool exists. We illustrate our claim here on the example of
creating visualizations on the usage of certain word categories,
used in [15]: On the one hand, defining tags or categories
is an independent research step that requires individual case
decisions and therefore must be carried out by qualified
personnel. On the other hand, most annotation tools are
specialized, require significant time to learn and are limited
in their distinctive features [16].

On the positive side, once mastered and provided with
suitable annotated data, these tools not only make it possible
to conduct detailed text-scientific research, but also to create
visual forms of presentation of the text such as graphs, heat-
maps and network graphs. Semantic markup of texts has been
used for various purposes including categorizing handwritten
annotations of an author [17], visualizing collaboration net-
works [18] and analyzing the lexical variance that occurs in
the transmission of a medieval text [19].

As far as the creation of a digital edition is concerned,
annotation of textual features in mark-up languages plays an
integral role, as to provide functionalities to the user that they
could not enjoy in a paper edition. Such annotation can be
used to mark a variety of stylistic (such as text breaks and
re-inkings) and semantic (such as place names, proper names
and lemmatization) features, and we will describe this in detail
in section III-B.

a) The text encoding initiative: Ideally, annotation fol-
lows a common standard, which allows for a group of scholars
to build up upon each other’s work. The text encoding initiative
(TEI) is a consortium which collectively develops and main-
tains a standard for the representation of texts in digital form. It

14E.g. Recogito https://recogito.pelagios.org/, or Kima https://data.
geo-kima.org/, which is specifically for places in Hebrew script already exist
that find the occurrences (attestations) of these named entities in digital texts.

15https://spacy.io/universe/project/grecy
16https://github.com/jmyerston/greCy

develops and maintains a set of guidelines, the TEI Guidelines,
which specify encoding methods, designed for the digital
humanities community. According to the initiative17, the TEI
Guidelines have been widely used by libraries, museums,
publishers, and individual scholars to present texts for online
research, teaching, and preservation. The guidelines specify
the semantics and interpretation of tags and attributes for
basically all different textual components and concepts, from
words to glyphs, persons, named entities etc.

In this work, we will follow the TEI guidelines for our
automated markup, as it seems to be widely used within the
digital classicist and digital theologian community.

III. GREEK MAJUSCULE TEXTS AND THEIR HTR

In this section, we introduce the reader to the main points to
consider when dealing Greek Majuscule manuscripts, and how
it shaped our work. To keep this paragraph short and readable
to a diverse audience, we consciously simplify and may use
wordings which are intuitively understandable, yet suboptimal
for the experts. We apologize in advance to the well-versed
classicist or theologian among our readers.

A. Classical text features to consider

In the following, we emphasize those textual features in
Greek majuscule manuscripts that may be unknown to the
reader, but which need careful treatment or algorithm adjust-
ments in the HTR step.

a) Scriptio continua: scriptio continua is an inherent
feature of majuscule manuscripts. It means that there is no
visual gap between two words, but the letters of the text are
aligned with uniform distance to each other until a line break.
See Figure [3] for an example. There are usually also no
punctuation signs, diacritics, or distinguished letter cases used.

A line break does not have to coincide with the end of a
word or syllable, but the scribe may decide to break the line
at any point. This may be simply, for aesthetic reasons, at a
certain, specified distance to the margin, irrespective of the
ending of a word. An example is the fourth century Codex
Sinaiticus.18.

Scriptio continua is one of the factors that deteriorate
the HTR quality significantly. Indeed, as reported also by
Perdiki [20], who used the commercial software Transcribus,
most erroneous output was caused by scriptio continua, such
as misrecognition of accents, wrong punctuation or wrong
word token splitting. In our case, we implemented a separate
word-split functionality, described in section IV-C to get a
transcription in our modern way of writing ancient Greek.

b) Nomina Sacra: "nomina sacra" are specific abbre-
viations for frequent words such as "God", "Christ" or
"Jerusalem", used in biblical codices. In biblical manuscripts
written on papyri or parchment, such as in figure III-A0b or
figure I-0b, a nomen sacrum is marked with an overline bar, it
is usually two or three letters long, with letters taken from the

17https://tei-c.org/
18High-quality photographs of Codex Sinaiticus are openly available on

https://codexsinaiticus.org.
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Fig. 3. Nomina Sacra (highlighted in yellow) in Codex Vaticanus, from [21],
both are in genitive form, ιυ represents the declined form of the word "Jesus",
θυ represents the declined form of the word "God".

word it stems from. The last letter indicates the grammatical
form of the abbreviated word. These specific characteristics
make nomina sacra differ from generic abbreviations, e.g. on
stone inscriptions.

Current research of New Testament textual scholars shows
that the abbreviations are not unique, i.e. there might be a
multitude of possible abbreviated forms used to encapsulate
the same word. However, every nomen sacrum corresponds to
a unique word.

c) Multiple hands and corrections: The major biblical
codices all underwent changes by later scribes, to different
extend or in different forms - diacritica were added, corrections
were made, and more. The above-mentioned Codex Sinaiticus
has undergone a particularly complex manual editing process
over the centuries, and the investigation of the number of
scribal hands, see e.g. [22], [23], is still ongoing research.

To our best knowledge, current machine-learning based
results on scribe distinction for ancient or medieval hand-
written texts are rather scarce, limited to binary classification
("is it scribe A or not?"), need a full page consisting of
only one writing hand, and have, up to now, unsatisfactory
accuracy. The automatic identification of different scribes in
one manuscript remains a highly desired, but challenging
feature.

B. Relevant textual features

The following text features are relevant towards a possible
quantitative analysis, already within one text, before compar-
ison takes place:

1) line breaks and other breaks in the original manuscript
2) multiple hands, especially corrections by a later scribe
3) re-inking (redrawing of letters)
4) highlighting, e.g. initial letters and flared letters
5) paratextual elements such as titles, marginal glosses, etc.

IV. FIRST RESULTS IN SEMI-AUTOMATIC ANNOTATION OF
TEXTUAL FEATURES

In this section, we first give an overview of our work,
followed by subsections on each specific step.

A. Outline and Assumptions

In this work, we focus on the situation of scholars working
with ancient manuscripts. Our test case and primary example
are biblical manuscripts in majuscule style and scriptio con-
tinua, see Figure I-0b for an example. We assume that high
quality images of the manuscripts are available, and the goal
of the digital edition is to provide both a transcription of the
text contained in these images, enriched with annotations in
TEI-XML, and, in a later step, additional features that allow
scholarly work with the text at hand, e.g. an apparatus, a
way to compare the texts19 displayed in different witnesses,
or named entity recognition [24]–[26].

B. Overview

In our work, we developed a very first tool that may allow
scholars working on digital editions to carry out annotations or
other textual enrichment with less effort and without knowl-
edge of a programming language. To be of real use for the
humanities community, we aimed to make these tools available
to the public in an easy-to-use form, i.e. inside a tool that is
already in use, and with a visual frontend to avoid usage of
scripts, codes or the opening of the command-line.

Taking into account the needs of our humanities colleagues,
we decided to contribute to eScriptorium, a digital text pro-
duction pipeline for print and handwritten texts using machine
learning techniques [27]. The advantages of eScriptorium,
from our perspective, are described in section IV-F.

The fork we created includes a couple of extra functions
for annotation in TEI-XML standard (see section II-C) in
a semi-automated manner, i.e. the user uploads a text file
which contains the words, names or places they wish to be
annotated. Our fork allows to export this skeleton annotation as
“custom XML”, see figure IV-E, which can be further enriched
manually in any other tool, e.g. Oxygen XML editor.

C. Word splitting

For word-splitting tasks we decided to use the SymSpell
library20. It is based on so called "Symmetric Delete" spelling
correction algorithm21. The crucial advantage of this library
is that it can not only split the continuous non-space string
into words, but also can correct errors to some degree.
This is an important case, because the OCR/HTR step never
delivers 100% recognition accuracy. For example, the string
"cnebigeIefant" has two errors: "c" instead of "o", and "I"
instead of "l", and if they are fixed and the words are splitted,
we get "one big elefant". The SymSpell library must be
provided with the words dictionary, sorted by their assumed
frequency in the given text. In addition, it can also use a bigram
or trigram dictionary, where occurrences of two or three words

19Here, we take a viewpoint similar to Sahle’s [13] “Text als Fassung”,
where we define the “text” as the “reading”, i.e. the ensemble of words
presented in a particular physical witness.

20https://github.com/wolfgarbe/SymSpell
21We refer the interested reader to the introductory notes in

https://seekstorm.com/blog/fast-word-segmentation-noisy-text/ and
https://seekstorm.com/blog/fast-approximate-string-matching/.
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are sorted according to their frequency in the language. The
most probable words candidates are defined according to the
frequency dictionaries and the Damerau-Levenshtein distance
between the given string and the candidate. Note that this
dictionary should also include nomina sacra (see III-A) or
other abbreviations, in order to increase accuracy.

At the moment, two unsolved problems remain: First, each
text has its own distribution of words frequencies, and this can
vary a lot. This means that the standard language dictionary
should not be used, but an additional custom-dictionary-
generation step is required, which takes into account the
peculiarities of the given text. The second unsolved question
is: how to adjust the maximum Damerau-Levenshtein spelling
correction distance to the optimal value? As far as we oversee
the issue, this step is dependent on the accuracy of the HTR
step.

D. Semi-automated annotation

Though machine-learning based NER tools are available,
see the discussion in section II-C, we decided for a rule-based
implementation, as also other recent work, e.g. the Opera
Graeca Adnotata [28]. Our decision relied on the following
thoughts:

First, there are currently no good greCy models for ma-
juscule Greek on which we could rely on. This means also
that annotation will not be available to a user with datasets
of different type than what an external tool can handle. A
rule-based implementation is independent on external tools.

Second, despite necessary post-processing might always be
done for delicate tasks related to digital editions, our users
prefer reliable output, instead of having to deal with "false-
positives": Therefore, we prefer to annotate less, but to do that
with the highest precision possible, avoiding ML biases.

Third, a direct linkage with external tools is both delicate
to implement and vulnerable to break down, due to software
changes from version to version.

Therefore, we decided for the following approach: the user
creates a list of relevant words for annotation, using a tool
of their choice. This list, in plain text format, can then be
uploaded into our eScriptorium fork, where the annotation
algorithm creates TEI-standard markup of all words in the
list with one click. This means that all grammatical forms of
a word have to be provided in the word list.

E. Annotated features

We coded and incorporated into our fork of eScriptorium
a semi-automated TEI mark-up functionality for Hebrew and
Greek personal names and place names, numerals, nomina
sacra,(see section III-A), punctuation signs and line and page
breaks in the original manuscript.

F. Why eScriptorium?

After preliminary tests using eScriptorium, Transkribus, but
also tools without GUI, such as Tesseract, kraken and Google
Cloud Vision API’s Document OCR tool, we realized that
very few transcription tools are able to deal with Greek

Fig. 4. Screenshot of our prototype front-end: exporting the annotated text
XML file.

majuscule manuscripts: some were simply not designed for
ancient texts, and therefore gave terrible results, probably due
to the uncommon font and the scriptio continua.

As a GUI was important to us due to its friendliness to
the relevant scholarly community, the decision stood between
eScriptorium and Transkribus.

As our tests found no significantly better performance of
Transkribus w.r.t. eScriptorium we decided to take advantage
of the open source nature of eScriptorium, which made us
more flexible, saved resources, and hopefully allows for an
easy adaptation of our fork in the relevant community.

During the work with eScriptorium, we came to enjoy its
additional advantages: The core code base appeared to be
clean, understandable and well-designed. The internal archi-
tecture of the tool is modular, well-structured and easy-to-
extent. This makes it ideal for an expandable open-source
project. It was not complicated to integrate our custom code
into the eScriptorium core.

G. Annotation of nomina sacra

The current fork of our project22 contains a function that
expands abbreviated nomina sacra from the transcribed text.
For this, the user needs to provide a list of abbreviations used,
or adapt our default, provided for Greek and Latin letters.

The advantage of this approach is its versatility towards
different writing styles in Greek, Latin, or any other language
the user works with inside eScriptorium: This way of ex-
panding a nomen sacrum works as soon as the transcription
obtained by eScriptorium’s transcription step is accurate, it is
independent of the model parameters used or trained. As such,
it can be used also to expand and annotate nomina sacra in
texts written in minuscule style, or even printed editions, e.g.
by 19th century scholars like K. von Tischendorf [29].

Another method, dependent on the used model, is to link
transcription and annotation of nomina sacra and other "rele-
vant" features directly. With "relevant" we intend annotation
that can be used to answer research questions or to serve the

22Available at https://gitlab.com/archtype/escriptorium/-/branches
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reader of a critical edition in their exploration and understand-
ing of the text. With "direct linking" we intend an integrated
HTR and annotation pipeline, namely to recognize a nomen
sacrum from the overline bar in the handwritten document, and
then to suggest the correct expansion directly in an annotation,
without a human-created list.

This implies training of the underlying machine learning
model to an extremely high accuracy, in order to recognize
nomina sacra by the overline bar used by the scribe on the
abbreviated version (recall Figure III-A0b). We discuss this in
section V.

H. Annotation of numerals

The annotation of numerals is less common, as only relevant
for very specific research questions. We included it both as
a ’placeholder annotation’, i.e. it may be replaced by the
user, to instead annotate something else, and in order to
show the limitations of the algorithmic side: Our algorithm
technically checks all words in their order of appearance in
the text, linearly going through the text word-by-word. This
linear processing will recognize a numeral and annotate it
immediately. However, if this numeral is part of a compound
number word, the linear processing will not be successful.

I. Towards an integrated HTR and annotation pipeline

As discussed above, an integrated HTR and annotation
pipeline could use certain image features directly for "relevant"
annotation. To achieve the necessary high accuracies and
density of appearance of nomina sacra, we used a version
of “data augmentation”: we created 50 pages of artificial
digital manuscripts [30] containing all possible grammatical
forms of the nomina sacra, available on Zenodo23. See figure
IV-I for an example. Our set of augmented images uses
genuine biblical unicial fonts24 and incorporates a variety of
visual characteristics that deteriorates the quality of a scanned
manuscript page, such as distortions, heterogeneities in the
background color, damaged or partially degraded paper ("dark
spots") etc.

V. SUMMARY AND OUTLOOK: INTEGRATING HTR AND
ANNOTATION

The presented prototype provides a semi-automated markup
functionality to the HTR transcription step of eScriptorium.
We started with a couple of exemplary features to annotate
through a rule-based algorithm. While a rule-based approach
provides maximum accuracy, it needs well-prepared input of
the user. Also, the annotation of multi-word numerals turned
out to be difficult.

a) Current work: At the moment, we work on the im-
provement of the performance of the new transcription model
in terms of the recognition of nomina sacra. While our team
developed a bounding box model (via Kraken) achieving high
accuracy levels (>90%), the training of a baseline model (done
directly in eScriptorium) resulted in lower accuracy rates. The

23URL: https://zenodo.org/records/12755706
24Available at http://individual.utoronto.ca/atloder/uncialfonts.html

Fig. 5. Sample page from our data augmentation set. The dataset is available
on Zenodo [30].

improvement of our transcription model in a baseline format
will continue through the feeding of additional training data.
We envision that the complete automated annotation of nomina
sacra will be possible through these improvements.

b) Discussion: This work was motivated by the work of
our colleagues on digital editions and manuscript comparison.

We are happy that our prototype saves their time in the
annotation step of their work: the most common or basic
annotations are already taken care of algorithmically, and
the researcher can correct both OCR errors and missing
annotations in the same round of manual interventions.

Note, however, that this is only a small part of the time
that our colleagues invest in building a good dataset / a good
critical edition: For these aims, an OCR accuracy of 90 %
is barely enough to make OCR-transcription and subsequent
manual correction as fast as they were when they transcribed
completely manually.

Hence, in order for a digital tool to be truly useful for them,
a much higher OCR accuracy is needed.

c) Further Steps: A few open questions and improve-
ment points have been pointed out in the various sections
above, e.g. in IV-C we pointed out the need of custom-
dictionary-generation and other open issues in the word split-
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ting step. With regard to further developments in the project,
we aim to explore other annotation options for our prototype,
to accommodate a larger variety of research questions. One
idea is adding GPS information for annotated place names. In
view of scholarly research questions on manuscript transmis-
sion history, scribal habits and cultural heritage questions, the
annotation of a variety of more subtle visual features, such
as different scribal hands, deletions and re-inkings, are also
envisioned.
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Abstract—We  examine  the  spread  and  usage  of  artificial 

intelligence  (AI)  in  German  companies.  The  study  analyzes 

company characteristics that favor or inhibit the adoption of AI. 

Hypotheses are developed that include factors such as the type of 

job tasks, level of innovation, degree of digitalization, company 

size, and industry affiliation. Empirical quantitative data from 

the  BIBB Training  Panel  shows that  AI  usage  is  slowly  but 

steadily  increasing,  particularly  in  larger  companies.  The 

multivariate  analysis  highlights  that  an  advanced  digital 

infrastructure and an innovative corporate culture are crucial 

for the usage of AI applications. The findings aim to support 

political and business strategic decision-making processes and to 

promote  the  implementation  of  AI  in  companies  while 

considering ethical considerations.

Index Terms—Artificial Intelligence (AI), company level data, 

AI at the labor market, job tasks.

I.  INTRODUCTION

HEN talking about technological transformation and 

digital technologies, artificial intelligence (AI) is of 

central importance, as it is a key technology for the digital 

transformation.  The progressive integration of  AI into the 

world of work supposedly marks an upheaval in the way com-

panies operate and compete. The development of AI is not 

only a technical innovation, but also influences the structure 

of labor markets, the design of jobs and consequently, the 

qualification requirements for employees [1] - [4]. 

W

AI innovations have changed the perception on which job 

tasks are substitutable by technologies [1], [2]. In earlier work 

on changes in job tasks due to technology mostly routine man-

ual tasks were labeled as substitutable [5]. Nowadays the de-

bate also includes the possible substitutability of more com-

plex or analytic tasks [6], as well as the emerging of new job 

tasks [1]. This shift in perception highlights the importance of 

analyzing the impact of digital technologies on the economy 

and society. 

The fundamental difference between AI and other digital 

technologies is that AI technologies, particularly through the 

use of machine learning, focus on automating and optimizing 

tasks by learning from data, which can significantly enhance 

efficiency and decision-making in  both physical  and non-

physical work processes. Deep learning is a subset of AI tech-

niques that uses layered neural networks to analyze various 

levels of data.

So far, there is no clear definition of AI. AI is a collective 

term that is filled differently depending on the considered 

time period and technologies. 

The concept of AI began with the first computers [7, pp. 

529]. Creativity, self-improvement, and language use were 

quickly identified as important criteria for defining AI [8, p. 

18]. In this sense, AI aims to mimic and replace human (job) 

tasks. The goal is to make problems mathematically com-

putable. The term AI has been expanded through psychology, 

cognitive sciences, knowledge modelling, and expert systems 

to include learnable skills and competencies. Developing AI 

requires expertise in mathematics and computer science, as 

well as knowledge about the field the AI should be applied to 

[9]. In general, a distinction should be made between the de-

velopment and the application of AI [10, p. 16]. The objective 

of this article is to examine the application and usage of AI in 

physical and non-physical work processes in companies and 

not the development of AI.

Despite the increasing presence of AI in discourses on the 

future of work, there is still relatively little empirically based 

knowledge about the spread of AI on the labor market and 

which specific types of companies actually utilize AI tech-

nologies. This is accompanied by a lack of knowledge about 

which company characteristics favor the adoption of AI and 

why. This research gap limits the understanding of how AI is 

used in companies as a tool to increase productivity and inno-

vation, as well as how AI might change the company struc-

tures and the working conditions of employees. 

Against this background, our study focuses on the question: 

Which company characteristics foster the use of AI? By an-

swering this question, we aim to draw a differentiated picture 

of AI use in companies and to understand which factors pro-
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mote or inhibit the integration of AI applications into every-

day business life.

The relevance of this research arises from the rapid devel-

opment and diffusion of AI technologies and their profound 

impact on the global economy and society. A comprehensive 

understanding of the operational use of AI in companies is 

crucial for shaping the future direction of labor market strate-

gies, educational needs and technology policy measures.

Our findings could help to support political and strategic 

decision-making processes in companies, in order to utilize 

the potential of AI and to support companies on their way to 

implement AI applications in the work context while consid-

ering ethical considerations.

II. STATE OF RESEARCH AND THEORETICAL BACKGROUND

The discussion (and the research) on the use of AI applica-

tions in the world of work has increased in recent years, par-

ticularly in light of the rapid developments in the field of ma-

chine learning and the associated potential for changing work 

processes. However, the discussion about AI is by no means 

new and dates back to the 1950s. Early research primarily fo-

cused on the technological foundations and theoretical possi-

bilities of AI [11]. Over the years, interest has as well shifted 

to the practical implications of AI applications for the world 

of work, particularly in the context of digitalization [1], [3].

A major focus of current research, alongside the innovation 

of AI, is the substitutability of human labor by machine sys-

tems. Previous studies suggested that extensive displacement 

of human labor by technology is unlikely in the near future, 

even in advanced economies such as Germany [6], [12], [13]. 

However, the public discussion has taken a new direction, es-

pecially since the introduction of more advanced AI systems 

such as ChatGPT-3.5 at the end of 2022. Current debates em-

phasize that AI is increasingly able to take on more complex 

cognitive tasks, which were previously considered less au-

tomatable or substitutable [2], [14].

Empirical research on the spread of AI in companies shows 

that although the usage of AI applications is increasing, it re-

mains  overall  at  a  relatively  low level.  According  to  the 

Mannheim Innovation Panel, the use of AI applications in 

manufacturing  and  business-related  services  was  approxi-

mately 6 percent in 2019 [15]. Initial analyses from the BIBB 

Training Panel showed that only 3 to 4 percent of all compa-

nies in Germany used AI applications in 2019 and 2020 [3]. 

An employee survey from 2019 found that the non-use of 

AI applications in the workplace is declining, but that approx-

imately 90 percent of employees still do not use AI applica-

tions or use them rarely [3].

The theoretical foundation of our analysis on the use of AI 

applications in German companies is based on the interplay of 

organization-specific  characteristics  and  their  reactions  to 

technological innovations. 

David Autor's and colleagues [5] research on the impact of 

technological change on the labor market, known as the task-

based approach, which was later transformed to the concept of 

Routine-Biased Technological Change (RBTC) [16]. RBTC 

is a theory that assumes that technological innovations usually 

are able to replace programmable tasks which are referred to 

as routine and complement more analytic tasks. Manual tasks 

usually are not heavily affected by technologies. 

According to the RBTC, this means that for companies, the 

decision to implement AI applications depends not only on 

the availability of the technology, but also on the types of 

tasks that exist in the company. Companies in sectors that are 

heavily characterized by routine tasks may be more inclined 

to use AI application to substitute certain tasks, while compa-

nies in sectors that require complex decision-making and hu-

man interaction may be more likely to use AI in a complemen-

tary way. Companies with more manual tasks might be less 

likely to use AI applications [2]. Moreover, advancements in 

AI have redefined the boundaries of replaceable tasks. So, as 

well certain complex and analytical tasks might be substi-

tutable by AI.

In the following, on the basis of organizational theory and 

innovation economics [17] we developed hypotheses to ex-

plain the differences in the use of AI in companies according 

to certain company characteristics.

1. Types of job tasks

The type of tasks in a company influences the suitability of AI 

applications. Tasks that require analytical thinking and deci-

sion-making could be complemented and enhanced from AI, 

whereas routine tasks might be replaced by AI. Companies 

with a high degree of manual task should use AI less fre-

quently. Therefore, we assume:

Hypothesis 1: Companies whose activities require a high 

level of analytical and communication tasks as well as 

those with many routine tasks, use (or plan to use) AI more 

frequently  than companies  whose activities  are  mainly 

manual tasks.

2. Level of innovation

Companies that cultivate a culture of innovation and regularly 

introduce new products and services may be more willing to 

adopt AI applications. Thus:

Hypothesis 2: Companies with a high degree of innova-

tion are more inclined to use AI or plan to introduce it.

3. Level of digitalization

A higher degree of digitalization may indicate a greater will-

ingness and ability to integrate AI applications, as existing 

digital systems can be more easily supplemented with new 

technologies. Therefore:

Hypothesis 3: Companies with a higher level of digital-

ization are more likely to use or plan to use AI.

The importance of tasks and the potential for innovation and 

the level of digitalization must also always be considered in 

the context of economic resources and the institutional back-

ground of organizations. (Sociological) neo-institutionalism 

emphasizes the role of culture, social norms and education as 

driving forces behind the structure and behavior of organiza-

tions [17]. This approach can be used to explain differences in 

AI utilization based on cultural norms within different indus-

trial sectors.
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4. Company size

Larger  companies  generally  have  more  resources  and  a 

greater capacity to spread risk, which enables them to adopt 

new technologies such as AI applications more quickly. Thus, 

we hypothesize:

Hypothesis 4: The larger a company is, the more likely it 

is to use or plan the use of AI.

5. Industry-specific differences 

The applicability and benefits of AI applications vary greatly 

between different industries, depending on the specific re-

quirements and technological maturity of the industry. 

Hypothesis 5: Companies in technology-intensive sectors 

such as medical services and business-related services use 

AI (or plan to use AI) more frequently than companies in 

less technology-intensive sectors such as construction.

6. Chamber membership 

Chamber membership can serve as a proxy for industry-spe-

cific norms and the degree of formalization of business prac-

tices.  Companies  in  more modern and formally organized 

chambers may be more inclined to adopt new technologies. 

Additionally, companies affiliated with the chamber of crafts 

often perform tasks that require manual dexterity and are (so 

far) less replaceable by AI.

Hypothesis  6: Companies  that  belong to  chambers  of 

crafts are less likely to use AI.

III.  DATA BASIS, OPERATIONALIZATION AND MODEL

A. Data basis

The BIBB Training Panel, short for BIBB Establishment 

Panel on Training and Competence Development, forms the 

basis for analyzing the use of AI in German companies. The 

panel has been conducted annually since 2011 and is repre-

sentative of all companies in Germany with at least one em-

ployee who subjects to social security contributions. It com-

prises a sample of at least 3,500 companies, with the number 

of companies surveyed varying between 3,500 and 4,000. The 

survey focuses on vocational education and training as well as 

continuing training and, since 2016, increasingly on digital-

ization in companies. Moreover, each year there are changing 

focus modules [18], [19]. For the descriptive results we use 

the waves 2020-2023, the multivariate analysis only focuses 

on the newest wave from 2023.

B. Operationalization

In order to measure and analyze the use of AI in companies, 

the variables were operationalized as follows for this study. 

Dependent variable: AI utilization 

As initially stated, AI is more than just deep learning and 

pattern recognition. However, our focus is data driven: To re-

main comprehensible to the broad range of companies in a 

general establishment survey, we use the term artificial intelli-

gence and supplement it with typical but broad examples. AI 

utilization was measured using two items from a large item 

battery focusing on digital technology use in the company: 

Use of artificial intelligence and machine learning for 1) phys-

ical work processes (e.g. deep learning and pattern recogni-

tion  in  production,  maintenance,  building  management  or 

care); and 2) for non-physical work processes (e.g. deep learn-

ing and pattern recognition in marketing, procurement or hu-

man resources). In our question, we do not limit AI to deep 

learning and pattern recognition, but rather mention these as 

examples that are understandable and relevant to many com-

panies.

The items were surveyed with three answer possibilities: 1) 

No, the technology is not currently being used in operations 

and there are no plans to purchase it. 2) No, the technology is 

not currently used in operations, but a purchase is planned. 3) 

Yes, the technology is currently being used in operations. The 

answers to both AI items were then combined to measure the 

overall use of AI in a company. For this we created a variable, 

with three categories: No AI use, if neither of the AI items are 

used (0), planed AI use, if at least one AI item is planned and 

none is used (1), active AI use, if  at least one AI item is 

used (2).

Independent variables 

The independent variables for the hypotheses are opera-

tionalized as follows:

 Types of job tasks: The survey asked about the frequency 

with which employees engage in job tasks categorized by 

the skill-level of their jobs: simple, medium, and highly 

skilled. Specifically, the tasks investigated included tasks 

that; a) where all details are prescribed, b) where involving 

repetitive processes down to the minutest details, c) re-

quire the use of tools or machinery, d) necessitate manual 

dexterity and craftsmanship, e) where involving informing 

or advising customers or patients, f) involve persuading 

others and negotiating compromises, g) where related to 

organizing processes or conducting research, h) improve 

or innovate procedures and processes. 

These tasks of all skill levels were grouped together and 

were then summarized into three dimensions using factor 

analysis: Routine tasks (a & b), dexterity (manual tasks; c 

& d) and communicative-analytical tasks (e, f, g & h).

 Degree of innovation: Recorded by asking about the in-

troduction of new or significantly improved products or 

services in the last three years. The values are summarized 

in an index that reflects the degree of innovation: 0 = no 

innovations, 1 = improvements, 2 = new products, 3 = im-

provements and new products.

 Level of digitalization: In terms of digitization, compa-

nies were presented with a range of digital technologies 

that could be used in their operations. These technologies 

were added together to create a digitalization index rang-

ing from 0 to 11. AI technologies were not included.

 Company size: Divided into four size categories: 1 to 19 

employees,  20-99  employees,  100-199  employees  and 

200 and more employees. Employees in this case are only 

those, who are subjected to social security contributions.

 Industries: Eight categories: 1. Primary Sector (Agricul-

ture/Mining/Energy), 2. Manufacturing, 3. Construction, 

4. Trade and repair, 5. Business related services, 6. Other 

personal services, 7. Medical services, 8. Public services 
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and education. Those are based on the 2-digit NACE Rev. 

2 classification but are summarized to only 8 categories.

 Chamber  affiliation:  Four  categories,  including  no 

chamber  (0),  chamber  of  commerce  and  industry  (1), 

chamber of crafts (2) and other chambers (3).

Additional control variables, which categorize the company 

environment, were included in the model:

 Proportion of continuing training participants  Mea-

sures the proportion of employees (without apprentices) 

who have participated in continuing training measures in 

the past year (2022) financed by the employer (between 0 

and 1).

 Proportion of employees with simple task jobs: Em-

ployees who carry out jobs that do not usually require vo-

cational education and training (between 0-1).

 Location: Measures  whether  a  company  is  located  in 

Eastern (2) or Western Germany (1).

 Training company: Measures whether a company offer 

apprenticeships (1) or not (0).

C. Model

For the statistical analysis, an ordered logit model, which 

analyzes the probability of an ordered response variable, as it 

is the case for our dependent variable (No AI use (0), planned 

AI use (1) and active AI use (2)).

The ordered logit model is particularly suitable for analyz-

ing ordinal response categories, as here the order of the cate-

gories is meaningful, but no equal distance between the cate-

gories is assumed. The model estimates the probability that an 

observation falls into a particular category or a lower cate-

gory, given the explanatory variables. The coefficients in the 

model are interpreted as the change in the log odds of a higher 

category of the response variable when the explanatory vari-

able is increased by one unit.

After estimating the ordered logit model, average marginal 

effects (AMEs) were calculated. These indicate the average 

change in the probability of the different AI application use 

categories when an independent variable is changing by one 

unit. AMEs provide a direct interpretation of the impact of the 

independent variables on the probability of each response cat-

egory and are particularly useful for interpreting the results of 

a non-linear model such as the ordered logit.

IV. RESULTS

D. Descriptive results

The descriptive analysis of the development of AI use in 

German companies from 2020 to 2023 shows a steady, albeit 

small, increase in both the actual use and the plans to imple-

ment AI technologies (cf. Fig. 1). 

In 2020, 3.3% of companies actively used AI, while ap-

proximately 5% of companies planned to use AI in the near 

future. By 2021, the proportion of companies using AI had 

risen to 3.7%, while the proportion of companies planning to 

use AI remained roughly constant around 5%. A further in-

crease was observed in 2022, with 4.9% of companies stating 

that they use AI and still 5.0% planning to do so. A steeper in-

crease in both use and planning can be seen for 2023. 6.9% of 

companies actually use AI, while now 8.6% state that they are 

planning to introduce AI. These figures illustrate that the will-

ingness to integrate AI into business processes continues to 

grow. In the last four years, AI use in companies has doubled. 

This increasing trend in the usage and planning of using AI 

applications could reflect a growing acceptance and confi-

dence in AI technology, as well as the growing awareness of 

the benefits AI can offer in various business areas. The data 

also emphasizes the need to continuously monitor develop-

ments in the field of AI application, as rapid increases within 

four years are possible. Still, one has to keep in mind, that the 

spread of AI applications in German companies is still low, as 

only one in fourteen companies is using AI in 2023.

E. Multivariate results

The multivariate analysis of the use of AI applications in 

German companies in 2023 shows a clear differentiation ac-

cording to company size, sector, chamber affiliation, level of 

digitalization,  type  of  tasks  and  degree  of  innovation  (cf. 

Fig. 2 and Table I). The analysis divides companies into those 

that use AI or plan to use AI, which show similar results, and 

those that do not use AI.

Types of tasks: Companies that require a high level of ana-

lytical and communication skills have a lower probability to 

use or plan to use AI. Though, this is not significant. This indi-

cates that AI is not particularly used in areas where it can help 

to support complex decision-making processes.

In companies with a high level of routine tasks companies 

have a significantly higher probability to use and plan to use 

AI more often. Whether this means that those with routine 

tasks use AI more often and that AI complements their jobs or 

that companies with a lot of routine tasks use AI to substitute 

for such routine tasks must be explored in further research.

However, it appears that companies with a high level of 

tasks that are highly dexterous tend to have a lower probabil-

Source: BIBB Training Panel 2019-2023, weighted data, n2020 =4,097, 

n2021 =3,981, n2022 =3,527, n2023 =3,002. 

Fig. 1 Usage and planning of the use of AI by companies 2020 to 2023
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ity of using AI applications. As well their probability of plan-

ning to use AI is lower. 

Degree of innovation: Companies that have a high degree 

of innovation have a higher probability of using AI as well as 

of planning to use AI

Level of digitalization without AI: Companies that have a 

high level of technology use (level of digitalization without 

AI) also have a higher probability of using or planning on us-

ing AI applications. This could emphasize the importance of 

an existing digital infrastructure as a basis for the introduction 

of more advanced technologies such as AI.

Company size:  Larger companies (200+ employees and 

100-199 employees) show a higher probability to use or to 

plan the use of AI compared to smaller companies (1-19 em-

ployees). This suggests economies of scale effects and larger 

pools of resources in large companies, that favor the introduc-

tion of AI.

Industry-specific  differences:  Industries  such  as  busi-

ness-related services have a higher probability to use and plan 

AI applications in comparison to manufacturing. In contrast, 

the probability for medical services and public services and 

education are lower for using or planning to use AI applica-

tions. AI. For the other sectors no significant differences arise. 

This reflects the different digitalization potentials and needs 

of the sectors.

Chamber membership: Companies that are members of 

the chamber of crafts have a lower probability to use or plan 

the use of AI compared to companies without a chamber. This 

could be due to the more traditional business models and pro-

cesses in many manual tasks. There are no significant differ-

ences for the other chambers. 

V.  CONCLUSION

Descriptively, our data show that the use of AI in German 

companies is slowly but steadily increasing. The results of the 

multivariate analysis demonstrate that company size, sector, 

level of digitalization and degree of innovation are important 
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Fig. 2 AI use in German companies in 2023 according to company structure characteristics
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predictors of  AI use.  Moreover,  the results  emphasize the 

types of job tasks within a company as fundamental for the in-

troduction of AI.

In summary, the following hypotheses cannot be rejected:

 H2: Companies with a high degree of innovation are 

more likely to use or plan to use AI.

 H3: A higher degree of digitalization of a company 

correlates with a higher probability of AI use or the 

planning of it.

 H4: Larger companies are more likely to use or plan 

to use AI.

 H6: Companies that are members of chambers of 

crafts are less likely to use AI.

Against H1 companies with a high intensity of communica-

tive-analytic tasks show a negative albeit non-significant cor-

relation with the probability of using or the planning of using 

AI. However, in accordance with H1 companies with a high 

level of routine tasks use or plane to use AI more often. Com-

panies with a high level of dexterity tasks seem to use AI less 

often. So, H1 only has to be (partly) rejected. Companies, 

whose activities require a high level of routine tasks use AI 

more frequently, while companies with a high level of dexter-

ity tasks use less AI.

For H5 we see an ambiguous picture. Most sectors are not 

significantly different in their AI use in comparison to manu-

facturing. In comparison to manufacturing, public services 

and education have a lower probability of AI use or planning 

of it, while business related services have a higher probability 

of AI use or planning of it. These results fit to the hypothesis 

that companies in technology-intensive sectors use (or plan to 

use) AI more frequently than those in less technology-inten-

sive sectors. 

However, as well medical services show a lower probabil-

ity of AI use ore planning of it in comparison to manufactur-

ing. This seems to be against H5 as certain branches of the 

medicine field seem to be technology-intense. An explanation 

might be the heterogeneity of this sector, as it as well incorpo-

rates smaller medical practices (e.g. general practitioners) and 

nursing services. Also, the results just indicate lower proba-

bility in comparison to manufacturing and not a generally low 

use. Still, H5 cannot be fully accepted.

Our findings build on the existing state of research and ex-

pand our understanding of where AI is being used in German 

companies. Previous quantitative studies for Germany have 

shown that the adoption of AI in companies is progressing but 

remains at a relatively low level [3], [15]. Our research sup-

ports these findings and provides detailed insights into the 

company characteristics that correlate with AI use, emphasiz-

ing in particular the role of job tasks next to structural com-

pany characteristics. Further research should explore those 

finding more in depth and as well could focus more on the 

(adaption) processes within the companies with quantitative 

as well as qualitative data (e.g. in-depth interviews, observa-

tions). 

A limitation of the study is the restriction to quantitatively 

recordable data at the company level, which does not consider 

the subjective perceptions and attitudes of the interviewed de-

cision-makers as well as their knowledge about the usage of 

AI in all company areas or by all employees (e.g. usage of AI 

software by employees without official introduction by the 

company). This might lead to respondent biases and potential 

inconsistencies in the reporting across different companies. A 

further limitation is that the measurement of AI is somewhat 

approximate and may not be fully comprehensible to all inter-

viewees,  nor  does  it  encompass  all  applications  that  fall 

within the definition of AI. In addition, the dynamics of the AI 

market are so fast that the data can quickly become outdated, 

which limits the generalizability of the results. 

The results of this study offer starting points for future re-

search that could deal with the implementation of AI in spe-

cific industrial contexts or with the effects of AI on the quality 

of work. As well, these results could be mirrored with qualita-

tive data, to gain deeper insights in the workplace use of AI 

and the factors affecting AI use. 

For policymakers, the findings can provide a basis for for-

mulating guidelines that could promote a broader and more 

effective use of AI in the German economy, within ethical 

limits. The application of AI should be used to improve hu-

man working conditions and enrich their job tasks and not 

lead to displacement of jobs or worsening working conditions 

(e.g. more routine tasks, surveillance, clock or click work). 

Moreover, privacy and security concerns should be acknowl-

edged in this regard and AI should not be used for extensive 

surveillance of the employees. Furthermore, it is not uncom-

mon for biases and discriminatory patterns to be embedded in 

the training data. It is imperative that such biases are identi-

fied and subsequently avoided, as they have the potential to 

influence crucial decisions such as hiring or performance as-

sessments. 

The application of AI in the workplace and in society gives 

rise to a number of further ethical concerns. These include the 

need for transparency and accountability in AI systems, which 

may be perceived as opaque and unaccountable (i.e. AI as a 

black box). There is also a need to establish ownership of AI-

created work, and to consider the potential for manipulation 

and misinformation through the use of AI (i.e. deep fakes).

In practice, companies can use the results of this analysis to 

enhance their strategic planning with regard to the introduc-

tion of AI technologies.

In the context of digital transformation and its impact on 

society and the economy, the findings of this study emphasize 

the necessity to proactively shape technological change and 

complement  it  with  tailored  education  and  labor  market 

strategies in order to fully capitalize on the benefits of AI 

while minimizing potential risks for employees and society as 

a whole.

REFERENCES

[1] D. Acemoglu und P. Restrepo, “Artificial intelligence, automation, 

and work. An agenda.”, The Economics of Artificial Intelligence, S. 

197–233, 2019, doi: 10.7208/chicago/9780226613475.003.0008.

[2] D. Acemoglu und P. Restrepo, “The wrong kind of AI? Artificial 

intelligence and the future of labour demand”, Cambridge J Re-

50 COMMUNICATION PAPERS OF THE FEDCSIS. BELGRADE, SERBIA, 2024



gions Econ Soc, Jg. 13, Nr. 1, S. 25–35, 2020, doi: 10.1093/cjres/

rsz022.

[3] U. Sevindik, “Verbreitung und Einsatz von Künstlicher Intelligenz 

in Deutschland – Auswirkungen auf berufliche Anforderungen und 

Strukturen”, Bundesinstitut für Berufsbildung, Bonn, 2022. [On-

line]. Verfügbar unter: https://res.bibb.de/vet-repository_780476.

[4] D. Acemoglu, D. Autor, J. Hazell und P. Restrepo, “Artificial intel-

ligence and jobs: Evidence from online vacancies”, Journal of La-

bor Economics, Jg. 40, S1, S293-S340, 2022, doi: 10.1086/718327.

[5] D. H. Autor, F. Levy und R. J. Murnane, “The skill content of re-

cent technological change: An empirical exploration”, The Quar-

terly Journal of Economics, Jg. 118, Nr. 4, S. 1279–1333, 2003.

[6] K. Dengler und B. Matthes, “Folgen des technologischen Wandels 

für den Arbeitsmarkt: Auch komplexere Tätigkeiten könnten 

zunehmend automatisiert werden”, IAB, IAB-Kurzbericht 13, 2021.

[7] H. Wußing, 6000 Jahre Mathematik. Eine kulturgeschichtliche 

Zeitreise – 2. Von Euler bis zur Gegenwart. Heidelberg, 2009.

[8] S. J. Russell und P. Norvig, Artificial intelligence. A modern ap-

proach. Upper Saddle River, 2009.

[9] J. Dörpinghaus und M. Tiemann, “Künstliche Intelligenz – aktueller 

Treiber der Transformation?”, BIBB, Bonn, Datenreport zum 

Berufsbildungsbericht 2024, 2024.

[10] W. Ertel, Grundkurs Künstliche Intelligenz. Eine praxisorientierte 

Einführung, 4. Aufl. Wiesbaden, 2016.

[11] P. Buxmann und H. Schmidt, Künstliche Intelligenz Mit 

Algorithmen zum wirtschaftlichen Erfolg: Mit Algorithmen zum 

wirtschaftlichen Erfolg, 2019.

[12] R. Helmrich et al., “Digitalisierung der Arbeitslandschaften. Keine 

Polarisierung der Arbeitswelt, aber beschleunigter Strukturwandel 

und Arbeitsplatzwechsel”, BIBB, Bonn, Wissenschaftliche 

Diskussionspaper, 2016.

[13] C. Schneemann et al., “Aktualisierte BMAS-Prognose 

„Digitalisierte Arbeitswelt“”, Forschungsbericht 526/3, 2021.

APPENDIX

TABLE I: 

RESULTS OF THE ORDINAL REGRESSION

 No AI use Planned AI use Active AI use

1 - 19 employees Ref. Ref. Ref.

20 - 99 employees -0.026 0.012 0.014

100 - 199 employees -0.069** 0.032** 0.038**

200 & more employees -0.075** 0.034** 0.041**

Primary Sector -0.012 0.005 0.007

Manufacturing Ref. Ref. Ref.

Construction -0.002 0.001 0.001

Trade & repair 0.021 -0.009 -0.011

Business related services -0.058* 0.024* 0.034*

Other personal services -0.025 0.011 0.014

Medical services 0.109*** -0.054*** -0.055***

Public services & education 0.091** -0.045** -0.047**

No chamber Ref. Ref. Ref.

Chamber of commerce and industry 0.007 -0.003 -0.004

Chamber of crafts 0.076* -0.036* -0.041*

Other chambers -0.007 0.003 0.004

Level of digitalization (without AI) -0.049*** 0.022*** 0.027***

Task: Routine -0.038*** 0.017*** 0.021***

Task: Dexterity 0.016* -0.007* -0.009*

Task: Communicative-Analytic 0.015 -0.007 -0.008

Degree of innovation -0.020*** 0.009*** 0.011***

Proportion of continuing training participants 0.036 -0.016 -0.02

Proportion of employees with simple task jobs -0.010 0.004 0.006

Location: Eastern Germany -0.008 0.003 0.004

Training company 0.011 -0.005 -0.006

N 3,002 3,002 3,002

R² 0.1425 0.1425 0.1425
Notes: Ordered logit model. n = 3,002. Pseudo-R² = 0.1425. Average Marginal Effects (AMEs). ***>0.001, ** > 0.01, *>0.05. 

Ref. = Reference Category. Source: BIBB Training Panel 2023
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Gradient Boosting Trees and Large Language
Models for Tabular Data Few-Shot Learning

Carlos Huertas
Amazon Research

Email: carlohue@amazon.com

Abstract—Large Language Models (LLM) have brought nu-
merous of new applications to Machine Learning (ML). In
the context of tabular data (TD), recent studies show that
TabLLM is a very powerful mechanism for few-shot-learning
(FSL) applications, even if gradient boosting decisions trees
(GBDT) have historically dominated the TD field. In this work
we demonstrate that although LLMs are a viable alternative,
the evidence suggests that baselines used to gauge performance
can be improved. We replicated public benchmarks and our
methodology improves LightGBM by 290%, this is mainly driven
by forcing node splitting with few samples, a critical step in FSL
with GBDT. Our results show an advantage to TabLLM for 8
or fewer shots, but as the number of samples increases GBDT
provides competitive performance at a fraction of runtime. For
other real-life applications with vast number of samples, we found
FSL still useful to improve model diversity, and when combined
with ExtraTrees it provides strong resilience to overfitting, our
proposal was validated in a ML competition setting ranking first
place.

I. INTRODUCTION

TABULAR data in real-world applications is the most
common type of data [1], this continues to be true since

relational databases are still pretty common in all sort of
domains from social to natural sciences [2]–[6]. Deep Learning
(DL), or in general, Neural Network based architectures have
shown tremendous potential in tasks like Natural Language
Processing (NLP) with developments like transformers [7]
and large-scale pre-trained models like DeBERTa [8] have
pushed the state-of-the-art (SOTA) and gave DL a top spot in
performance. The same can be observed for Computer Vision
(CV) with developments like convolutional neural networks
(CNN) opening the door for more advanced designs like
EfficientNets [9] and more recently Vision Transformers (ViT)
have found their way into CV as well [10] with Next-ViT [11]
aiming to bridge the gap that still separates ViT from CNN in
terms of efficiency in the latency/accuracy trade-off.

Despite all the success from DL, tabular data continues to
be omnipresent [12], [13], and to the best of our knowledge,
we have not found a consistent DL-based approach that can
outperform Gradient Boosted Decision Trees (GBDT) [14]–
[16] over a wide variety of tasks and conditions, even though
it is possible to find specific niche setups where this happens
[17]–[19].

Recently, the introduction of Large Language Models
(LLM) [20] demonstrated a whole new level of performance
for several tasks [21], [22], from traditional NLP to even code

generation [23]. The concept of revisiting the qualities of DL-
based techniques, in particular LLM for tabular data surged
again [6], due to some of the key properties over GBDT [24],
such as: representation learning, sequential processing and
generalization. Even though DL provides some advantages,
if maximum performance is desired, GBDT continues to be
the SOTA [25] even with amazing advances in DL, some
of the most notable attempts to outperform GBDT with DL
methods include: Wide&Deep [26], DeepFM [27], SDTR
[28], DeepGBM [29], TabNN [30], BGNN [31], TabNet [32],
TransTab [33], TabTransformer [34], SAINT [35] and NPT
[36], none of them providing enough evidence to actually be
able to beat GBDT over a wide variety of tasks, most of the
time, it has been demonstrated the claimed improvements are
only present in very specific cases or datasets [17].

There are however, some situations where LLM based
solutions seem to have an edge [6], this is when data is limited,
and LLM have the capacity to perform both zero-shot (ZSL)
and few-shot learning (FSL) [37]. While there is no doubt
current SOTA in GBDT will show random-performance for
zero-shot learning, recent studies [38] show that even under a
few-shot schema, LLM can outperform Xgboost [14], one of
the most popular GBDT algorithms.

In this work, we will further explore the performance
of GBDT under a FSL schema in order to provide strong
baselines. Since previous studies [17] have demonstrated bias
in claims of DL outperforming GBDT in other tasks, we look
to enhance experiments to confirm SOTA results in the new
trend of results regarding FSL and the superiority of LLM
over GBDT.

II. RELATED WORK

The main concept behind ZSL or FSL by definition implies
the evaluated classifier has either (a) never seen the data
samples before (ZSL), or only a few samples (FSL), however,
this can only be proven true if we were to train a model
(LLM for the purpose of this research) from scratch. Any sort
of pre-trained architecture could, in theory, already seen the
dataset, hence showing incredible performance. This particular
problem has been studied before [39], where both GPT-3.5
and GPT-4 are proven to have seen common datasets in the
past, like Adult Income and FICO [40], in some cases, even
proven LLM have literally memorized the datasets verbatim
[41] as samples can be extracted out. With this in mind, the fair
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TABLE I
GPT-3/4 VS TRADITIONAL ALGORITHMS FOR FEW-SHOT-LEARNING PERFORMANCE (AUC)

Algorithm Kaggle
Titanic

OpenML
Diabetes

Adult
Income FICO Spaceship

Titanic Pneumonia

GPT-4 0.98 0.75 0.82 0.68 0.69 0.81

GPT-3.5 0.82 0.74 0.79 0.65 0.63 0.54

GBDT (Xgboost) 0.84 0.75 0.87 0.72 0.80 0.90
Logistic Regression 0.79 0.78 0.85 0.72 0.77 0.90

evaluation of LLM vs GBDT under a truly FSL schema is very
challenging, while we can guarantee GBDT has never seen the
data, the same cannot be said for many LLM applications.

The results from Bordt et al. [39], using a 20-shot-learning
are shown in Table I, in this work authors study LLM
memorization.

Although LLM results are far from bad, the performance
still shows gaps to match GBDT. On top of this, GBDT is
a much simpler and faster model, essentially being a more
efficient and more powerful option. For the Kaggle Titanic
dataset, the power of GPT-4 might look impressive, until
authors have proven this is due to memorization and not any
particular useful learning. This problem is not particular to
tabular data, as LLM have been proved to do so as well for
other domains [42]. Nonetheless, authors have found that there
is some learning happening, for datasets with no memorization
LLM can still provide some performance, especially in very
few shot-learning, which leads to the work of Hegselmann et
al. [43], where LLM are shown to actually outperform GBDT.

In such work, authors present TabLLM, a very innovative
solution to use LLMs for few-shot classification on tabular
data, in principle, first running a serialization-step, to turn
tabular into a natural language representation. An extensive
analysis is done to benchmark multiple serialization tech-
niques. Surprisingly, one of the simplest approaches resulted to
be very effective, “Text Template” is a compact representation
of the form: “The <column name> is <value>”. This followed
by a task-specific prompt, that can later be fined-tuned for FSL.

TabLLM has been benchmarked for both binary and multi-
class problems, from datasets identified in key literature for
this task [19], [25], [44]. For simplicity, we will focus on the
binary tasks, as to ensure all tasks are of the same objective,
and metrics are comparable, e.g. AUC. A summary of their
benchmarking results is presented in Table II. For full details
refer to Table 12, 13 and 14 in [43].

The results show NN-based solutions, both TabPFN [47]
and TabLLM [43], substantially outperform LightGBM for
FSL, the improved performance by these techniques is such
that the minimal delta observed comes in the Bank dataset
where TabLLM shows an average (over 4 to 64 FSL) advan-
tage of 163% relative improvement [(0.642 − 0.5)/(0.554 −
0.5)] vs the GBDT solution. On the other extreme, the superi-
ority of TabLLM goes further to outperform LightGBM for as
much as 745% [(0.686− 0.5)/(0.522− 0.5)] for the Credit-g
experiment.

In the next section, we present our analysis regarding the

extreme underperformance from LightGBM, and our recom-
mendations to establish a fair baseline for a FSL application.
Increasing its performance to a more competitive level, and
hoping this serves as reference for future benchmarks in the
field.

III. PROPOSED SOLUTION

The process of FSL might have slightly different interpreta-
tions depending on the field, but the core concept remains, the
usage of only a few samples to train a model. This concept
holds for the tabular data use-case. Knowing this, is imperative
to understand how algorithms like LightGBM work in order
to build an effective FSL solution. The LightGBM algorithm
is a boosting approach using decisions trees (DT) to learn a
function from the input space Xs to the gradient space G [15],
the splitting criteria is reviewed below.

Given a training set with n i.i.d. instances {x1, ..., xn} ,
where each xi is a vector with dimension s in space Xs.
For each boosting iteration, the negative gradients of the loss
function with respect to the output of the model are denoted
as {g1, ..., gn} . The DT model splits each node to maximize
information gain, which is measured by the variance after
splitting. For a training set O on a fixed node, the gain of
splitting (V ) feature j at point d is defined as:

Vj|O(d) =
1

nO

((
Σ{xi∈:xij≤d}gi

)2

nj
l|O(d)

+

(
Σ{xi∈:xij>d}gi

)2

nj
r|O(d)

)
(1)

The problem however arises in practice since the optimiza-
tion is constrained so that the left nj

l|O(d) and right nj
r|O(d)

nodes have a minimum sample size. A segment of LightGBM
implementation is shown in Algorithm 1.

The minimum samples per leaf then becomes a blocker for
FSL, causing the algorithm to stall. Unable to perform any split
until training samples exceeds the min_samples_leaf param-
eter. Although previous works [43] have explored parameter
tuning based on literature recommendations [12], [19], this is
not being addressed, and as a result LightGBM shows random-
guess performance (e.g. 0.5 AUC) in most experiments, since
the default value for min_samples_leaf is set to 20.

In this work we propose a LightGBM configuration specif-
ically for FSL applications. We identified key parameters
needed as shown in Table III.

The most important parameter for FSL is, without a doubt,
min_data_in_leaf, as otherwise optimization cannot happen.
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TABLE II
TABLLM EXPERIMENTS RESULTS: LIGHTGBM (GBDT) VS NN-BASED (AUC)

Dataset Method 4-shot 8-shot 16-shot 32-shot 64-shot Average

Bank [44]
LightGBM
TabPFN
TabLLM

0.50
0.59
0.59

0.50
0.66
0.64

0.50
0.69
0.65

0.50
0.76
0.64

0.77
0.82
0.69

0.554
0.704
0.642

Blood [44]
LightGBM
TabPFN
TabLLM

0.50
0.52
0.58

0.50
0.64
0.66

0.50
0.67
0.66

0.50
0.70
0.68

0.69
0.73
0.68

0.538
0.652
0.652

Credit-g [44]
LightGBM

TabPFN
TabLLM

0.50
0.58
0.69

0.50
0.59
0.66

0.50
0.64
0.66

0.50
0.69
0.72

0.61
0.70
0.70

0.522
0.640
0.686

Diabetes [45]
LightGBM
TabPFN
TabLLM

0.50
0.61
0.61

0.50
0.67
0.63

0.50
0.71
0.69

0.50
0.77
0.68

0.79
0.82
0.73

0.558
0.716
0.668

Heart [46]
LightGBM
TabPFN
TabLLM

0.50
0.84
0.76

0.50
0.88
0.83

0.50
0.87
0.87

0.50
0.91
0.87

0.91
0.92
0.91

0.582
0.884
0.848

Income [12]
LightGBM

TabPFN
TabLLM

0.50
0.73
0.84

0.50
0.71
0.84

0.50
0.76
0.84

0.50
0.80
0.84

0.78
0.82
0.84

0.556
0.764
0.840

TABLE III
PROPOSED PARAMETERS FOR FSL APPLICATIONS IN LIGHTGBM

Parameter Description Default Recommended
extra_trees use extremely randomized trees false True

num_leaves max number of leaves in one tree 31 4

eta shrinkage rate 0.1 0.05

min_data_in_leaf minimal number of data in one leaf 20 1
feature_fraction subset of features on each tree 1.0 0.5

bagging_fraction select part of data without resampling 1.0 0.5

bagging_freq frequency for bagging 0 1

min_data_per_group number of data per categorical group 100 1

cat_l2 L2 regularization in categorical split 10 0

cat_smooth reduce noise-effect in categoricals 10 0

max_cat_to_onehot one-vs-other algorithm control 4 100

min_data_in_bin minimal number of data inside one bin 3 3

The same concept applies to any other parameter that relies
on counting of samples, such as min_data_per_group. In
general, it is required to minimize the restrictions here, this is
however a very bad practice for Non-FSL applications, leading
to overfitting, and should be used with care in any other types
of problems.

Due to the partition mechanism of DT, small sample-size
will generate a very constrained histogram, and a greedy
partition threshold is not desirable, to enhance this, the usage
of extremely randomized trees is required to ensure partition
splits are over represented in the tree structure.

In the next section we provide experimental results to
demonstrate the ability of LightGBM to do few-shot learning.

IV. EXPERIMENTS

Our experiment design covers two folds. First, we replicate
previous work [43], but apply our recommended methodology
to enable efficient FSL for LightGBM. Second, we bring a
practical application to incorporate FSL into larger-scale data,

this serves as reference that even if samples are vast, FSL can
provide benefits.

A. TabLLM Experiment Replication

Both TabPFN and TabLLM show similar performance in
average. Only a marginal improvement of 1% in favor of
TabPFN, however, both of those solutions outperform Light-
GBM over 343% in average, with extreme cases such as
Credit-g where the relative performance of TabLLM is 745%
better. While we were able to validate these numbers are
correct, our results show this extreme underperformance is
driven due to incorrect parameters.

We have replicated the binary problems. For the sake of
simplicity, our LightGBM does not include hyperparameter
tuning and instead executed with our fixed recommended
parameters as shown in Table III. This leads to intentional
underoptimization to disregard the effect of better tuning in
the results. We found LightGBM much more competitive as
seen in Table IV.
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Algorithm 1 LightGBM: feature_histogram Implementation
is_splittable_ = false;

//...
const auto grad = GET_GRAD(data_, t);
const auto hess = GET_HESS(data_, t);

sum_left_gradient += grad;
sum_left_hessian += hess;

left_count += cnt;

if (left_count < min_data_in_leaf) {
continue;

}

right_count = num_data - left_count;
if (right_count < min_data_in_leaf) {

break;
}
//...

is_splittable_ = true;

Our methodology improved the performance of LightGBM
by 290%, essentially reducing both TabLLM and TabPFN
claimed advantage by 84.5%.

LightGBM can outperform or meet TabLLM for 64-shot
performance in 5 out of 6 datasets, only missing for Income
dataset, where TabLLM performance is constant regardless the
number of shots. This is an interesting problem to review for
memorization.

For extreme low FSL, like 4 and 8 shot, we found Light-
GBM to be competitive, yet falling generally behind, this can
further be improved with parameter tuning, but gaps are large
to close still. Over 16-shots there is considerable performance
parity and as the shots increase LightGBM consistently starts
to take over. When enough samples are available, no perfor-
mance advantages were found from TabLLM or TabPFN, yet
both solutions are considerably slower to LightGBM.

B. FedCSIS 2024 Data Science Challenge

To further review performance and applications of FSL,
we applied our findings to the FedCSIS 2024 Data Science
Challenge hosted in the KnowledgePit platform, a web system
designed for ML competitions helping to bring collaboration
between industry and academia [48].

The challenge: Predicting Stock Trends, provides stock-
tickers and their performance as measured by 116 financial-
markers, such as: Dividend Payout Ratio, Gross Profit Margin,
and Price to Total Revenue per Share. The information is
provided for current Trailing Twelve Months (TTM), these
are static features, named I1 to I58. Another set, known as
relative-features, named dI1 to dI58 provide the relative 1-yr
change for such indicators.

This is a competition event that promotes an objective
evaluation of performance. Participants were asked to predict
the optimal investment strategy of securities among 3 actions:
buy, hold or sell. An in-depth review of the competition is
detailed in [49].

Initial Model: In order to establish a baseline we started our
simplest possible solution directly with DT, this due to its usual
superiority over other algorithms for tabular data that has not
been deeply feature engineered [50]. A LightGBM regression
model using all features as-is and the original discrete target
“Class” achieves 0.8439 mean absolute error (MAE). The
first insight came from feature importance, which suggests the
relative (dI*) variables far dominate the static set (I*) as seen
in Table V, taking 4 out of the top 5 spots. This inspired further
review to enhance generalization given the limited data size.

Sample and Feature Selection: Following Occam’s Ra-
zor principle, we challenged the value of the static features
(I*). When using all variables it’s possible to get 0.6018
AUC, an alternate variant for diversification would be to use
relative-features (dI*) only, this proves to be quite competitive,
retaining 95% of predictive power (0.5963 AUC), with a
50% reduction of features. This is important since the large
feature mismatch promotes orthogonal decisions boundary for
subsequent ensembling techniques.

Another diversification technique comes from instance sam-
pling. We studied the sample-size vs performance in the same
binary case to determine the right number of shots to use,
ideally the smaller the better for diversification in further
stages. Results are provided in Table VI where we can observe
even after a 40% sample size reduction (6864 to 4118) there
is zero impact in performance, and reducing further brings
minimal degradation, this provides an ideal framework for
FSL, as the ability to use few samples allows for stacking
level-0 models with non-overlapping samples.

Stacking Level-0 Models: Based on previous insights, we
determined that FSL is a viable strategy to enable multiple
orthogonal models. Although previous analysis was done in a
binary setting, these new models are built with the Perform
target in the dataset. Unlike the discrete buy/hold/sell, this
continuous representation allows the model to understand the
impact of each action, e.g. not all “buys” are equal, since
they provide different levels of financial gain/loss. Using a
3k shot-approach per model we forced diversification in the
sample space. In order to improve generalization, we used
the learnings that ExtraTrees outperforms GBDT in most FSL
settings. We did not create any feature engineering, but our
Base Feature Set is a concatenation of existing features over
multiple years for stock-tickers that are present more than once
in the dataset, only relative features (dI*) are used. The details
of each model and their respective performance is shown in
Table VII. Note that because we switched to Perform as target,
MAE is no longer optimal, so we optimized for the mean
squared error (MSE) instead.

Final Blend: Our Level-1 Meta model is fed with the five
different L0 configurations. MLPRegressor from sklearn was
selected for simplicity, architecture is 2 hidden-layers of 10
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TABLE IV
UNTUNED LIGHTGBM IMPROVED BASELINE PERFORMANCE (AUC)

Dataset Method 4-shot 8-shot 16-shot 32-shot 64-shot Average

Bank Our LightGBM
LightGBM [43]

0.54
0.50

0.62
0.50

0.65
0.50

0.70
0.50

0.77
0.77

0.656
0.554

Blood Our LightGBM
LightGBM [43]

0.50
0.50

0.63
0.50

0.67
0.50

0.70
0.50

0.71
0.69

0.642
0.538

Credit-g Our LightGBM
LightGBM [43]

0.60
0.50

0.64
0.50

0.62
0.50

0.65
0.50

0.70
0.61

0.642
0.522

Diabetes Our LightGBM
LightGBM [43]

0.50
0.50

0.62
0.50

0.65
0.50

0.71
0.50

0.78
0.79

0.652
0.558

Heart Our LightGBM
LightGBM [43]

0.78
0.50

0.85
0.50

0.88
0.50

0.90
0.50

0.91
0.91

0.864
0.582

Income Our LightGBM
LightGBM [43]

0.60
0.50

0.68
0.50

0.77
0.50

0.81
0.50

0.83
0.78

0.738
0.556

TABLE V
COMPETITION: TOP FINANCIAL INDICATORS AS DETERMINED BY LGBM BASELINE MODEL

Feature Description Importance
dI58 1-year Absolute Change of Price to Cash Flow from Operations per Share 1.000

I57 Cash Flow from Operations Pct of Capital Expenditures 0.725

dI52 1-year Absolute Change of Cash Ratio 0.675

dI43 1-year Absolute Change of Dividend Yield - Common - Net - Issue - % 0.613

dI56 1-year Absolute Change of Book Value Percentage of Market Capitalization 0.537

I5 Excess Cash Margin - % 0.536

dI57 1-year Absolute Change of Cash Flow from Operations Pct of Capital Expenditures 0.521

Group Industry sector 0.520

I24 Accounts Receivable Turnover 0.471

dI17 1-year Absolute Change of Debt - Total to EBITDA 0.404

dI44 1-year Absolute Change of PE Growth Ratio 0.377

TABLE VI
COMPETITION: SAMPLE SIZE EFFECT IN PERFORMANCE

Sample Size AUC
6,864 0.6018

6,178 0.6098

5,491 0.6027

4,118 0.6055

1,373 0.5835

686 0.5887

and 5 neurons with ReLU activation [51]. Optimization is still
using Perform target, with a 10% validation sample size and
adam optimizer [52]. Early stopping is based on R2 score with
64 max epochs.

Since the competition requires discrete actions
(buy/hold/sell) instead of expected performance, we optimize
the performance-to-action thresholds by ensuring the same
action-distribution between train and test. This solution has
ranked 1st place in the event, with a MAE score of 0.772,
which represents a 3.66% and 7.12% relative improvement
against 2nd and 10th place respectively.

V. CONCLUSIONS

When the merit of a proposal is measured by its relative
performance to a baseline, the baseline itself is equally, or

even more important than the proposal. It is trivial to show a
solution is good by simply selecting a weak reference point
to compare with. Efforts invested in a new proposal can
also be applied to improve a baseline. In this work we have
improved LightGBM FSL performance found in literature by
290%. Improvements of this magnitude are unusual with just
parameter optimization.

Our results show GBDT can perform few-shot-learning
(FSL) with surprising performance with as little as 8-shots.
And when data is available, FSL can be used to force diver-
sification between individual models in ensemble or stacking
architectures.

While global optimum is too expensive to reach, its im-
perative to learn the inner caveats of algorithms to exploit
their strengths to reasonable levels. Our solution in FedCSIS
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TABLE VII
LEVEL-0 MODELS FOR FEDCSIS24: STOCK PREDICTION COMPETITION

Model Features Target MSE
ExtraTrees Base Feature Set Original 0.020039

GBDT Base Feature Set Original 0.020051

ExtraTrees Base Feature Set Quantile(0.5%,99.5%) 0.019609

ExtraTrees Base with Categorical Removed Original 0.020088

ExtraTrees Base with static features added back Original 0.020055

competition shows the importance of understanding your algo-
rithms to maximize performance, both the FSL approach for
diversity and ExtraTrees to fight overfitting proved to be very
successful in our experiments to achieve 1st place.
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Abstract—In recent times, the growth of technology toward
decentralized solutions and microservice architecture has made
Application Programming Interfaces (APIs) crucial for connect-
ing different parts of business software systems. Although the
technologies for developing and using APIs are quite stable,
the fast-changing business world demands that APIs be easy
to maintain and adapt. Currently, changes in APIs made by
API providers often imply required updates on the side of API
consumers, which can be costly and prone to mistakes. This
paper analyzes the types of changes in APIs and uses this analysis
to build a detailed model that shows the relationships between
API consumers and API providers. This model helps visualize
these relationships and can serve as a stepping stone for further
automation. As a means of possible evolvable realization, we
discuss the Normalized System Theory and implementation.

I. INTRODUCTION

OVER the past few decades, there has been an extraordi-
nary surge in technological progress, particularly evident

in the widespread incorporation of the Internet into various
aspects of our daily routines, such as social networking, e-
commerce and banking [1]. In [2], Kurzweil proposes an
extension to Moore’s Law to apply the exponential growth
of hardware progress to also include software and other
technological areas. One such technological area could be
the Internet, which incorporates a multitude of distributed
systems, where services frequently depend on one another to
function effectively. Among these distributed systems, there
are client-server applications that can be realized through
Application Programming Interfaces (APIs). Naturally, APIs
evolve and are subject to changes, which is also acknowledged
by Lamonthe et al. in [3]. Changes in an API on the side of
the API Provider can imply other necessary changes on the
side of API consumer for given API to continue to function
as expected. However, keeping up with all the changes of
all consumed APIs in a system, to ensure that the expected
behavior matches the actual behavior, can be challenging [3].
This further highlights the critical importance of research and
inquiries aimed at optimizing API development, especially if
Kurzweil’s Law of Accelerating Returns is right.

The focus of this paper is the management of changes
on the side of the API consumer implied by updates of the
consumed API with the goal of introducing more automation
and reducing the manual labor needed on the side of API

consumer. We delve into an analysis of this problem and then
put together categories of conditions that must be satisfied
for the consumption of an API to work as expected. These
categories of conditions are closely related to changes on the
side of API provider, implying changes on the side of API
consumer. Finally, we establish an API ontological model for
both the API provider side and the API consumer side, with
an emphasis put on the API changes. Then use this model
to argue about API evolvability challenges and their possible
addressing.

The remainder of this paper is structured as follows. Sec-
tion II describes the research methodology and the research
goal. Section III explains relevant terms used in this paper and
section IV lists existing related research works. In section V,
the relevant changes in the APIs are delineated and the
ontological model based on these changes is described. Sec-
tion VI discusses usability of the model. Section VII evaluates
the model using the identified change drivers. Section VIII
concludes this paper and also mentions some ideas on follow-
up research.

II. RESEARCH OVERVIEW

A. Research Methodology

The research presented in this paper adheres to Design
Science Research Methodology (DSRM) [4] comprising three
interconnected cycles: 1) Relevance Cycle, which kicks off
the research by linking it to real-world needs, outlining what
needs to be studied, and setting clear standards for judging the
outcomes 2) Rigor Cycle, which ensures research innovation
by assembling existing knowledge as the foundation for the
study 3) Design Cycle, which involves constructing an artifact,
evaluating it, and incorporating feedback. This central cycle is
based on the other two.

The relevance cycle for this paper is described in sec-
tion II-B. The rigor cycle is described in section IV. The
design cycle and its results are described in section V and
their evaluation is given in section VII.

B. Research Goal

The goal of this paper is to contribute to machine actionabil-
ity (i.e. automation) of changes on the side of API consumer
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implied by updates of given consumed API as depicted in
Figure 1. The research questions are as follows.

RQ1: What are the changes of APIs on the side of API
providers, that might imply necessity of changes on the
side of API consumers, for the calling of API methods
to continue working in the desired manner?

RQ2: What ontological model could describe APIs from
the point of view of these changes?

As an evaluation of the model, we represent an API using the
designed API model to illustrate it and visualise the identified
changes in the model.

API Consumer
(new version)

API (old version)

API (new version) API
Call

Call API (old version)

Call API (new version)

Update to new version Manual Update

API Consumer
(old version)

API
Call

Implies

Fig. 1: API update schema

III. THEORETICAL BACKGROUND

A. Application Programming Interface (API)

According to Reddy in [5]: ”An Application Programming
Interface (API) provides an abstraction for a problem and
specifies how clients should interact with software components
that implement a solution to that problem." In this paper, we
distinguish the side of API provider, which is the side that
provides functionality in the form of API methods, and the side
of API consumer, which is the side that consumes functionality
by calls to API methods provided by the side of API provider.

B. Ontology

In this article, the term ontology has the meaning of
(Computational) ontology defined in [6] as follows:
”Computational ontologies are a means to formally model the
structure of a system, i.e., the relevant entities and relations
that emerge from its observation, and which are useful to our
purposes. An example of such a system can be a company with
all its employees and their interrelationships."

C. Static Analysis

According to Rival et al. in [7]: ”Static analysis is an auto-
matic technique for program-level analysis that approximates
in a conservative manner semantic properties of programs
before their execution."

D. Normalized Systems Theory

Normalized Systems Theory (NST) [8] is a theory based
on fine-grained modularity with goal to make systems more
evolvable and stable, specifically by elimination of Combina-
torial Effects. Compliance to fine-grained modularity ensures
that complex system is broken down into small components

that together form the system. NST involves four theorems as
follows: T1: Separation of Concerns: A processing function
can only contain a single task in order to achieve stability
T2: Action Version Transparency: A processing function that
is called by another processing function, needs to exhibit
version transparency in order to achieve stability T3: Data
Version Transparency: A structure that is passed through the
interface of a processing function needs to exhibit version
transparency in order to achieve stability T4: Separation of
States: Calling a processing function within another processing
function needs to exhibit state keeping in order to achieve
stability.

There exists an implementation of NST developed by NSX1

as described in [9] that has been successfully applied to
multiple real-world projects. This implementation introduces
five types of elements aligned with basic software concepts as
follows:

• Data Elements for data variables and structures
• Task Elements for instructions and functions
• Flow Elements for flows and orchestrations
• Connector Elements allowing input/output commands
• Trigger Elements allowing to setup triggers.

In addition to these elements, and NST Theorems, this im-
plementation is based on code generation via expanders. Ex-
panders are used to create instances of the elements and allow
isolation of cross-cutting concerns in most cases; situations
that would be difficult to cover with expanders can be handled
with custom code.

E. Combinatorial Effect
According to [8], combinatorial effect is characterized by a

change whose significance is influenced not only by the nature
of the alteration itself, but also by the scale or scope of the
system that undergoes the change.

F. FAIR Principles
FAIR principles are rules for scientific data management

and stewardship, which were established in [10]: ”Distinct
from peer initiatives that focus on the human scholar, the FAIR
Principles put specific emphasis on enhancing the ability of
machines to automatically find and use the data.". Each letter
of the FAIR acronym represents a group of principles:

F: Findability; F1: (Meta)data are assigned a globally unique
and persistent identifier F2: Data are described with rich
metadata (defined by R1 below) F3: Metadata clearly and
explicitly include the identifier of the data it describes
F4: (Meta)data are registered or indexed in a searchable
resource

A: Accessibility; A1: (Meta)data are retrievable by their
identifier using a standardized communications protocol
A1.1: The protocol is open, free, and universally imple-
mentable A1.2: The protocol allows for an authentication
and authorization procedure, where necessary A2: Meta-
data are accessible, even when the data are no longer
available

1https://normalizedsystems.org/about-us/
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I: Interoperability; I1: (Meta)data use a formal, accessible,
shared, and broadly applicable language for knowledge
representation I2: (Meta)data use vocabularies that follow
FAIR Principles I3: (Meta)data include qualified refer-
ences to other (meta)data

R: Reusability; R1: Meta(data) are richly described with plu-
rality of accurate and relevant attributes R1.1: (Meta)data
are released with a clear and accessible data usage license
R1.2: (Meta)data are associated with detailed provenance
R1.3: (Meta)data meet domain-relevant community stan-
dards.

Although originally formulated for scientific data, they have
been adopted to generally drive advances in the management
of all types of digital objects [11]. In our work, we do
not address the full scope of FAIR principles, just the parts
important for machine-actionability of API evolvability.

IV. RELATED WORK

First, we reviewed state-of-the-art of API evolvability re-
search, and later we tried to find related ontologies to our
desired API model.

A. API Evolvability Related Work

In [3] Lamonthe et al. review API Evolvability literature
and, among other things, list open challenges and gaps in the
research area. From these open challenges, we identified the
following as being the most relevant for our paper (we also
included labels from [3]):

1) EC-2 Providing a commercially viable API migration
solution

2) EC-10 More tools to help with Web APIs
3) EC-15 Automatically identify factors driving API

Changes
4) UC-9 Tools to help API developers deal with API migra-

tion, not just users.
For EC-2 and UC-9, there exist approaches that attempt

to resolve these challenges. We identified most of the pub-
lications mentioned in this paragraph by applying snow-
balling [12] to [3]. In [13], Brito et al. introduce AppDiff
system, which can identify breaking and non-breaking changes
between two versions of a Java library based on similarity
heuristics and static analysis and in [14], Dagenais et al.
introduce SemDiff tool which recommends replacements for
framework methods that were accessed by a client program
and deleted during the evolution of the framework. However,
these tools have not yet provided a commercially viable
solution [3]. In [15] Ramos et al. introduce the MELT system,
which can extract transformations for the API Consumer side
based on the analysis of pull requests on the API Provider side
based on static analysis and natural language processing of
descriptions in pull requests and comments. In [16] Deshpande
et al. address problem of API migration with multi-objective
evolutionary algorithms without being limited to scenarios of
source method getting transformed always only to single target
method (one-to-one mappings), which makes this approach
applicable also to scenarios of one or multiple source methods

getting mapped to multiple target methods (one-to-many and
many-to-many mappings). In [17], Lamothe et al. introduce
system A3 for API migration of Android applications based
on generation of migration code from code examples. There
are also other approaches based on program synthesis that
utilize examples of mapping of API calls from one version to
another in order to generate transformation procedure. One
such example is APIFIX tool introduced in [18], another
example is ReFazer tool introduced in [19]. In [20] Beuer-
Kellner et al. introduces an API Migration approach based
on a service handling conversion of data structures between
different versions of APIs. In [21] Huang et al. propose API
Mapping approach MATL which leverages transfer learning
technique to automatize API mapping without necessarily
having knowledge of underlying source code of concerned
APIs. One other idea is to have developers on the side of API
Providers create transformation scripts for API Consumers to
help update API calls from one version of API to another [3].
Similarly to our goal, the mentioned techniques deal with
improving API migration. However, our focus is on providing
an analytical method based on APIs modeling to identify
change drivers. Our approach can then be used in combination
with these techniques and other implementation technologies,
such as the Normalized Systems we discuss here.

For EC-10, according to [22] Web API providers also
control runtime of APIs and can do changes anytime with
severe consequences to Web API consumers as opposed to
Library APIs. Additionally, Web APIs often lack machine-
undrestandable specifications, and data are often passed over
strings. Our paper focuses on APIs in general, and the pro-
posed API Model can later be used as a basis for contribution
to Web API tooling.

For EC-15, according to Granli et al. in [23], the largest
driving force for API changes is the desire for new function-
ality with changes occurring sporadically rather than contin-
uously, and the Law of Conservation of Organization Stabil-
ity [24] is not a considerable factor. The case study by Hou
et al. in [25] shows the reasons for the changes during the
evolution of the AWT2/Swing3 library. The case study by
Zarras et al. in [26] shows detection of evolution patterns and
regularities based on Lehman’s laws of software evolution.
In contrast to the studies mentioned above, in this paper, we
distinguish changes by the entities concerned.

B. Related Work on API Ontologies

In [27], Karavisileiou proposes a reference ontology based
on OpenAPI Specification4 for Representational State Trans-
fer (REST) services and a procedure to convert OpenAPI
Specification description into this ontology. This ontology is
somewhat different from what we aim to do here, since it does
not place an emphasis on combinatorial effects.

2https://docs.oracle.com/javase/7/docs/api/java/awt/package-summary.
html

3https://docs.oracle.com/javase/7/docs/api/javax/swing/
package-summary.html

4https://spec.openapis.org/oas/latest.html
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In [28], Togias proposes a ontology for social network API.
Although the ontology is specifically meant for social network
APIs rather than APIs in general, multiple parts of the model
are also applicable to APIs in general. In our ontological
model, we use multiple entities that have similarities in this
ontology.

In [29], Androces introduces Platform as a Service (PaaS)
ontology. Although this ontology contains some entities that
are applicable to our desired API ontological model (such as
Operation or API), most of the entities are specific to the
PaaS area.

There are also multiple API description formats, which can
also be considered as types of ontologies on their own, because
these formats support structured metadata that describe APIs
semantically and therefore conform to ontology as defined
in section III-B. Examples are OpenAPI Specification4, API
Blueprint 5 and SmartAPI6. Although all of these API descrip-
tion formats contain rich structured metadata, they do not focus
on API change management.

V. IMPLEMENTATION AND RESULTS

A. Problem Analysis

From what Wilkinson et al. describe in [10], compliance
of a system with FAIR Principles helps to introduce machine
actionability in general. Therefore, compliance of APIs with
FAIR Principles could be a starting point to make changes
on the side of the API consumer implied by updates on the
side of API provider machine actionable. However, structured
rich metadata (from F2 and I1) must contain relevant data for
API changes on the side of API provider which impact the
side of API consumer. Furthermore, the API version before
an update and the API version after the update should have
metadata in the same format, so that the metadata after the
update can be compared with metadata before the update to get
the semantic representation of the API update. This semantic
representation of the API update shall then serve as an input
for the automation of changes on the side of the API consumer
implied by the update of API on the side of API provider.

To make APIs comply with FAIR Principles, generally, a
structured API description conforming to an ontology such
as one of ontologies mentioned in section IV would suffice.
However, since the ontologies mentioned in section IV are not
meant for managing API changes on both the API provider
side and the API consumer side, we need to create our
own ontology. The changes are analyzed in section V-B and
based on these changes a ontological API model is created in
section V-C.

B. API Change Drivers

Based on analysis of changes in multiple APIs, in order
to better understand change drivers (i.e. reasons to change),
we put together three categories of conditions that must be
satisfied between the call to the API consumer method and

5https://apiblueprint.org/documentation/specification.html
6https://smart-api.info/

the API method itself on the side of the API provider. If
any condition in any of these categories changes on either
side, changes on the other side may also be required for
the API consumer to be able to call the given API method
with the desired behavior. The conditions are as follows:
C1: Correspondence of data transfer settings such as protocol
settings and endpoint settings C2: Correspondence of API
method signature and its meaning (on side of API provider)
with API method call and its expected meaning (on side of
API consumer) C3: Correspondence of API method behavior
on side of API provider with expected behavior on side of API
consumer. Examples of changes affecting given conditions are:

E1: Change to different communication protocol (af-
fects C1)

E2: Change of communication protocol settings such as
change of authentication, encryption, encoding, serializa-
tion ... (affects C1)

E3: Change of signature of API method (affects C2):
• Change of API method name or return type
• Creation or deletion of a API method parameter
• Change of order of API method parameters
• Change of API method parameter name or parameter

type
E4: Deletion of API method (affects C2, C3)
E5: Change of meaning of API method return value or
parameter values (such as change of expected units from
kilometers to meters) (affects C3)

E6: Change of API method pre-conditions / post-
conditions (affects C3)

E7: Change of API method behavior (affects C3)
E8: Change of API method mechanism resulting in drastic
decrease of performance (affects C3)

C. API Ontological Model

We decided to create a new model from scratch inspired
by these existing API ontologies rather than using any of
the mentioned models (such as, for example, OpenAPI) as
a starting point, because we wanted our model to focus
on change drivers for modifications on API consumer side
implied by modifications on API provider side and also to
be more abstract than the existing API ontologies mentioned
in section IV-B. We utilized Visual Paradigm Community7 for
the creation of models and diagrams.

1) API Provider Side Model: Based on our analysis of the
change drivers in the previous section, we first created the API
model of the side of API provider in the UML class diagram,
which is shown in Figure 2. We represent the ontology in plain
UML notation instead of using a formal ontology modeling
framework (such as OntoUML [30]) because given the tech-
nical terms involved in modeling APIs, using such frameworks
would add unnecessary complexity without providing benefits
for our goal. The idea of this model is the following. 1) API
Provider provides APIs 2) API contains API Methods
3) API Method contains API Method Signature, API

7https://www.visual-paradigm.com/
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APIMethodBehaviorGS {non-disjoint, complete}

Fig. 2: The suggested API ontological model

Method Behavior and API Method Data Trans-
fer Settings 4) API Method Signature contains
name, resultDataType and API Method Parame-
ters 5) API Method Parameter contains name and
dataType 6) API Method Behavior represents the be-
havior of the method. It can be API Method Behavior
Mapping Input to Output and it can also be API
Method Behavior with Side Effects; this model
does not specify exactly how the behavior is defined - it
could be, for example, natural text description, pseudocode,
mapping function, or source code 7) API Method Data
Transfer Settings involves the configuration of com-
munication protocol, including serialization settings, authen-
tication settings, encryption settings, endpoint settings, ...;
this model does not specify how exactly the endpoint
and otherSettings are defined - endpoint could be,
for example, defined by Uniform Resource Locator (URL)
and otherSettings could be defined in another structured
object.

2) API Consumer Side Model: Next, we extend the model
by incorporating the API consumer side and highlight the
dependencies between the API consumer side and the API
provider side with red dashed lines in Figure 3. The idea of
the entities in this model is the following: 1) API provider
side elements are in orange color and have the same meaning
as in Figure 2 2) API consumer side elements are in red color
3) API Consumer represents the entity consuming an API
4) API Method Call represents a call of API Method
by API Consumer; it consists of name and API Method
Call Parameter Assignments; it has API Method
Call Data Transfer Settings and it can also have
API Method Call Result Value Syntactic and
Semantic Processing 5) API Method Call Data
Transfer Settings involves configuration of commu-

nication protocol, including serialization settings, authentica-
tion settings, encryption settings, endpoint settings, ...; this
model does not specify how exactly the endpoint and
otherSettings are represented 6) API Method Call
Parameter Assignment represent what should be as-
signed to API Method Parameter identified by name
and dataType in API Method Call; this model does not
specify exactly how the assignment is defined - it could
be, for example, natural text description, pseudocode, map-
ping function, or source code 7) API Method Call Re-
sult Value Syntactic and Semantic Process-
ing represents processing of the result value of the API
Method Call; this model does not specify exactly how the
processing is defined - it could be, for example, natural
text description, pseudocode, mapping function, or source
code.

As depicted in Figure 3, the API consumer side entities
directly depend on the API provider side entities as follows:
1) API Method Call directly depends on API Method
Signature 2) API Method Call Data Transfer
Settings directly depends on API Method Data
Transfer Settings 3) API Method Call Result
Value Syntactic and Semantic Processing
directly depends on API Method Behavior and
API Method Signature 4) API Method Call
Parameter Assignment directly depends on API
Method Behavior and API Method Parameter.

VI. DISCUSSION

Analysis of potential changes on the side of the API
provider that could imply changes on the side of API consumer
answers RQ1 in section V-B and we also pointed out the
meaning of these changes and some of their possible sources.
For RQ2, the answer is the ontological model described in sec-
tion V-C. The model serves to clarify the ontological aspects
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Fig. 3: API ontological model with both provider side and consumer side

of API, API provider, API consumer, and their relationships.
We opt for a model that is sufficiently generic to describe
most APIs without being limited by any specific domain in
context of APIs such as [29] or [28]. Nevertheless, our model
focuses on evolvability and change drivers, therefore, some
API components (for OpenAPI for example License Object)
do not have explicit semantic constructs in our model, and
some other API components are defined only in an abstract
manner (for OpenAPI for example Server Object, which is
abstractly defined as part of API Method Data Transfer Set-
tings in our model). Although the model is relatively simple,
it can represent and be used for change analysis of any size
of a real-world API (just the number of instances grows).
The only current limitation is that it does not cover inter-
instance dependencies, i.e. changes of one endpoint causing
changes in another one. The identified change drivers could
serve as a basis for applying NST, which could help mitigate
combinatorial effects that cause a change made to an API
system to require the same effort and scope as making the
same change to a future evolved version of the API system,
even if it were a thousand times larger.

To detect changes on the side of API Consumers implied by

changes on the side of API Providers, artifacts such as source
code, documentation artifacts, or other artifacts generated from
source code or documentation artifacts could be used. One of
the ways would be to compare the artifacts for a new API
version with the artifacts for the previous API version. This
comparison could be automatically activated as soon as a new
version of API is detected and the result of this comparison
could trigger a notification or even an automated script,
which could update API consumption calls automatically or
with possibly minimal manual intervention in the form of
confirmation.

In this paper, we have considered API on an abstract level
and have not covered areas in lower levels of abstraction such
as security settings, licensing, or areas of concrete protocols
and technologies used with APIs. Also, we have not done
detailed investigation of cases when an API called (directly or
indirectly) by API provider gets updated and indirectly implies
changes to the side of API consumer. We have considered
these cases to be the same as direct modifications on the
side of API provider implying changes to the side of API
consumer. We also have not covered the options concerning
implementation beyond suggesting the Normalized Systems,
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Fig. 4: Example of an API representation in API Ontological Model

which would be out of the scope of this paper.

VII. EVALUATION

To verify that our model is applicable and that it can
expicitly vizualize the relevant change drivers, we represent
an example API with our model and later demonstrate the
readability of the relevant change drivers.

Let us consider an Example Map API which has method
CalculateDistance accepting parameters a and b which
are of type Point, which has members x and y of
type double, and the return value is of type double.
The Point type could be defined in programming lan-
guage C as struct Point { double x; double y;
} and the CalculateDistance method would have sig-
nature double CalculateDistance(struct Point
a, struct Point b). Let us also consider an application
for pizza delivery that consumes the API. Both the API
consumer side and the API provider side could be represented
in API Ontological Model as demonstrated in the UML Object
Diagram8 in Figure 4 which can be considered an instance of
the model in Figure 3.

The model makes change drivers explicit to see, which we
demonstrate on examples listed in section V-B as follows:

• Changes of API Method Data Transfer Set-
tings in E1 and E2 are changes of API Method
Data Transfer Settings on the side of API

8https://www.omg.org/spec/UML

provider and imply changes of API Method Call
Data Transfer Settings on the side of API con-
sumer.

• Changes of API Method Signature in E3 and E4
signify changes of API Method Signature and
API Method Parameter on the side of API
provider and imply changes of API Method Call,
API Method Call Result Value Syntactic
and Semantic Processing and API Method
Call Parameter Assignment on the side of API
consumer.

• E5, E6, E7 and E8 are changes of API
Method Behavior on the side of API provider
and imply changes of API Method Call
Parameter Assignment and API Method Call
Result Value Syntactic and Semantic
Processing on the side of API consumer.

VIII. CONCLUSION

The main contribution of this paper is the API ontological
model, which makes it easier to see how changes on the side
of the API provider affect the side of API consumer. Problem
Analysis, among other things, suggests the idea of using the
API ontological model as a basis for the automation of changes
on the side of the API consumer implied by changes on the
side of API provider. This automation could also involve an
application of NST. The model could also be extended by
introducing a structure to unstructured data (such as behav-
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ior, assignment, endpoint or otherSettings) and
also the idea of API SDK libraries could be applied to our
model. Another interesting idea for further research would be
to implement conversions between our model and other API
ontology models or API description formats such as OpenAPI
Specification or API Blueprint, which would make it easier to
apply our model to existing APIs.

Statement on the use of AI

AI technologies (Writefull and ChatGPT) were used but
only to improve the language of the paper.
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Abstract—We study heuristic algorithms for job shop schedul-
ing problems. We compare classical approaches, such as the
shifting bottleneck heuristic with novel strategies using decision
diagrams. Balas’ local refinement is used to improve feasible
solutions. Heuristic approaches are combined with Mixed Integer
Programming and Constraint Programming approaches. We
discuss our results via computational experiments.

I. INTRODUCTION

THE job shop scheduling problem (JSP) has long been a
challenging area in operations research, historically tack-

led through disjunctive integer programming formulations that
often yield poor linear programming relaxations. Constraint
programming (CP) has emerged as a more effective approach
for these problems, outperforming traditional mixed-integer
programming (MIP) models. Heuristics, including scheduling
and dispatching rules, have been extensively studied and
applied to provide feasible solutions that can be further refined
through local search algorithms. This paper explores the
integration of problem-specific heuristics into modern solvers,
with a focus on compound heuristic approaches utilizing
Decision Diagrams (DDs) and Balas’s local search methods.

Scheduling problems are known for having poor linear
programming relaxations. To quote [1]: “In spite of a great
deal of effort, the disjunctive integer programming formulation
of the job-shop problem appears to be of little assistance
in solving instances of even moderate size; furthermore, its
natural linear programming relaxation has been shown to give
very poor lower bounds for the problem.” Solving the problem
for a subset of machines/jobs seems to be the go-to mechanism
for finding a better lower bound, and the solvers rely mostly
on branching to improve the bounds.

On the other hand, primal heuristics for the problem abound
[2]–[4]. They are often referred to as scheduling or dispatching
“rules”. And, as these provide feasible solutions, it’s rec-
ommended to follow the heuristic with a local minimization

B. King and R. Hildebrand were partially funded by ONR Grant N00014-
20-1-2156 and AFOSR grant FA9550-21-1-0107. Any opinions, findings, and
conclusions or recommendations expressed in this material are those of the
authors and do not necessarily reflect the views of the Office of Naval Research
or the Air Force Office of Scientific Research.

algorithm. Also, approximation algorithms exist [5]. Balas [6]
gave an inspiring local search algorithm many years ago based
upon the critical path in a disjunctive graph representation of
a scheduling problem. This heuristic is easily conjoined to
modern MIP solvers.

Recent studies comparing constraint programming (CP)
to mixed-integer programming (MIP) models show that CP
clearly outperforms MIP in the realm of scheduling problems.
See [7], [8], and [9]. The formulas in those papers are fairly
standard and build on long-existing formulations [10]. We find,
though, that tools/mechanisms for mixing heuristics with CP
tools are lacking.

Recently, Decision Diagrams have shown to be a useful
approach to some types of optimization problems. These
perform a decomposition of the problem based on a sequen-
tial decision-making process. Bergman et al’s book [11] on
Decision Diagrams (DDs) is the starting point for our work.
We assume the reader’s familiarity with said book’s content.
We also assume familiarity with scheduling problems and
their triplet notation (as in [12]). At first sight, DDs appear
to be nothing more than a formal method for enumerating
all possible solutions to a problem, with the detection of
duplicated intermediates. However, their power is found in
two separate mechanisms: 1) the restricted form that uses
fixed memory to generate multiple feasible solutions, and in
2) how they can provide a relaxed form of the problem. This
is done by intelligently merging nodes as the tree of solutions
grows too wide. Solutions that go through one or more of
these relaxed nodes provide a useful dual bound.

A. Contributions

We develop heuristic approaches based on Balas’s work and
on Decision Diagrams. Our novel Decision Diagram models
for the JSP encourage minimizing stored symmetry, and thus
reducing computational effort.

We evaluate the effectiveness of Restricted Decision Di-
agrams compared to traditional heuristics for JSPs. Lastly,
we investigate the impact of warm-starting modern solvers
with a heuristic solution. We then discuss the conclusions of
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our computational experiments. We use GUROBI [13] and
CPLEX [14] for MIP solvers and also CPLEX’s constraint
programming solver when testing CP versions of the JSP.

II. FORMULATION BACKGROUND

A. Job shop scheduling

The scheduling problem denoted as Jm||Cmax refers to
a specific class of job shop scheduling problems (JSPs)
characterized by the goal of minimizing the makespan across
multiple machines. Formulas for it are common in existing
literature, e.g [10]. Formal description follows:

Let there be a set of n jobs {J1, J2, . . . , Jn} and a set
of m machines {M1,M2, . . . ,Mm}. Each job Ji consists of
a sequence of operations {Oi1, Oi2, . . . , Oim}, where each
operation Oij must be processed on a specific machine Mπi(j)

for some permutation map πi : [m]→ [m] and for a predeter-
mined duration pij without interruption. Each machine can
process only one operation at a time, and each operation can
be processed on exactly one machine as per its predefined
sequence in a job. The objective is to find a schedule, i.e., an
allocation of operations to time slots on each machine, that
minimizes the makespan Cmax, which is the time when the
last job completes processing.

1) Mathematical Optimization Formulation: We will focus
on the disjunctive MIP formulation, which generally solves
the quickest using MIP solvers [10]. The idea is to model the
problem using binary variables to represent the sequencing
decisions between operations on the same machine. Here’s a
step-by-step formulation:

Variables:
• Sij : Nonnegative start time of operation Oij .
• Cij : Completion time of operation Oij

and easily collapsed into Sij + pij .
• Cmax: Maximum completion time (makespan).
• xijkl: Binary variable indicating operation Oij follows

Okl, only existing if both are on the same machine.
Constraints:
• Precedence Constraints: Ensure the correct order of op-

erations within each job.
• Disjunctive Constraints (Eqs. 1c, 1d): Ensure that no two

operations on the same machine overlap by enforcing that
one must precede the other.

Mixed Integer Programming Model:

min Cmax subject to (1a)
Sij ≥ Ci(j−1) ∀i ∈ [n], ∀j ∈ Ji, j > 1 (1b)

Sij ≥ Ckl −M(1− xijkl) ∀ij, kl : πi(j) = πk(l)
(1c)

Skl ≥ Cij −Mxijkl ∀ij, kl : πi(j) = πk(l) (1d)
Sij ≥ 0 ∀i, j (1e)
Cij = Sij + pij ∀i, j (1f)
Cmax ≥ Cij ∀i, j : Oij is final task of job i (1g)
xijkl ∈ {0, 1} ∀i, j, k, l : πi(j) = πk(l) (1h)

where M is a big-M multiplier, typically set to the one plus
the sum of the delays: 1 +

∑
ij pij . Those big-M constraints

may also be formulated using the solver’s indicator constraint
functionality.

2) Constraint programming formulation: See the full ex-
planation in [9].

Variables:
• Iij : Interval variable containing the start and end of

operation Oij with width as the duration= pij .
CP Formula:

min max
i∈[n]

(end_of((Iim))) subject to: (2a)

no_overlap({Iij | i ∈ [n]}) ∀j ∈ [m] (2b)
end_before_start(Iij , Ii(j+1)) ∀i ∈ [n], j ∈ [m− 1]

(2c)
Iij = IntervalVar(pij) ∀i ∈ [n], j ∈ [m] (2d)

B. Existing Work regarding scheduling via DD

Bergman et al. [11] discuss how a DD can solve schedul-
ing problems in general and give this example: the single-
machine makespan minimization with sequence-dependent de-
lays: 1|pij |Cmax. They don’t use a binary expansion tree; in-
stead, they represent the problem as a permutation of possible
orderings, known as a multivalue decision diagram (MDD), as
shown in Table I.

TABLE I: Bergman’s simple state operators
State Sj holds the j jobs already done

Transition Sj ∪ x where x ∈ [n] and x /∈ Sj

Cost the delay from Sj to Sj+1 via x

They do not give merge and split definitions for their
scheduling example. They do give merge operations for other
problems, namely, maximum independent set, maximum cut,
and maximum 2-SAT. They also discuss how some merge
operations might be possible for a scheduling problem if we
separate the jobs already done into two groups: those that are
surely done no matter what path arrives at a given state, and
those that are done in at least one path arriving at a given
state. This latter group is the "maybes". In [11]’s terms, the
two groups are “All” and “Some”. The maybes doesn’t exist
in a full expansion because, in that context, we don’t have any
nodes that represent more than one unique solution.

Hooker, in [15], expands on the above ideas for a more
complicated scheduling problem shown in Table II, minimiz-
ing tardiness given release dates and due dates 1|rj , dj |

∑
Tj .

TABLE II: Hooker’s tardiness operations
State a tuple Sj = (V, U, f):

V holds up to j jobs surely done,
U holds jobs done on some route,
f is the running completion time

Transition (V ∪ x, U ∩ x,max(rx, f) + px)
where x ∈ [n] and x /∈ V

Cost the delay from Sj via x, the value of px
Merge (V ∩ V ′, U ∪ U ′,min(f, f ′))
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His paper demonstrates that these operations are sufficient
to ensure that the relaxed tree contains a path that represents
a dual (in this case, lower) bound. He also gives a mechanism
for proving any merge operation to be sufficient. He expands
his effort with a later paper, [16], where he includes merge
operations for sequencing with time windows, time-dependent
processing times, sequence-dependent processing times, and
state-dependent processing times. They all follow a pattern
very similar to the one given above.

Moreover, in [16], Hooker suggests optimizing the La-
grangian dual where he incorporates an additional penalty for
sequences that repeat operations – a common infeasibility in
a relaxed DD representation of a schedule. It was inspired
by [17]. The paper also includes a table of timed runs on the
CPW and Biskup-Feldman public datasets containing tardiness
problems. (We were unable to make this succeed in our
context. Perhaps it was due to some failure of our model to
meet the necessary assumptions, or it required an extremely
high number of iterations for convergence, or coding error.)

Building on Hooker’s work, [18] provides two recent papers
tackling multi-machine scheduling. In [18], they focus on a
tardiness problem with substantial state; (V, U, f, t, fu, tu, g).
f, t, fu, tu are all vectors, where f refers to running com-
pletion times per machine, t refers to running release times,
and the superscript u implies the same for the maybes (the
items included in some ancestral lines but not all). They show
that their merge operation is suitable using Hooker’s rules. It’s
given here:

(V ∩ V ′, U ∪ U ′, min(f, f ′), min(t, t′),

max(fu, fu′), max(tu, tu′), min(g, g′))

In their later work, [19], they build rules for uniform
scheduling over total tardiness, or Um|rj , stjj′ , dj |

∑
Tj .

They track the current machine as part of the state. This
leads to a notable limitation; their merge operation is only
allowed to merge nodes where the current machine matches.
They generally follow the patterns given above for tardiness
problems.

C. Decision Diagrams

See [20] for a recent review of decision diagrams (DDs) for
discrete optimization. We follow that survey for some details.

III. DD OPERATORS FOR THE JSP

In this section we present several different models that store
and transition state in DDs. All solve the JSP, but not at the
same efficiency. They are not the only possible models. For
merging state, additional information must be stored, and that
is covered in a separate section.

If we assign each operation a unique identifier, we have
all feasible solutions as the permutations of those identifiers.
Of course, most permutations are infeasible in that some
job’s operations may be out of order. Moreover, if we have
any permutation, either complete or partial, we can trivially
compute its completion times, feasibility, and, for partial sets,
a lower bound on the completion max. See Algorithm 1.

Algorithm 1 Cost from partial solution (CFP)

Require: X is a list of to-be-done operations.
Require: fM is machine completion times, 0 by default.
Require: O operations already done with times fO.

for x ∈ X do
2: s← fMmach(x)

if ∃ pre(x) then
4: if pre(x) /∈ O then

return Error: Missing Prerequisite
6: s← MAX(s, fOpre(x))

fOx ← s+ DELAY(x)
8: fMmach(x) ← s+ DELAY(x)

return MAX(fM )

Given a partial ordering and the next operation to be
concatenated to it, we can trivially compute the change in
completion times brought about by the additional operation.
We can also update the running Cmax if it is changed by this
additional operation.

A. The basic permutation model

Since we’re just storing a partial ordering, all we need
is a list. We make use of some helpers such as pre(x),
which returns the operation required right before x if there
is one. mach(x) returns the required machine for operation
x. delay(x) is the delay for operation x, commonly referred
to as pij . trailer(x) contains the sum of the operation times
that must follow operation x, where this could be either the
amount of work left on the job of x or the machine required
for x (or the maximum of both of those). Given a list of
operations with labels in [n], we get Table III.

TABLE III: JSP-for-MDD Model 0
State S := V , an ordered list of ops. done so far
Cost c(S, x) := CFP([V, x])

Transition ϕ(S, x) := [V, x] : x ∈ [n]\V , pre(x) ∈ V

If we make our model slightly more advanced, we can
cache the completion times for each operation (in fO) and
each machine (in fM ), we get Table IV.

TABLE IV: JSP-for-MDD Model 1
State a tuple S := (V, fO, fM )
Cost c(S, x) := max(fMmach(x), f

O
pre(x)) + delay(x)

Transition ϕ(S, x) := (V ∪ {x},
fOx ← c(S, x), fMmach(x) ← c(S, x))

It’s implied that (V, fO, fM ) are independent for every state
– copied from the parent state and then modified/extended.
When storing the states in each layer, it’s useful to store
duplicate states only once. When comparing these states, all
fields of the tuple must be compared. Notice that only states
within a given layer will have equal cardinality for V (unless
states are merged in some way that violates that, as discussed
in the merge section below).
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B. A model to detect more symmetry

When growing a tree of possible solutions, such as is done
by decision diagrams, one may arrive at equivalent solutions
through differing paths. In this context such solutions are
symmetrical. With a goal of keeping the tree of possible
solutions as small as possible, DDs benefit from any reduction
in state space. We want to avoid symmetry in the storage of
our accumulated state.

The above model is not bad, but notice (Table V) that
many of the stored completion times can never eclipse any
machine’s finish time. Sometimes those may happen in some
other order and still produce the same state; we redesign the
state to capture that symmetry.

TABLE V: JSP-for-MDD Model 2
State a tuple S := (V, VL, f

O, fM );
Cost c(S, x) := max(fMmach(x), f

O
pre(x)) + delay(x)

Transition ϕ(S, x) := (V ∪ {x}\pre(x), VL ∪ pre(x),
fOx ← c, fMmach(x) ← c)

VL refers to those operations that are long-done, those that
will never need to be used as an immediate prerequisite.
For hash and comparison we ignore the completion times of
operations in VL. If pre(x) /∈ fO you can return zero, although
tracking some completion time for items in VL can be handy
for generating the final schedule at the end.

In Table VI, we show the number of nodes for full expansion
averaged over 10 random problems to demonstrate that the
number of nodes expanded is reduced by capturing more
symmetry:

TABLE VI: Node expansion demonstration
Model 1 Model 2

Valid nodes, 4x5 JSP 1245k 793k
Duplicates 1017k 776k

Valid nodes, 3x10 JSP 726k 528k
Duplicates 638k 504k

C. Modeling disjunctives directly

While the MILP formulation described above relies on
real variables for start and completion times, the values for
these variables can be fully determined from a fixed set of
binary variables, denoted as x. This is common in scheduling
problems. Consequently, this can be directly modeled as a
binary decision diagram (BDD), as opposed to the multivalue
or MDDs mentioned earlier. For each disjunction, a binary
variable xi determines whether the path is forward or reverse.
In this context, forward implies that i < j in an adjacency
matrix representation of the disjunctive graph of the problem,
as explained in [6]. Following the approach in that paper,
it is assumed that the process begins with a feasible set of
disjunctives, all oriented forward.

This approach encompasses a significantly larger number
of variables and consequently necessitates many more lay-
ers compared to MDDs. For example, the well-known JSP
problem abz5 involves 100 operations but 900 disjunctives.
(The number of dijunctives matches the number of binary

variables shown in the Gurobi log, but it can also be easily
computed from the number of bidirectional arcs in 10 cliques
of 10 nodes each: 10n(n−1).) Grouping these bits into bytes
could reduce the number of layers by a factor of eight while
simultaneously increasing the width of each layer by the same
factor. Additionally, this method might potentially reduce the
256 possible expansions by eliminating common 3- or 4-cycle
problems from the possible values, although this approach has
not yet been explored.

Given a disjunctive model, including invalid models with
cycles, we can always find the longest path through that model
in polynomial time or less. That’s done trivially with a flow LP
or an adjacency matrix selection LP. The challenge is to reduce
the number of LP calls needed, as one for each state (or every
other state as shown below) gets expensive. This approach
was generally unhelpful although it did work correctly; it’s
included here in Table VII for contrast.

TABLE VII: Basic BDD-with-LP for layer j
State V holds the reversed disjunctives’ index

Transition V ′ = [V, j] if x = 1 else V ′ = V
Cost LP(V)

With this approach, each node is unique; there is no du-
plication and no reduction in possible values as you progress
through the layers. You cannot cull states that have cycles in
their graph as later reversals may eliminate those cycles. As
with all DD approaches, it would be worth it to cull via some
known primal bound, heuristically determined.

D. Merging state

Both Model 1 and Model 2 support merge operations.
Following [15] and [18], we add additional fields to the state:
Vs and fs, where s stands for “some”, meaning that some
ancestral path covered the items in this set. For merging Model
1 state, S′ ← S ⊕ S:

fM ′
i ← min(fMi , fMi ) ∀i ∈M (3a)

V ′ ← V ∩ V (3b)

fO′
x ← max(fOx , fOx ) ∀x ∈ V ′ (3c)

V ′
s ← (V ∪ V )− V ′ (3d)

fs′x ← max(fOx , fOx , fsx, fsx) ∀x ∈ V ′
s (3e)

Hooker [15] gives two criteria for a valid merge: any
possible control values leaving S′ must be a valid relaxation
of the same control leaving S, and both S and S must be
relaxed/interchangable. The latter criteria holds from the lack
of order-dependent operations in the above formulation. The
former criteria holds in that we always take the minimum score
for our Cmax = max(fM ′

i ), and we always use the worst-
case prerequisite completion time when pulling items from
fO. Model 2 is merged similarly with VL receiving equivalent
treatment to V .

We used the merge operation to validate that Bergman’s
branch-and-bound algorithm [11] worked for JSP. It did not
scale well, though. We were unable to make the relaxed DD
give a better lower bound than the linear polytope of the
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disjunctive formulation, so we do not include this in our
computational results below. As part of that, we pruned nodes
that exceeded the current primal bound, which is known as
LocB pruning in this context [21]. See the other thoughts on
the algorithm in the appendix.

IV. A SIMPLE LOCAL SEARCH REFINEMENT

In Balas’ original paper [6] about solving JSP via disjunctive
graph iteration, he included this special proposition:

Proposition of Balas 1969:
Let Ch be a critical path in Gh [which is a DAG].
Any graph Gk obtained from Gh by complementing
one arc (i, j) ∈ Ch is circuit-free.

Balas’ proof: We know that (i, j) must be the longest path
from i to j as it is part of Ch. However, it is also the shortest
path from i to j or we would have chosen the longer path.
Because i to j is the only path, we can reverse it without
creating a circuit.

That leads us to this refinement algorithm as a local search
method (Alg. 2):

Algorithm 2 Balas Local Refinement 1 (LNS1)

Require: g = (V,A) is a DAG of the fixed conjunctive arcs.
Require: We ≥ 0 for e ∈ A as the weight of each arc.
Require: sparent is the s value from the caller.

p← LONGEST_PATH(g)
2: s←∑

(u,v)∈p Wuv

if s > sparent then
4: return s // remove this to search more space

for e ∈ p do
6: if not e.fixed then

g ← REMOVE_ARC(g, e)
8: g ← ADD_FIXED_ARC(g, e.v, e.u,Wvu)

t← RECURSE(g,W, s)
10: if t < s then

s = t // can also track swaps here
12: g ← REMOVE_ARC(g, e.v, e.u)

g ← ADD_FIXED_ARC(g, e)
14: return s // return swaps also if desired

V. COMPUTATIONAL EXPERIMENTS

A. Use as a Heuristic

In this section we show how a restricted Model 2 compares
to other common heuristics including MOR, MWR, and the
shifting bottleneck [22]. We include multiple widths for the re-
stricted DD, but this parameter does not substantially improve
the bound it computes; see [15].

Observation: The restricted DD always produces at least
one feasible solution. Given any partial solution that is feasi-
ble, the remaining operations can always be added in a feasible
order. Note that this does not hold if you filter the nodes in
the DD with anything additional to the maximum width filter.
For example, if you filter nodes whose Cmax exceeds some
threshold (in addition to reducing row width), you may filter
all possible paths toward the conclusion of the DD.

In Table VIII, we run each heuristic over twenty random
10 × 10 JSP instances, making use of Gurobi [13], CPLEX
[14], and Job Shop Library [23]. W refers to the maximum
width of the DD. Overage is how far the final bound was above
the optimum. We use default solver settings with the exception
of Gurobi’s AggFill=10 and GomoryPasses=1, which was
recommended by their tuner for these problems. The random
instances are integer and similar to those published with [22]).

TABLE VIII: Avg. heuristic overages for 20 random

Heuristic Time Overage After LNS1
Gurobi, MIPGap=0.25 0.27s 11.1% 9.18%

Shifting Bottleneck 4.0s 15.8% 15.3%
Restricted DD, W=200 0.25s 18.5% 14.6%
Restricted DD, W=400 0.50s 16.8% 12.5%
Most Work Remaining (MWR) 26.9% 16.1%

Most Ops. Remaining (MOR) 20.1% 14.1%
Shortest Proc. Time (SPT) 90.0% 40.1%

TABLE IX: Avg. heuristic overages for 18 from JSPLIB
Heuristic Time Overage After LNS1

Gurobi, MIPGap=0.25 1.6s 7.77% 5.85%
Gurobi, MIPGap=0.40 0.12s 25.8% 12.5%

Shifting Bottleneck 22.8% 21.9%
Restricted DD, W=200 14.4% 11.9%
Restricted DD, W=400 11.6% 9.70%

Most Work Remaining (MWR) 31.4% 19.8%
Most Ops. Remaining (MOR) 29.9% 23.6%

Shortest Proc. Time (SPT) 80.8% 39.7%

Interestingly, (Table IX) the DD approach worked better on
the real-world problems found in JSPLIB [24] – it’s eighteen
10 × 10 problems. Similarly, the small 0.25 MIPGAP for
Gurobi was much more difficult to achieve on the JSPLIB
problems.

The comparison is a little bit unfair, in that the Restricted
DDs generate many feasible solutions for the LNS1 whereas
the top four only produce a single solution to be refined.
However, it shows that the local refinement eliminates the need
for the shifting bottleneck heuristic.

We recognize that there are more sophisticated versions of
the shifting bottleneck algorithm, e.g. [25]. There are also a
variety of other local search mechanisms designed for JSP
that are far more sophisticated and far-reaching, typically
built on taboo search, e.g. [26], [27]. We did not consider
simulated annealing nor any evolutionary algorithm as part of
this research either, though papers on those approaches for JSP
abound.

Regarding Gurobi NoRel: We ran Gurobi’s NoRel heuris-
tic for 4 seconds on the same 20 problems. It failed to find
any solutions on 80% of the problems, but on the other four,
it found solutions within 3% of optimal. Note that Gurobi can
solve a 10x10 disjunctive program in 2 to 8 seconds on our
test machine, so running a 4-second heuristic for it would not
make sense generally. The NoRel runtime has to be specified
as an input.
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Regarding runtimes: Note that the Shifting Bottleneck
(SB) without readjustment of machines in M0 plus the LNS
at the end still achieves 18%. This takes about two seconds
to run whereas the other takes 4 seconds per 10x10. SB can
be modified to solve subproblems in parallel, which was not
a part of our implementation. We rely on Gurobi to solve
the 1|rj |Lmax subproblems in the SB. This takes up 90%
of the runtime for it. Generally, though, when using SB one
would use Carlier’s approximation [28] for the Lmax instead
of solving it via a MIP solver (and probably still run them in
parallel). See other ideas here: [5], [29]. With our DD written
in Go, the 10x10 on a max-width of 400 takes half a second to
run and half that time for the 200 width (using no parallelism).
Most of that time is in comparison to previous nodes on the
same row. Better hashing would improve that time. The LNS1
adds some additional time to that as it runs on each resulting
node. This is not included in the time measurement listed
above. The dispatching rule approximations obviously use a
trivial amount of time.

Most of the items arriving at the bottom row of a DD tend to
be similar, which comes from the sort-and-truncate approach.
It needs some other selection criteria toward the top of the
tree so that it keeps more diversity early on, which should
give it better chances of enabling a good/unique neighborhood.
The DD is quite sensitive to changes in the running Cmax

computation. For example, you can use the Cmax-so-far or
you can add to the trailer for the remaining items to be done
on each machine or you can add the work remaining on the
job. Those selections all change results quite drastically. The
run recorded above does not add a trailer, as going without
seemed slightly better on average.

B. The value of a starting point

Here we demonstrate the value of using a heuristic to select
a starting solution when solving the JSP to its optimum. In
Table X we run each solver over the same 20 instances used
above but give it a single starting point. The starting points are
derived using MOR followed by the refinement of the LNS1
algorithm described above.

TABLE X: Solve time with single warmstart

Solver on 10x10 Time/problem With warmstart
Gurobi, big-M 2.1s 1.9s

Gurobi, indicator 4.0s 3.6s
CPLEX MP, big-M 3.4s 3.8s

CPLEX MP, indicator 130s 110s
CPLEX CP 1.17s 1.16s

Solver on 12x12 Time/problem With warmstart
Gurobi, big-M 36s 43s

CPLEX MP, big-M 66s 60s
CPLEX CP 5.3s 5.5s

We conclude from this table that you should be using a
constraint solver for exact solutions on this, and that the big-

M path is more optimized than the indicator constraint feature,
and that warm-starting it is unnecessary. Runs were made with
Gurobi 11.0.2, CPLEX 22.1.1 on a i7-8750H processor.

Gurobi supports a heuristic parameter for controlling the
percentage of time spent in heuristics. The default is 5%. We
explored other values from 0% through 50% but could find
no other value to improve the average time. Increasing the
parameter by 5% generally added 5% to the runtime.

C. The value of LNS via callback

We demonstrate (Table XI) the value of calling LNS1 in the
MIP node callback (CB). We take the ordering given by the
start time variables (S) and run the local search on that. We can
actually just submit the solution given by the ordering instead
of running a local optimizer on it – herein called “Nearest”.

TABLE XI: LNS1 in MIP-node callback
Solver Default LNS1 Wins Nearest Wins
Gurobi 2.1s 2.6s 5.6 2.1s 6.7

Note that we subtract the time of the callback itself, in
that it is assumed that we can come up with more efficient
implementations of it or curtail the calls to it as it becomes
unlikely to assist. This optimization of how often the heuristic
is called is a separate issue. Writing our LNS algorithm in a
heuristic form that is fast enough to justify its use is nontrivial.

CPLEX, as documented, supports heuristic callbacks. How-
ever, in attempting to use them with version 22.1.1 on Linux,
accessed via the Python docplex wrapper, we were unable to
determine whether or not the solver was utilizing the provided
heuristic solutions. No errors were given, but the incumbent
scores were not updating as expected, so we did not include
the numbers for it. We also have interesting numbers for FICO
Xpress, but their license prohibits publishing.

D. Using our state model for A*

Unfortunately, Model 2 alone does not seem to be sufficient
to allow solving a 10x10 via A*. We note that there are
other efforts to make A* utilize relaxation features of the DD
approach such as [30]. The nearness of the running Cmax to
reality is of critical importance in A*-search. It is possible to
improve the trailer estimate by solving 2 of ten machines:
see [31]. This is fairly quick, especially as the problems
progress and most tasks have release times available. However,
empirically, it’s not enough accuracy to make the A* approach
feasible.

VI. CONCLUSION

Conclusions from our experimentation:
1) Relaxed decision diagrams are useful as a simple JSP

heuristic. They are not difficult to write/use and run fast.
They produce better results than other common (simple)
heuristics on real-world problems.

2) Passing a start point to the solver is not useful at 14%
away from optima. Perhaps it would be worth it if you
were using some more sophisticated heuristic that could
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generate starting points within just a few percentage
points from optima.

3) Running Balas’ critical path refining, the LNS1, does
generally improve a given feasible solution. It is fast to
run and generally worth it.

4) The big-M handling in Gurobi and CPLEX is superior to
their indicator constraint handling at present. It may be
that our M value was small enough to tip that balance.

5) For problems where feasible solutions are rare, it may be
helpful to find a nearby feasible solution in the callback
if it can be done quickly. This computation is very fast
for the JSP. It did help significantly on some of the test
problems. Especially consider it if you use FICO Xpress.

Ideas for future work:
1) The selection of keeper nodes in the restricted DD is of

critical importance. Using a basic rule like keeping the
smallest 200 is a general failure – most of the nodes
with the optimum are weeded out early on. That’s the
curse of these scheduling problems – the conflicts on the
attractive solutions don’t show up until late in the game.
If we had some kind of machine learning approach that
could identify bad nodes early on, we would have a
higher chance of retaining the good nodes (or vice-
versa). Node selection ideas from modern solvers may
also apply [32].

2) Another idea for retaining nodes is to try to keep a
diverse set using some kind of diversity measure that
would increase the likelihood of keeping the optimum
path.

3) Relaxed decision diagrams produce many infeasible so-
lutions. Order them and you can expand these infeasible
paths until you arrive at the first and best feasible solu-
tion, a best first approach similar to A*. We attempted
this. However, there are so many infeasible solutions to
weed through that this is generally not a viable approach
for problems at scale. If we had some equivalent to cuts-
for-LP, perhaps we could cut out subtrees in a way that
allowed us to arrive at the best solution much faster.

APPENDIX

A. Notes on existing algorithms for exact solutions via DD

[11] presents two general algorithms for finding an exact
solution to any program representable by a DD. The first
mechanism is what they term “compiling DDs by separation”,
condensed form of the algorithm given in [33].

Algorithm summary: Begin with a relaxed decision diagram
(DD) and identify the optimal path through it. If this path
violates any constraints, separate the relaxed nodes on that
path into two or more replacements. Adjust the inputs feeding
into the violating node so that some go to each replacement.
Similarly, replicate the outputs of the violating node to each
replacement. Continue this process until the optimal path is
feasible.

The process requires a split or "separation" operation, which
essentially undoes the merge operation, though the necessary

bookkeeping for this may be expensive. If no split operation is
available, a possible solution is to backtrack to the parents of
the merged nodes and regenerate their children. Additionally,
we assume that the arcs store and maintain the variable value
(also known as the control) and the cost of traversing them.
This assumption differs from our previous experiments, where
we kept only the fringe nodes with the running cost in the
state. Furthermore, decision diagram (DD) creation generally
employs node reduction (combining identical nodes), and this
reduction must be maintained after adding additional nodes
to the graph. If all identical nodes are on the same layer, the
check is reasonable; otherwise, it becomes too expensive.

The second algorithm represents a branch-and-bound (BnB)
approach, where you branch on a cutset of exact nodes,
making a new subtree pair, both relaxed and restricted, for
the decedents of each node in the cutset. Cutset refers to a
set of exact nodes such that any path through the tree goes
through one and only one of these nodes (before hitting any
relaxed nodes).

Algorithm summary: While there are nodes in the queue,
remove node u. Update the primal bound, which is the cost
to node u plus a heuristic from it to the end, potentially
determined by a restricted tree. Construct a relaxed decision
diagram (DD) with u as its root. If the best relaxation is worse
than the primal bound, exclude the entire u subtree. Otherwise,
add the exact cutset of u to your queue and repeat the process.
Some general notes on this algorithm:

1) The processing of these subtrees is parallelizable (as
noted in the reference).

2) It does not require a split operation, although it does
require a working merge operation for building the
relaxed trees.

3) It doesn’t require a restricted tree if you have some other
heuristic mechanism that completes partial solutions,
as that may also provide a reasonable primal bound,
especially if it’s refined by a fast local search as the
final step of the heuristic.

4) It doesn’t make any use of the dual bound for subtree
exclusion. This is its fundamental weakness.

5) Empirically, it’s highly unlikely that to be able to ex-
clude the whole relaxed tree based on its best node being
worse than the current overall primal bound. Hence, you
can simply return the cutset as soon as it is discovered.
This eliminates the need for a merge operation.

The algorithm makes use of two things from the relaxed
DD: its best path cost and its exact cutset. [11] gives three
algorithms for selecting the cutset: take the first layer, take the
last layer before any nodes are merged, or take the “frontier”,
meaning all the exact nodes that have at least one relaxed
child. From that, we make these observations:

1) If we merge many nodes into one, that node has a high
likelihood of being very relaxed. Thus we will keep it,
as it has a good score, which will in turn lead to the
best path through the relaxed tree being a poor estimate
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of reality. Hence, again we will keep that tree’s cutset,
as our primal bound won’t be able to exclude it.

2) If we take some layer before we merge any nodes, our
cutset will be very shallow. Shallow nodes have lower
likelihood of being excluded by constraints, assuming
most constraints incorporate more than the first few
variables. Moreover, it is utilizing less of our DD.

3) If we choose merge a lot in hopes of not over-relaxing
any one path, we will force our cutset to be more shal-
low, thus getting less advantage from our DD expansion.
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Abstract—Accurate local weather forecasting is vital for farm-
ers to optimize crop yields and manage resources effectively, but
existing forecasts often lack the precision required locally. This
study explores the potential of combining data from local weather
stations with global forecasts and reanalysis data to improve
the accuracy of local weather predictions. We propose integrating
the HadISD data set, which contains data from 27 stations in
the Czech Republic, with the Global Forecast System predictions
and ERA5-Land reanalysis data. Our goal is to improve 24-
hour weather forecasts using Multilayer Perceptrons, CatBoost,
and Long Short-Term Memory neural networks. The findings
demonstrate that combining local weather station data with
global forecasts improves the accuracy of weather predictions in
specific locations. This advancement holds promise in optimizing
agricultural practices and mitigating weather-related risks in
the region.

I. INTRODUCTION

ACCURATE weather forecasting is crucial for farmers
to make informed decisions that optimize crop yields

and manage resources efficiently. However, available weather
forecasts often lack the precision required for agricultural
planning, leading farmers to invest in their own weather
stations. This study explores the potential of combining data
from local weather stations with global forecasts to improve
local weather predictions.

As local weather station data could suffer from various
inconsistencies, we propose testing this idea by integrating
the local weather station data (HadISD data set [1], [2]), with
the Global Forecast System (GFS) predictions. In addition,
we incorporate ERA5-Land reanalysis data to introduce infor-
mation on weather conditions in surrounding areas. Our goal
is to improve the accuracy of 24-hour weather forecasts by
evaluating three machine learning techniques: Multilayer Per-
ceptons (MLP) [3], gradient-boosting regression trees method

CatBoost [4], and Long Short-Term Memory (LSTM) [5]
neural network.

In this study we focus on the Czech Republic, utilizing data
from 27 stations recorded in the HadISD data set within the
country and close neighborhood. We supplement this data with
GFS forecasts, which provide weather predictions on a 0.25-
degree grid resolution, corresponding to an approximately 27.8
km × 27.8 km area in Central Europe. The GFS model predicts
various meteorological parameters at different atmospheric
levels, offering a comprehensive data set for creating our
machine-learning models.

To further improve our predictions, we employ the ERA5-
Land data set, renowned for its high-accuracy reanalysis data.
Recognizing the latency in the availability of ERA5-Land’s
data, we trained a U-Net [6] model to map the GFS forecast
data to the ERA5-Land’s high-resolution grid. This approach
enables us to generate ERA5-Land-like predictions in near
real-time, potentially enhancing the accuracy of our weather
forecasts.

Our methodology involves training and comparing the per-
formance of CatBoost, MLP, and LSTM machine learning
techniques against two baseline models, the raw GFS pre-
dictions, and the last measured values from the stations. The
training data set is constructed using weather data from 2022,
pairing each station’s observations with corresponding GFS
grid data. The models are then validated using data from 2023.

In this paper, we present a detailed analysis of our ap-
proach, including data pre-processing, model architectures,
training processes, and evaluation metrics. We discuss the
performance improvements achieved by integrating ERA5-
Land predictions.

Our findings demonstrate that combining local weather
station data with global forecasts and incorporating ERA5-
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Land reanalysis data can substantially improve the accuracy
of weather predictions in specific locations. This advancement
holds significant promise for optimizing agricultural practices,
mitigating weather-related risks, and ultimately enhancing
food security in the region.

II. RELATED RESEARCH

Weather forecasting is a well-explored area of research with
numerous methodologies and models developed to improve
prediction accuracy. The integration of local weather station
data with global models is promising in improving forecast
precision, particularly in agricultural contexts.

a) Global Forecast Models and Their Limitations:
Global forecast models such as the Global Forecast System
(GFS) from the National Centers for Environmental Predic-
tion (NCEP) and the European Centre for Medium-Range
Weather Forecasts (ECMWF) provide detailed predictions on a
global scale. These models use numerical algorithms and vast
amounts of atmospheric data to produce forecasts at various
temporal and spatial resolutions. There is a large body of
literature devoted to improving the global model using in-situ
data, (e.g. [7], [8]) However, the coarse resolution of these
models often limits their utility for local weather predictions,
which are crucial for agricultural decision-making.

b) Machine Learning in Weather Forecasting: Machine
learning has become increasingly prominent in weather fore-
casting due to its ability to handle large data sets and cap-
ture complex, nonlinear relationships within the data. Various
ML techniques, including neural networks, support vector
machines, and ensemble methods, have been applied to en-
hance forecast accuracy. For example, Multilayer Perceptron
(MLP) models have been used to predict temperature [9] and
precipitation with notable success. More recently, gradient-
boosting algorithms like CatBoost have demonstrated superior
performance in regression tasks related to weather prediction
[10]. Various concepts have been used for weather forecasting
based on weather station data: a 2D-convolutional LSTM in
[11], Temporal Convolutional Network (TCN) in [12], and
Copulas in [13], to name a few. Large convolutional neural
networks (CNNs) were used for global machine learning
weather forecasting [14].

c) Hybrid Approaches Combining Global and Local
Data: Several studies have explored hybrid approaches that
combine global forecast data with local observations to im-
prove prediction accuracy. These methods often involve the
use of statistical downscaling or machine learning models to
integrate diverse data sources. For instance, a study by [15]
demonstrated the effectiveness of combining a global climate
model with local weather station observations using an ML
model. Similarly, the other works [16]) highlighted the benefits
of integrating ERA5 reanalysis data with local meteorological
data to refine precipitation forecasts.

d) Application of U-Net for Spatial Predictions: The
U-Net [6] architecture, initially developed for biomedical
image segmentation, has been adapted for various geospatial
applications, including weather forecasting. U-Net’s ability to

capture spatial hierarchies and produce high-resolution output
maps makes it suitable for transforming coarse global forecast
data into fine-scale local predictions. Recent studies have
successfully employed U-Net to downscale climate model
outputs, demonstrating significant improvements in prediction
accuracy and spatial resolution [17].

e) Focus on Agricultural Applications: The intersection
of weather forecasting and agriculture has been a focal point
for research aimed at enhancing food security and optimiz-
ing resource management. Accurate local weather predictions
can help farmers make timely decisions regarding planting,
irrigation, and harvesting, thereby improving crop yields and
reducing losses. Multiple research papers ([18], [19]) have
emphasized the potential of combining local weather station
data with advanced modeling techniques to support precision
agriculture.

III. DATA

In this work, we utilize three data sets, each serving a
different purpose:

• HadISD [2], [1]: This data set is used to extract hourly
records from 27 weather stations situated randomly across
the area of the Czech Republic. These records contain
the variables we aim to predict (temperature, dew point,
wind speed), as well as additional variables like cloud
coverage, precipitation depth across multiple periods (1h,
2h, ..., 24h), and sea level pressure.

• GFS [20]: Unlike HadISD’s station-specific data, the GFS
(Global Forecast System) data set delivers broader area
weather predictions with various frequencies and forecast
lead times, encompassing a comprehensive range of at-
mospheric variables at various altitudes. This feature-rich
data set serves both as a baseline for our predictions and
as a source for enhancements, utilizing every available
feature across all altitude levels.

• ERA5-Land [21]: The ERA5-Land data set is a reanal-
ysis tool, meaning it does not provide real-time data
but rather offers a retrospective view of land variables
over several decades. As a reanalysis data set, ERA5-
Land integrates model data with historical observations
using the laws of physics to create a globally consistent
and comprehensive data set. This characteristic makes
it ideal for understanding past climate conditions but
limits its use for immediate weather events. We utilize
the ERA5-Land data set to train an additional model that
can generate features from the GFS data set. The details
of this technique will be discussed further in the text.

Having HadISD and GFS data sets, for our experiments,
we mapped a GFS rectangle to each HadISD station and
merged the data sets accordingly. The final combined data
set, consisting of GFS and HadISD data sets, contains 157
features, where 25 of them come from HadISD and 132 of
them are from GFS.

We identified the most significant features for our weather
prediction task by leveraging the CatBoost model (described
later) and computing its SHAP values [22]. These values were
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Fig. 1. Illustration of data flows in our experiments. The left schema illustrates a setup where we forecast local weather with the use of weather station
data and GFS forecasts. The right schema shows how we improve the accuracy of the forecast with the superresolution model estimating the ERA5-Land
reanalysis based on GFS data.

averaged across all target features (temperature, dew point,
wind speed) and all stations. Below are the identified features,
along with their origins and a brief explanation of each:

• Helicity (GFS, height above ground layer): Measures the
potential for rotation in the atmosphere, which can be
important for predicting severe weather events.

• Temperature (GFS, surface): A fundamental parameter,
that influences various atmospheric processes and weather
conditions.

• Precipitable water (GFS, atmosphere single layer): Rep-
resenting the total atmospheric water vapor, is essential
for forecasting precipitation and humidity levels.

• Dew point (HadISD): Dew point temperatures from
station data indicate the atmospheric moisture content,
aiding in humidity and fog predictions.

• Minimum temperature (GFS, height above ground):
Minimum temperature above ground level might help in
identifying cold spells and frost conditions.

• Temperature (HadISD): Observed temperatures from
station data, a direct measurement of local weather con-
ditions, is crucial for accurate forecasting.

IV. EXPERIMENT DESIGN

The model takes the last 24 hours of weather data from
the station and the weather forecast for the next 24 hours for
the corresponding grid. Based on this, the model creates a
prediction of selected weather parameters 24 hours from now.
The left side of Figure 1 illustrates the idea.

The training data set is constructed from weather data from
selected weather stations combined with its GFS rectangle for
the year 2022. The next step is to split the whole history of
station data and GFS predictions into time windows containing
inputs and corresponding target values from the HadISD
station. For the validation of the model, we used data from
2023.

As the experimental results below show, the models can
improve the accuracy of the local prediction. Since the GFS
data set has low spatial resolution and is known to have limited
accuracy in predictions, we decided to explore possibilities to
incorporate another data set, with better accuracy and higher
spatial resolution. The ERA5-Land data set [21], [23], which is

suitable for our case, is a reanalysis of past weather conditions
and it is assessed to be a good approximation of the actual
weather. However, the ERA5-Land predictions are available
with considerable delay and thus it is not possible to use it
directly.

To tackle this issue, a model to estimate the ERA5-Land
values was developed. We use a subset of the GFS data set
as coarse grid input and a U-Net architecture to create a fine-
grained grid estimating ERA5-Land. In the training process
of the U-Net superresolution model, GFS predictions and
corresponding ERA5-Land data for the years 2015 to 2021 are
utilized. The data were split time-wise to prevent information
leaks. The earlier 80% are used for training and the remaining
20% are used for validation. The incorporation of the ERA5-
Land data set into our AI forecast is illustrated on the right
side of Figure 1.

V. METHODOLOGY

Our experiments can be divided into two stages. The aim
of the first stage was to train a model that could transform
GFS predictions to be closer to ERA5-Land. The variables
we focused on included temperature, dew point, and the u
and v components of wind.

We approached this problem as an image-to-image trans-
lation task. For this purpose, we employed the U-Net [6]
convolutional neural network. The name is inspired by its U-
shaped architecture shown in Figure 2. It can be described
as a symmetrical encoder-decoder architecture, consisting of a
contracting path to capture context and a symmetric expanding
path that enables precise localization, further enhanced by the
usage of skip/shortcut connections.

First, GFS data are interpolated to match the grid of ERA5-
Land. Both are then cropped to 128x64 pixels, which is
enough to cover the Czech Republic, and the dimensions are
divisible by 16, which is required by U-Net. The variables are
concatenated in the channel dimension and normalized. U-Net
is trained with 4 input channels and 4 output channels, as well
as other hyperparameters listed in Table I. Example prediction
is shown in Fig. 3. The output of a trained U-Net is then
denormalized, and time series for each station is generated by
interpolating the variables at specific coordinates of the station.
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Fig. 2. U-Net architecture [6] used to estimate ERA5-Land like weather
forecasts from GFS predictions. The exact hyperparameters of the U-Net
architecture are outlined in Table I.

TABLE I
U-NET TRAINING HYPERPARAMETERS

Hidden dimensions [32, 64, 128, 256, 512]
Batch size 16
Optimizer Adam
Learning rate 1× 10−3

Loss function MAE

The goal of the first stage was to create more reliable
features by utilizing the GFS and ERA5-Land data sets for
subsequent weather forecasts at specific stations. This process
effectively generates 4 new features, which are then incorpo-
rated into the data set used for station forecasts.

The second stage involved comparing models on our en-
hanced station data set, which was augmented by the U-
Net-generated ERA5-Land predictions. Since we are dealing
with time series data, we utilized the LSTM (Long Short-
Term Memory) network [5], known for its ability to capture
long-term dependencies and patterns in sequential data. The
LSTM model is based on a sequence-to-sequence (seq2seq)
architecture. The model consists of an encoder that encodes
the input time series sequence into a fixed-length vector rep-
resentation and a decoder that generates the predicted output
sequence based on the encoded representation. The encoder
takes an input sequence of a given length and produces hidden
states and cell states that capture the temporal dependencies
in the data. The decoder takes the last hidden state of the
encoder as its initial hidden state and generates the output
sequence recursively. The input sequence consists of four
previous time steps of a 10-time series, selected based on
SHAP [24] analysis of a CatBoost model. The LSTM seq2seq
model takes this input and regressively generates predictions
for the next four time steps, effectively making a 24-hour
forecast for the desired quantities.

Alongside LSTM, we also examined MLP (Multi-Layer
Perceptron) [3] and CatBoost [4] models. MLP, a class of
feedforward artificial neural networks, consists of multiple
layers of nodes, with each node connected to every node in the

subsequent layer. It is particularly adept at capturing complex
relationships in the data through its dense connections and
non-linear activation functions. MLPs are typically composed
of an input layer, one or more hidden layers, and an output
layer. Each node (or neuron) in a layer applies a weighted
sum of the inputs followed by a non-linear activation function,
which allows the model to learn and represent complex func-
tions. MLPs are effective in scenarios where the relationship
between inputs and outputs is highly non-linear and intricate,
making them suitable for various predictive modeling tasks in
weather forecasting.

CatBoost, a gradient-boosting algorithm, is well-suited for
this task because it handles categorical data well and mitigates
the problem of overfitting. It builds an ensemble of decision
trees where each new tree is trained to correct the errors of
the previous ones, leading to improved accuracy. CatBoost
is particularly effective in scenarios where the relevance of
historical data might vary, providing robust predictions even
when the importance of past data fluctuates. One of its key
advantages is its ability to handle categorical features natively,
without requiring extensive preprocessing or encoding, which
simplifies the model training process and enhances perfor-
mance. Additionally, CatBoost incorporates ordered boosting
and other advanced techniques to reduce overfitting and im-
prove the generalization of the model.

For each of these three models, we developed two versions:
(a) one trained on GFS and station data, and (b) another
trained on GFS, ERA5-Land predictions, and station data.
This protocol was designed to assess the impact of ERA5-
Land predictions, which we hypothesized might play a crucial
role in enhancing the accuracy and reliability of the weather
forecasts. The Figure 1 illustrates both versions.

VI. EXPERIMENTAL RESULTS

Table II summarises our results. We present results for three
models in two versions, as mentioned above. In addition, two
additional baseline techniques were added for comparison:
using the GFS forecast directly and assuming the weather
in 24 hours will be the same as the current conditions. The
forecast results are presented for three weather parameters:
Temperature, Dew Point, and Wind Speed, all measured at
a height of 2 meters above ground. The tables show the
mean absolute error (MAE) of all examined methods for all
target parameters. The metric is calculated over all 27 selected
weather stations for predictions in the year 2023.

Table II shows that the direct GFS forecast has the second
worst accuracy. It is on average more than 2◦C off the actual
measured temperature. Using actual current weather achieves
slightly worse accuracy with 2.5◦C average absolute error.
Similar results are seen for the Dew Point and Wind Speed.

The results for our models show that we can greatly improve
over the GFS forecasts as well as the last value prediction.
The models built on top of the GFS predictions and weather
recorded by a weather station achieve better accuracy. The best
model, CatBoost, achieves mean absolute errors of 1.07◦C
in Temperature, 1.04◦C in Dew Point, and 1.01 m/s in
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TABLE II
ACCURACY OF PRESENTED METHODS AND COMPARISON TO BASELINE MODELS. THE VALUES SHOW THE MEAN ABSOLUTE ERROR BETWEEN THE

MODEL FORECAST AND ACTUALLY MEASURED VALUE. ALL FORECASTS ARE 24 HOURS INTO THE FUTURE.

Method Temperature
2m above ground

MAE [◦C]

Dew Point
2m above ground

MAE [◦C]

Wind Speed
2m above ground
MAE [m/s]

Last value (persistence) 2.53 2.54 1.83
Direct GFS Prediction 2.18 1.38 2.04

LSTM with GFS 1.20 1.14 1.12
MLP with GFS 1.16 1.13 1.09

CatBoost with GFS 1.07 1.04 1.01
LSTM with GFS and estimated ERA5-Land 1.15 1.23 1.12
MLP with GFS and estimated ERA5-Land 1.14 1.15 1.05

CatBoost with GFS and estimated ERA5-Land 1.06 1.02 1.01

Fig. 3. Example of ERA5-Land data estimated by U-Net superresolution model from GFS predictions. The top row shows the GFS forecast, the middle row
is the output of our U-Net model and the bottom row is ground truth ERA5-Land data.

TABLE III
MAE OF GFS FORECASTS AND U-NET MODEL ESTIMATING ERA5-LAND

Variable GFS to ERA5-
Land

Estimated ERA5-
Land to ERA5-Land

Temperature [◦C] 3.03 1.10
Dew Point [◦C] 2.77 1.09
Wind Speed E-W [m/s] 1.47 0.46
Wind Speed N-S [m/s] 1.51 0.47

Wind Speed. Which represent around 50% improvement for
Temperature, Dew Point, and Wind Speed respectively over
GFS predictions.

The models incorporating the estimated ERA5-Land data
set achieve slightly better results. Similar to no ERA5-Land
data set, the CatBoost model achieves the lowest error. The
mean absolute error for the Temperature is 1.06◦C for the 24-
hour forecast. The Dew Point forecasts show a mean absolute
error of 1.02◦C and the Wind Speed forecasts show a 1.05
m/s error.

Comparing the three selected ML-based models, the best
accuracy is achieved by the CatBoost model. The difference
in accuracy between MLP and LSTM is not so significant.

Figure 3 illustrates the results of the U-Net architecture
when estimating the ERA5-Land weather reanalysis from GFS

forecasts. We illustrate the results using the temperature, the
dew point, and wind speed. The wind speed is shown as
south-north and east-west components of the speed vector.
The top row shows the original GFS forecasts, the bottom row
shows the ERA5-Land targets and the middle row represents
the U-Net estimate. Table III shows the mean absolute error
between our estimated ERA5-Land values and the ground
truth values. For comparison, the table also shows the mean
absolute error between GFS and ground truth ERA5-Land
values. The numbers show about 60% to 70% improvement
in the estimation of the ERA5-Land value. This improvement
supports the results presented earlier when the introduction
of estimated ERA5-Land data improved the accuracy of the
forecast.

VII. CONCLUSION

The experimental results confirm the viability and effec-
tiveness of the proposed methodology in generating highly
accurate localized forecasts. The AI-driven 24-hour predic-
tions, which integrate GFS data with local measurements,
demonstrate markedly superior accuracy compared to GFS
alone. This enhanced precision empowers farmers to refine
their planning processes, potentially leading to improved crop
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yields, more efficient fertilizer application, and strengthened
food security.

Our findings indicate that the inclusion of estimated ERA5-
Land data does not contribute significantly to model accuracy
improvements.

Moving forward, research efforts will concentrate on min-
imizing the volume of historical data required from weather
stations. These refined techniques will be implemented across
approximately 200 weather stations in Czech and Slovakian
vineyards1.
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Abstract—Online job advertisements (OJAs) have become a
significant data source for analyzing labor market dynamics,
offering insights into shifts within occupations, industry sectors,
skills, and tasks. This paper investigates the cross-lingual and cul-
tural differences in OJAs and their impact on the transferability
of Natural Language Processing (NLP) methods and research
scope. By analyzing OJAs from Austria, France, Germany, Italy,
Spain, the UK, and the US, we point out substantial variations
in document length, diversity metrics, syntactic structures, and
content features such as salary information. These differences
underscore the challenges in applying NLP methods universally
across languages and cultures. Our findings emphasize the need
for tailored approaches in NLP research and offer a starting
point for developing standardized pipelines for analyzing text
genres across different languages.

I. INTRODUCTION

ONLINE Job advertisements (OJAs) have garnered sig-
nificant attention from researchers across various fields,

including social sciences, economics, and computational lin-
guistics. Studies utilizing OJAs have explored labor market
trends, skill demands, and occupational shifts [1], [2], [3], [4],
[5], [6]. Additionally, OJAs offer insights into demographic
targeting and potential discrimination, making them critical
for research in Human Resources (HR) and gender studies [7],
[8], [9]. The digital migration of job ads has enhanced their
accessibility, prompting the development of Natural Language
Processing (NLP) methods to process and analyze these texts.
However, given the diverse linguistic and cultural contexts of
OJAs, it is essential to investigate how these differences affect
the transferability of NLP methods and research findings.

The main contributions of our exploratory study are:
1) Cross-Lingual Variation in Job Advertisements: We

identify and quantify1 substantial differences in language,
structure, and content in job advertisements across seven
countries, emphasizing the need for localized approaches
in NLP research.

2) Impact on NLP Method Transferability for Down-
stream Tasks: The study highlights how cross-lingual

1Our code and supplementary plots can be accessed here: https://github.
com/TM4VETR/linguistic-cultural-differences-OJAs/

and cultural variations in the text genre job ads can hinder
the direct transfer of NLP methods, providing tangible
evidence and metrics to support this claim. We discuss
how this impacts other text genres as well.

3) Comprehensive Data Collection and Analysis Pipeline:
We present a robust methodology for scraping OJAs from
multiple countries using consistent data sources, ensuring
high comparability and reliability of the results.

By exploring the form and content variations in OJAs from
different countries and languages, this paper aims to iden-
tify potential pitfalls in cross-lingual and -cultural research,
providing a foundation for more effective and nuanced NLP
applications in the context of global applied NLP.

II. JOB ADVERTISEMENTS AS RESEARCH SUBJECTS

In recent years, the interest in job advertisements (job ads)
has increased among a diverse group of actors, including
researchers from fields such as social sciences and economics,
as well as government agencies and private corporations, who
use job ads as a data source to gain insights into labor market
dynamics. These insights include shifts in occupations [1], [2],
industry sectors, skills [3], [4] and tasks [5], [6]. Beyond these
aspects, job ads can also provide perspectives on how various
demographic groups are targeted or potentially discriminated
against, offering critical data for HR or gender studies [7], [8],
[9] research. Furthermore, job ads have been used to study
how employers attempt to attract candidates, for example by
analyzing benefits they offer [10] or the way they present their
corporate identity [11], [12]. Research on job ads has been
performed in many different countries and on job ads of many
different languages, including, among others, all EU states and
the UK [13], [14], Brazil [15], Canada [16], China [7], Japan
[17], Mexico [15], Taiwan [18] and the United States [19].
While some of the mentioned studies were of qualitative
nature, the rise of big data in recent years and the digital
migration of job advertisements have significantly enhanced
their accessibility as a data source, which motivated the
development of NLP methods to structure and analyze these
texts. This study aims to investigate how linguistic and cultural
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differences in job ads impact the transferability of NLP
methods and research findings across different languages and
cultures.

III. JOB ADVERTISEMENTS AS TEXT GENRE

From a linguistic perspective, job ads can be considered a
text genre [20], characterized by their communicative purpose
[21], the recurrence of situations they address, the discourse
community that produces them, and their primary audience
[22]. Thus, the actors working with these texts have certain
expectations about the texts’ content and linguistic character-
istics based on their genre knowledge [23]. However, some
studies on other text genres have shown that these assumptions
might not always apply to all languages and cultures [24],
[25], [26], [27], [28], [29], [30], even though in other studies
such evidence has not been found [31]. Studying cross-
lingual and -cultural differences within a text genre has also
gained great attention by researchers from translation studies
[20], [32], [33], [34]. In NLP, however, research on cross-
lingual text genre has instead focused on getting models to
transfer and adapt genre-specific language information from
resource rich languages to resource low languages. We argue
that practitioners in applied NLP working with specific text
genres can benefit from analyzing cross-lingual and cultural
differences within their text genre. Our core argument is that
researchers may falsely assume that findings derived from one
language or cultural context apply universally within the same
genre. This can unfold in two ways:

1) NLP Methods: Researchers assume their NLP methods
for processing job ads are universally applicable. This
could include the usefulness/ translation of word lists,
structural patterns for rule based systems or the potential,
limitations, strengths and weaknesses of Machine Learn-
ing with encoder-based models like BERT [35] or auto-
regressive models such as GPT [36].

2) Research Scope: Given the diverse purposes for which
job ads are used, it is unclear whether all information
expected to be included in job ads actually is included
across countries.

IV. RESEARCH QUESTION

Derived from the observations described in the previous two
chapters, our central research question is: Can differences
in the form or content of OJAs potentially hinder the
transferability of NLP methods or research scope? To
answer this question, we perform quantitative analyses on
OJAs from different countries and languages. Our analyses
focus on different aspects of OJAs and were designed partly
to explore the linguistic differences between the data and
partly with regard to specific features derived from potential
pitfalls. We chose this mixed approach, because we believe
both types of analyses might be beneficial to researchers.
Analysing cross-lingual or -cultural differences with regard to
a specific pitfall can help uncover and overcome it. However,
it is impossible for researchers to identify all such pitfalls ex-
haustively beforehand, which is why using general descriptive

analyses of the language data might help uncover additional
instances. We describe our exact methods in Section VI and
indicate whenever we use a certain analysis with respect to a
specific pitfall.

V. DATA

Since no publicly available, comparable job ad dataset
across multiple languages exists, we decided to collect our own
data by scraping2. We faced the challenge that country-specific
differences could be influenced by factors like occupation or
industry sector, acting as confounding variables. Classifying
ads into the respective taxonomies would require complex
models and normalization, beyond this project’s scope. Our
exploratory research indicated that different websites target
different audiences, affecting the types of employers and
employees. To mitigate this, we scraped data from the same
website operating across multiple countries. We scraped data
from CareerJet3 from Austria, France, Germany, Italy, Spain,
the United Kingdom, and the United States.
We chose these countries specifically for several, mostly prac-
tical reasons. Firstly, we aimed to include different countries
sharing the same main language to see whether differences
were merely linguistic or also cultural. Subsequently, we have
chosen two German and two English speaking countries.
Then, for our analyses we make use of existing NLP libraries
and models. Especially the use of multilingual models when
performing tokenization or NLI analyses (see Section VI)
required us to limit ourselves to languages that these models
have been pre-trained on. Additionally, since we use Zero-Shot
models for our analyses, we wanted to focus on languages
that our team members had access to, to be able to manually
examine the performance of these models for some basic
sanity checks. Lastly, the countries mentioned are all rather
large and strong in research, which ensured that there would
be enough data, and with regard to our research question it is
likely that methods for OJA processing will be developed on
data from these countries. The choice of countries, however,
is somewhat vulnerable as we discuss in Section IX.
Our target was to gather a dataset of 10,000 OJAs from each
country. We argue that this number is sufficiently large to
provide meaningful insights into the research questions while
remaining computationally manageable considering some of
the applied analyses are quite resource intensive, for example
the vendi-score calculation (Section VI). We scraped slightly
more data in case some of the scraping results were corrupted
and randomly sampled to get the desired amount. Data scrap-
ing for all countries was completed within a week, with one
or two days dedicated to each country. Therefore, our data is
also comparable with regard to origin time.
In addition to the job ad data scraped from CareerJet, we ran
our linguistic analyses on the Wikilingua dataset [37] for com-
parison where applicable. This dataset contains a compilation

2We are working on publishing our data in compliance with data privacy
regulations.

3https://www.careerjet.com/, accessed April 2024.
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of WikiHow4 articles and summaries in 18 different languages.
Using a reference dataset is useful to distinguish between
language and genre related features and differences to some
extent. We chose the Wikilingua dataset because it is available
for all examined languages (English, German, French, Italian,
Spanish), easily accessible, and the texts are of suitable length.
To run the analyses, 10.000 Wikilingua articles per language
are sampled. Noteworthily, the contents of these articles may
partly overlap between languages, since the Wikilingua data
contains translations of English articles.

VI. METHOD

We executed an analysis pipeline with each of the seven
data splits from Austria, France, Germany, Italy, Spain, the
UK, and the USA to compare job ad data across countries and
languages. The examined features include structural, linguistic
and job-ad related aspects, precisely document length, lexical
and structural diversity, Part-Of-Speech (POS) tags, paragraph
and list count and length, language detection, and presence of
salary information as a content feature. All aspects except the
latter three were analyzed using the Wikilingua [37] reference
dataset as well. In the following, the specific measures used
to determine the aforementioned features are described.
Document length: The mean, median, and standard deviation
of document length in tokens were calculated for each country
split. To get the length in tokens, we used two different
tokenization methods. The first one is simple white-space
splitting, with additionally separating symbols and punctuation
and counting them as single tokens. Since pre-trained language
models such as BERT [35] use Wordpiece tokenization, we
used the BertTokenizer for multilingual BERT [35] for split-
ting documents as well. This results in higher token counts
because tokens are split into sub-tokens. Document length in
tokens can be highly relevant for processing in pre-trained
language models since BERT-like models usually truncate
texts after 512 tokens.
Type-token ratio: The type-token ratio (TTR) is a simple
measure for lexical diversity of a text (corpus). It is calculated
by dividing the number of types (unique tokens) by the number
of tokens (all tokens in a text). Since the TTR is sensitive
to text length, we used the standardized TTR (STTR) that
computes the TTR for each window w of n tokens and
averages over all windows W .

STTR =

∑
w∈W

count(types)
count(tokens)

count(w)
. (1)

The STTR is a value between zero and one. Values close
to one indicate high lexical diversity, lower values point to
less diversity. In our experiments, the STTR was calculated
with a window size of n=1000. For each country corpus, it
was calculated using both on white-space tokenized texts, and
lemmas obtained from language models from the SpaCy NLP
pipeline [38]. Especially for morphologically rich languages
like German, lemmas are more insightful for measuring lexical

4https://www.wikihow.com/Main-Page, accessed April 2024.

diversity.
Vendi-score: The vendi-score (VS) [39] is a diversity metric
for Machine Learning that can be used for a broad range of
matrix-based data types. It is defined as

V Sk(x1, ..., xn) = exp(−
n∑

i=1

λilogλi) (2)

where x1, ..., xn is a collection of n samples, k is a pairwise
similarity function with the kernel matrix K, and λi, ..., λn

denote the eigenvalues of K/n. Higher values indicate more
diversity within a collection of samples.
We calculated the n-gram VS with n ranging from one to
three to measure lexical-structural diversity within a data split.
Additionally, the embedding VS with contextual embeddings
obtained from multilingual BERT [35] was used to assess
semantic diversity. The similarity function k is the cosine
similarity for both n-gram and embedding VS.
Generally, diversity on different linguistic levels can offer
insights into how complex the downstream task is. This could,
for example, be used as an indicator of how much evaluation
data is required. Examining diversity is particularly important
for approaches that are evaluated on the basis of very few
manual examples, e.g. prompting [40], other zero- or few-shot
methods [41] or synthetic job ads [42].
POS-tags and POS n-grams: To get insights into the linguis-
tic structure of the texts, we used POS-tags obtained using the
SpaCy NLP pipeline [38]. For each country, the frequency of
POS-tags was determined. If the frequency distribution of tags
varies a lot between countries and datasets, this may point
to language- or genre-specific differences in job ad data. It
is also interesting to examine whether there are significant
discrepancies between the two same language country pairs
(Germany-Austria and UK-US). In addition, we count n-
grams of POS-tags with n=2 and n=3. Again, this could
provide evidence for language- or genre-specific contrasts. For
instance, the comparison of POS n-grams allows conclusions
on syntactic differences, which can be important for analysis
systems based on POS-patterns.
Considering the differences in linguistic structures can be
relevant specifically for the transferability of syntax based
methods. For example, [6] use verb object pairs to extract tasks
from OJAs. While this is reasonable for English job ads, an
exploratory analysis of German job ads showed that instead of
using such verb-object pairs these tasks were often expressed
as compounds (e.g. Kundenberatung).
Paragraph/ List count and length: Scraping data from
CareerJet allowed us to maintain structural HTML information
from the website such as linebreaks and listings (ordered and
unordered lists). It is worth mentioning, however, that this
approach possibly misses out on some listings, since some
may not be appropriately formatted in HTML. We created
paragraphs based on linebreaks and lists (a list is counted as
one paragraph). The paragraphs and lists were counted per
document, and the average count per document was calculated
for each country split. In addition, we computed the average
paragraph length in whitespace-tokens and the average list
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length in list items.
This analysis might offer insight into structural differences
between job ads from different countries. This is relevant,
because the structure of job ads is frequently used in the
OJA analysis pipeline. For example, researchers performed
text zoning to identify different segments within the job ads
such that specific aspects like skills were only extracted from
relevant segments [43], [44], [45]. By counting the amount
of list items we hoped to gain insight into how many skills,
tasks and benefits can on average be found in OJAs of a
given country. We assumed that lists almost exclusively list
one of these three entities, i.e. not mix these entities or contain
information about other topics. One downside of our current
approach is, however, that it lacks the ability to classify these
entities.
Language Detection: We used an XLM-RoBERTa-base pre-
trained language detection model [46] to identify job ads not
written the respective country’s main language. The model is
trained to distinguish 21 languages, including the five exam-
ined (English, French, German, Italian, Spanish). Determining
the percentage of foreign language texts and the languages
present in a dataset is crucial for applying NLP methods, since
many approaches are built for a single particular language.
Choosing a multilingual method, such as a suitable pre-
trained multilingual model, might be necessary in some cases.
Social science researchers in particular are usually interested
in investigating the entire country, regardless of the language.
Moreover, detecting the languages used in job ads could
also provide interesting insights into the target group to be
addressed by the employer. For instance, if many job ads from
a non-english speaking country are written in English, this
could point to a particular interest in international candidates.
Salary information: To determine the presence of salary
information in a job ad we used two indicators. First, we
extracted information from a text field of the website by stor-
ing the corresponding HTML-tag information in our database.
This information usually consists of precise numbers such
as the hourly, monthly or yearly salary. Second, a zero-shot
classification approach based on a multilingual mDeBERTa
model trained for Natural Language Inference (NLI) [47] is
used. Each paragraph of a job ad was used as a premise
tested against the hypothesis ’The line contains information on
salary.’. If the model yielded an entailment probability ≥ 0.9,
the paragraph was marked and the whole job ad was labeled
with true. For each country split, the relative number of job
ads containing salary information was computed.
We consider our investigation of salary information as a means
to test how research scope varies between cultures, as outlined
in Section III. Previous studies have leveraged salary data
to analyze phenomena such as the impacts of introducing
minimum wage [48]. Therefore, researchers in other countries,
where the minimum wage has been implemented, might be
interested in using this study as a reference.

VII. RESULTS

In this section we present our results. We focus on the
findings most relevant to our discussion, supplementary results
and plots can be accessed in our repository.
Document length: Figure 1 plots mean and standard deviation
of document length based on the two methods described in
Section VI. Overall, there are more tokens using the BERT to-
kenization, which is expected given the subword tokenization.
The majority of country-wise proportions are comparable for
both tokenization methods, although some discrepancies can
be observed. For example, German, Austrian and French texts
are proportionally longer with the BERT tokenization.
It is striking that the UK and the US not only have the longest
OJAs, but are also the only countries where the job ads are on
average longer than the Wikilingua texts. US ads are longest
with a mean length of 740 BERT tokens while Italian ads
are shortest with a mean length of 369 tokens, followed by
Spain. German, Austrian and French OJAs display similar
mean lengths around 550 tokens. For all countries except the
UK and the US, texts from the Wikilingua reference dataset
are notably longer on average. French Wikilingua texts are
longest with a mean length of 728 tokens. In general, the
Wikilingua data shows less discrepancies between languages
than the OJA data does between countries. However, one
possible explanation is the content-wise overlap in Wikilingua
data.
Diversity Metrics: STTR, n-gram VS, and embedding VS
are all metrics indicating different aspects of corpus diversity.
Therefore, we use Table I to give an overview of text diversity
in our datasets. We can see that consistently OJA data is
more diverse in terms of STTR than the respective Wikilingua
counterpart. For both VS metrics we observe the opposite. The
Wikilingua data is more diverse here. For STTR, the difference
is highest for Austria and lowest for Italy. For n-gram VS
it is highest for Italy and lowest for Germany, whereas for
embedding based VS it is highest for the UK and lowest for
Germany.
The within metric differences between countries are generally
low to moderate with a few exceptions. Overall, we see that
French and Spanish data is less diverse across most metrics
compared to other country splits, whereas German, Austrian
and Italian OJA data is rather diverse.

TABLE I Comparison of different text diversity metrics
across countries, plus diversity metrics of Wikilingua data for
reference.

Country STTR↑ VS_ngram↑ VS_embedding↑
OJA Wiki OJA Wiki OJA Wiki

AUT .45 .36 275 331 1.42 1.56
DE .43 .36 284 331 1.4 1.56
ES .38 .34 242 379 1.39 1.61
FR .37 .32 164 311 1.34 1.50
IT .41 .38 280 542 1.4 1.66
UK .40 .34 240 397 1.19 1.46
US .41 .34 234 397 1.21 1.46
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Fig. 1: Document length. Upper plot shows mean token
count based on BERT subtokens, lower plot based on simple
whitespace tokenization. Comparison between countries (x-
axis) and datasets indicated by colors.

POS analysis: We analyzed the distribution of different POS
types using radar plots as demonstrated in Figure 2 to quickly
access the differences between countries with regard to se-
lected POS types. We chose the POS tags ADJ, ADV, AUX,
ADP, NOUN, VERB, PRON and PROPN, because we argue
that these, mostly containing content words, are most relevant
to NLP method design. The most relevant findings from the
comparison of OJAs from different countries are:

• In general, for all country splits, there is a major overlap
in the distribution of the POS tags examined.

• Nouns have the highest frequencies across all countries.
• Some differences appear to depend on the language

family. The Romance languages Spanish, French and

Italian have more adpositions (ADP) than the Germanic
languages English and German.

• Although the discrepancy is not very profound, data
from the English-speaking countries (UK and US) shows
an increased occurrence of verbs compared to all other
languages. OJAs from German-speaking countries Aus-
tria and Germany have the lowest proportion of verbs
which may be due to the popularity of substantivations
in German.

The corresponding radar plots comparing the two datasets
per country can be found in the supplementary material
accessible in our repository. The most relevant observations
are summarized in the following:

• All countries have more nouns in OJAs than in the
Wikilingua data, except from Spain where it is about
equal.

• All countries have less verbs in OJAs than in the Wik-
ilingua data.

• All countries have more proper nouns in OJAs than in
the Wikilingua data, although the discrepancy is greater
for Spain than it is for other countries, like Germany.

• OJAs also tend to have more adjectives and adpositions,
whereas Wikilingua data has more auxiliaries and ad-
verbs, although the differences are not very large for the
most part. Wikilingua data also has substantially more
pronouns.

With regard to bi- or trigrams, the analysis becomes even more
complex given the large number of patterns. This makes it dif-
ficult to choose individual patterns for comparison. Therefore,
we employed Principal Component Analysis (PCA) [49] to
identify key syntactic structures that significantly contribute
to variations among datasets. PCA effectively reduces dimen-
sionality, transforming the data into principal components that
capture the major patterns of variation. This method allows
us to highlight the most influential n-grams across different
countries. Figures 3a and 3b plot the PCA results across
countries. In Table II, we list the five influential bigrams and
trigrams identified from the PCA of OJA data. These n-grams
have the highest absolute loadings on the first two principal
components, indicating their significant contribution to the
patterns of variation captured by these components.
Countries sharing the same official language are very close in
their principal components. Likewise, there is a clear vertical
separation between countries with Romance languages Spain,
France and Italy and countries with Germanic languages
Austria, Germany, UK and US. This clearly points to similar
sentence patterns of the related languages.
When adding the Wikilingua data to the plot, the overlap of
each language data was not very pronounced, but rather there
was a clear separation between OJA and Wikilingua data.
Upon investigating the influential bi- and trigrams per compo-
nent of the PCA with and without the additional Wikilingua
data, we found that the former were much more related to
function words rather than content words. This indicates that
certain structural patterns in OJA or Wikilingua text genres
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govern language specific differences to some extent. On the
other hand, the examination of influential bi- and trigrams in
OJA data for the components in Figures 3a and 3b reveals that
they almost exclusively contain at least one noun. As we have
described above, nouns are very frequent in OJAs based on
our unigram analysis. However, the exact patterns in which
nouns appear seem to vary between languages (see Table II).

TABLE II Influential bigrams and trigrams for the first two
principal components.

Component Influential N-grams

Component 1

Bigrams:
(’ADP’, ’NOUN’),
(’ADJ’, ’NOUN’),
(’NOUN’, ’ADP’),
(’NOUN’, ’ADJ’),
(’DET’, ’NOUN’)
Trigrams:
(’NOUN’, ’ADP’, ’NOUN’),
(’ADP’, ’NOUN’, ’ADP’),
(’DET’, ’NOUN’, ’ADP’),
(’ADP’, ’DET’, ’NOUN’),
(’ADP’, ’NOUN’, ’ADJ’)

Component 2

Bigrams:
(’DET’, ’NOUN’),
(’NOUN’, ’NOUN’),
(’PROPN’, ’PROPN’),
(’NOUN’, ’SPACE’),
(’SPACE’, ’NOUN’)
Trigrams:
(’NOUN’, ’SPACE’, ’NOUN’),
(’NOUN’, ’NOUN’, ’PUNCT’),
(’NOUN’, ’DET’, ’NOUN’),
(’PROPN’, ’PROPN’, ’PROPN’),
(’ADJ’, ’NOUN’, ’SPACE’)

Paragraph & List information: Table III provides the
mean and median amount of paragraphs and lists per country
as well as their length. France has the most paragraphs while
Austria and Italy have the fewest. US and UK data has the
longest paragraphs, and Germany and Italy have the shortest.
Likely, these trends are to some extent related to the total
lengths of ads per country. However, while having similarly
long ads, Germany has substantially more paragraphs than
Austria while consequently the paragraphs in Austrian ads are
longer.
With regard to lists the most prominent observation is that
in Spain, France and Italy more than half of the ads did not
have a single list (median = 0). On the other hand, Austria,
Germany, the UK and the US had around 2 lists per document
on average. However, the average amount of items per list was
rather similar across all countries with around 5 items per list
as median and average.
Language Detection Overall, the amount of job ads labeled
with a language other than the countries’ main language was
small (Figure 4). Spain had a substantially larger amount
compared to the other countries, albeit still minor with around

2% of the texts being labeled with a language other than
Spanish. The foreign language texts detected for Spain were
exclusively labeled with English and Portuguese. In the other
non English-speaking countries, the majority of the foreign
texts were detected as English. In the US, the predominant
foreign language was Spanish, and Arabic in the UK. Note-
worthily, the language detection also revealed a few job ads
only contained a very short text, such as a city name and a
postal code. The language detection model did not properly
work for such instances, resulting in misclassification of the
respective samples. Arguably, these texts cannot actually be
counted as real job ads. However, since only a very small
number of samples was affected, we decided to not further
address this issue.
Salary Information: Figure 5 shows the comparison of
salary information obtained from a structured website field
vs. from the texts. It is apparent that all countries have salary
information in the texts that is not included in the structured
information of the website. However, the ratio differs signif-
icantly. While Germany displays a discrepancy of almost 40
percentage points, in the UK only about 10% of the ads contain
additional salary information in text. Generally, Italy has the
lowest share of salary information in job ads, whereas UK,
US and Austria have a relatively large proportion across both
identification strategies.

VIII. DISCUSSION

In this section, we closely examine the results from Sec-
tion VII, interpreting the outcomes of each method individu-
ally (Section VIII-A). We provide explanations for observed
phenomena, sometimes overlapping with Section IX, where we
discuss limitations of specific methods. However, Section IX
focuses more on macro-level limitations rather than individual
methods. In Section VIII-B, we adopt a broader perspective,
relating our findings to our research question and reflecting on
the usefulness of our experiments in gaining insights.

A. Interpreting the Results

Document length: One important finding of looking at the
document length is that indeed OJAs frequently exceed the
token limit of 512 tokens typically used by transformer-based
language models, although for some countries like Italy and
Spain, the job ads are exceptionally short and on average below
this limit. The large variations of document lengths observed in
OJAs (ads in the US are more than twice as long on average)
is much more profound than for the Wikilingua data. This
indicates that job ads as a text genre can have culture-specific
variations that cannot solely be attributed to characteristics of
the language.
Several explanation factors are plausible. For example, some
cultures might prefer brevity and directness in communication
whereas in others there may be a preference for more detailed
and comprehensive communication. Another factor could be
different price structures for job ad platforms. We know that
some job ad platforms have pricing based on text length, and
this can differ dependent on the country where the job is
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Fig. 2: POS frequency radar plot. Radar plot of selected POS types. The plot shows the share of the POS types in the seven
OJA country splits.Values in the centre indicate lower frequency of the corresponding POS tag in a country split, values at the
edge indicate higher frequency.

TABLE III Comparison of rounded mean and median for the amount of paragraphs per document, length of each paragraph,
amount of lists per document, and amount of items per list across countries.

Country Mean
Par./Doc.

Median
Par./Doc.

Mean
Tokens/Par.

Median
Tokens/Par.

Mean
Lst./Doc.

Median
Lst./Doc.

Mean
Items/Lst.

Median
Items/Lst.

AUT 13.6 12 23.5 7 2.3 3 5.3 5
DE 20.1 17 16 6 1.8 2 5.2 5
ES 16 13 19 12 0.9 0 5.1 5
FR 21.2 20 18.1 12 0.7 0 5.5 5
IT 14.3 13 17.2 9 0.7 0 4.2 4
UK 18.8 17 27.2 14 2.0 2 6 5
US 20.7 17 28.6 12 2.4 2 6.2 5
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(a) Principal Component Analysis of Bigrams (OJA data). (b) Principal Component Analysis of Trigrams (OJA data).

Fig. 3: Principal Component Analysis (PCA). Results for bigrams and trigrams in OJA data. The first two components
derived from bigram and trigram frequencies across countries are shown.

Fig. 4: Other language detected. Comparison of the relative
share of ads where a language that is not the countries main
language was detected.

offered. We do not know as to whether this is the case for our
CareerJet data. Even if not, it still might have indirect impact,
given that employers may write their ads for several platforms.
Another factor could be how formalized qualifications are
in a country. For example, Germany has a very formalized
vocational education system in place. Therefore, if a company
mentions that a potential employee is expected to bring a
finished apprenticeship training as, for example, an electrician
with a certain specialization, a lot of their expected skills
are presumed. In a country with a less formalized vocational
education system, the company might feel the need to elabo-
rate more on what exactly they are looking for. Other factors
might include legal aspects, labor market dynamics (e.g. what
type of occupations are in demand?) or awareness for SEO-
optimization.
Diversity Metrics: Our results in Table I show that text

Fig. 5: Salary information. Comparison of the relative share
of ads with salary information across countries and the two
methods of detecting salary.

diversity differs substantially across countries, but job ads
are generally more diverse on a purely lexical level than
on other (semantic, syntactic) levels. This indicates that job
ads as a text genre have specific linguistic properties. At the
same time, the differences between countries, for example
between the n-gram VS of France and Germany are quite
strong. Also, no country is consistently highest or lowest
in all diversity rankings, showing that OJAs from different
countries have different properties with regards to various
linguistic levels. This leads us to conclude that researchers
should carefully reflect the lexical, semantic and syntactical
structures of their OJA data when designing research projects.
More diverse data might require additional evaluation to ensure
robust conclusions.
Syntactic analysis: The analysis of selected POS as well as
the PCA analysis of bi- and trigrams show that OJAs can
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be seen as a text type with unique syntactic characteristics
across countries, such as the increased amount of nouns we
found in most countries compared to the Wikilingua data.
However, our analysis also reveal that these characteristics
do not hold for all countries, e.g. US job ads did not have
substantially more nouns than English Wikilingua data. This
points to the need of reflecting NLP methods when trying
to transfer methods or models from one language to another.
Certain patterns, that are typical for entities in one country,
might be expressed differently in another country. At the same
time, researchers cannot rely solely on knowledge they have
about the characteristics of the different languages used in
these countries, because differences may be specific to the
text genre OJA.
Paragraph & List information: The variability in job ad
structure indicated by paragraph amount and length impacts
NLP tasks such as text zoning for information extraction.
Training NLP models predominantly on data from one country
may reduce their effectiveness when applied to structurally
different ads from other countries. Moreover, the notable
variation in list usage across countries like Spain, France, and
Italy, where lists often are absent, complicates the application
of list-based analytical methods developed in countries like
Germany or the UK. The high similarity in the amount of
list items indicates that the amount of skills, tasks or benefits
listed in OJAs does not differ substantially across countries.
However, our detection of lists and paragraphs is exclusively
based on HTML-analysis. It is possible that a text may simply
contain line-breaks combined with list-indicating symbols
(like hyphen) as a list. We do, however, know that the website
we scraped the data from offers a bullet-point-button in the
field where employers put the main body of the job ad.
Language Detection: Our results indicate that ads in other
languages than the countries’ official language do not occur
equally frequent across languages. Based on our results, in
Spain this would be an influential factor in the OJA pipeline,
possibly requiring an additional data cleaning step or a multi-
lingual approach. At the same time, when having a much larger
dataset, this would also provide additional research opportu-
nities, because the occurrence of ads in different languages
could be related to other factors. For example, OJAs with
different languages might differ regionally or with regard to
job requirements.
However, we found several uncertainties with our method.
First, the model was limited to the languages it knows. We
found that some texts from the Spanish dataset labeled with
Spanish or Portuguese are actually written in Catalan, which
the model was not trained on. Also, some ads appear to
contain very short and noisy texts. If a data point consists
of mostly noise, such as symbols or contact addresses, etc.,
the model tended to predict a completely unrelated language.
These cases could easily be identified as false classifications in
a visual inspection. However, these instances are misleading
in quantitative analysis. Finally, ads might include two (or
more) languages [22] to cater to a local as well as international
audience. We found that sometimes the ad was repeated in

another language. A more refined approach could detect such
instances.
Salary Information: With regard to salary information there
were major differences between the countries for both struc-
tured and text-based information. This shows that transferring
research on the basis of correlating salary information to other
characteristics from one country to another is not straightfor-
ward and requires careful consideration. Also, our method only
gives sparse information about the type of salary information
detected in texts. Firstly, we do not know if the structured
information (e.g. hourly wage) is always repeated in the free
text. It might be plausible for the employer to omit repeating it,
because they know that employees get that information trough
the text field and the visual aid of the websites’ structure.
We do, however, know that information is repeated at least in
some cases, because for some countries the sum of text and
structured information is above 100%.
Furthermore, we suspect that there are two major types of
information that our NLI model detects except from precise
salaries based on exploratory qualitative analysis. The first
group is about collective wage information. Our expertise is
mostly in the German labor market and here our intuition
is that employers rarely mention concrete numbers like an
hourly wage, but will mention, if the position is paid based
on a collective wage. Especially jobs in the large public sector
always include this type of information. The second group
is employers advertising their payment using phrases like
"attractive" or "above-average" salary. Differentiating between
these (and possible more) groups of payment information
might give further insight into how the differences between
countries can be explained. For example, we suspect the large
increase of textual compared to structured salary information
in German job ads to be mostly caused by the great amount of
collective wage mentions in Germany. Knowing what type of
salary information is present in a country and to what extent
might further help researchers develop or discard research
ideas using salary information obtained from job ads.

B. Reflection on Experiments

Our central research question was whether or not we could
find differences in form or content in OJAs that could hinder
the transfer of NLP methods or research scope in a major
way. Based on our exploratory analysis, we can confirm that
there are substantial differences between OJAs from different
countries. This applies to both linguistic and content features.
Also, the linguistic differences we detected did only partially
correspond to the respective cross-lingual differences observed
in the Wikilingua reference data. This indicates that there are
differences between countries that are specific to the text genre
OJA. Interestingly, OJA data from countries that share the
same official language had rather similar linguistic features.
For example, English texts are the shortest in Wikilingua.
However, US OJA texts are longest of all countries, indicating
that long texts are not a property to English, but only to US
OJAs, indicating cultural factors. Yet, we observe the same
(although not quite as extreme) for data from the UK. This
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raises the question whether this behavior of the language pairs
Germany/Austria and UK/US can be explained by cultural
similarities of these countries that share a language or other
factors we did not uncover.
With regard to the different methods used, we find that
experiments motivated by specific questions, for example text
length ("Can we use a 512 token truncation?") or salary
information ("Can we correlate salary information to other
properties of job ads?") made it easier to draw more concrete
conclusions and derive actionable recommendations. For less
concretely motivated methods such as text diversity, where we
argued that it might be an indicator for how complex various
NLP tasks might be (for example, "How many examples do we
need to manually evaluate in Zero Shot scenario?"), we cannot
simply derive answers based on our results. At the same time,
the differences for some of these metrics proved to be quite
large. This has implications on two major levels.
Firstly, NLP practitioners developing OJA analysis pipelines
should be aware that OJAs can have substantial differences that
may go beyond the linguistic differences expected for different
languages. If applicable, our results can be used directly to
draw conclusions on methods to be applied. Otherwise, our
analysis pipeline can be used to analyze other data and then
relate to our findings to check whether there may be problems
in applying existing NLP OJA methods. Ideally, researchers
should add further experiments for the concrete problem they
are facing. This prerequisites that they find ways to quantify
text properties in a manner that is useful to their problem,
which may be challenging.
Secondly, with the rise of NLP methods in various contexts
like legal texts, medical texts, social media, literature and so
on, we will find an increasing amount of text genres that
NLP methods are being developed for. Consequently, NLP
practitioners from text genres will look into building upon
published work from other languages or countries. As we
have shown, some pitfalls exist in this process. Therefore,
we advocate researchers working with other text genres to
perform analyses similar to ours, using easily accessible tools
to gain quantitative insight into their data and how it behaves
compared to texts from the same genre in other languages or
countries. Ideally, future work would reflect further upon the
specific experimental methods and refine a more standardized,
yet flexible pipeline that researchers can revert to when they
intend to perform an analysis like ours. In this sense, our paper
provides a starting point for researchers looking to develop a
similar pipeline.

IX. LIMITATIONS

Despite our promising results, there are limitations to our
study, which we want to discuss in this section. As explained
in Section V we chose to scrape data from one website that
operates in multiple countries to minimize biases introduced
by confounding variables based on target audiences from
different job portals. At the same time this choice also means
that we equated the properties of the text genre OJA from a
given country with OJA data from only a single source. So,

while our approach helps in comparability between countries,
the countries themselves are not thoroughly represented. Ide-
ally, future work reproduces our experiments with a dataset
from mixed source websites that at the same time ensures
comparability by choosing similar distributions of relevant
variables like occupation or industry sector. Perhaps, this
would require an even larger dataset, which, however, makes
the experiments more computationally expensive.
Furthermore, there are two factors that are partly of ethical
nature. In our study we mentioned that we chose two country
pairs that share the same official language in order to better
differentiate whether results were based simply on language
factors or on cultural factors. That way, we equated a dif-
ferent country to a different culture. This is clearly a very
simplified view of the intricacies of cultures and states. We
are aware, for example, that within one country, major cultural
differences may exist. Also, linguistic discrepancies between
a country’s regions can be strong, one example being the
Catalan ads we found in our Spanish dataset. This may also
lead to limited replicability of our experiments for countries
where multilingualism is even wider spread. Somewhat related
to this issue is the choice of countries, which was mostly
based on practicability. We are aware of issues in the NLP
community with regards to underrepresented languages [50].
The languages we investigated here all belong to the better
represented ones. This is particular important due to the fact
that especially underrepresented languages logically have a
greater need to adopt methods developed originally for other
languages and would therefore profit most from our research.
However, due to the reasons explained in Section V including
these languages was beyond the scope of this paper. Future
research should therefore focus on including underrepresented
languages to our analysis.

X. CONCLUSION

Our analysis of OJAs across various countries and languages
reveals substantial linguistic and content-related differences,
emphasizing the complexity of transferring NLP methods and
research findings across different contexts. The variations in
document length, diversity metrics, syntactic structures, and
salary information highlight the need for tailored approaches
in NLP research. While our study offers valuable insights, it
also points to the necessity of further research, particularly
involving underrepresented languages and larger, more rep-
resentative datasets. By acknowledging these differences and
adapting NLP methods accordingly, researchers can improve
the accuracy and relevance of their analyses in the context of
global labor markets. Our findings serve as a foundation for
developing standardized yet flexible pipelines for analyzing
text genres across different languages and cultures.
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[30] L. Filipović, “The role of language in legal contexts: A forensic cross-
linguistic viewpoint,” Law and Language: Current Legal Issues, vol. 15,
no. 19, pp. 328–343, 2013.

[31] H. Ansary and E. Babaii, “A cross-cultural analysis of english newspaper
editorials: A systemic-functional view of text for contrastive rhetoric
research,” RELC Journal, vol. 40, no. 2, pp. 211–249, 2009.

[32] I. G. Izquierdo and V. M. i Resurrecció, “Translating into textual genres,”
Linguistica Antverpiensia, new series–themes in translation studies,
vol. 1, 2002.

[33] V. Montalt, P. Ezpeleta-Piorno, and I. García-Izquierdo, “The acquisition
of translation competence through textual genre,” 2008.

[34] Ł. Biel, “Genre analysis and translation,” in The Routledge handbook of
translation studies and linguistics. Routledge, 2017, pp. 151–164.

[35] J. Devlin, M.-W. Chang, K. Lee, and K. Toutanova, “BERT: Pre-
training of deep bidirectional transformers for language understanding,”
in Proceedings of the 2019 Conference of the North American Chapter
of the Association for Computational Linguistics: Human Language
Technologies, Volume 1 (Long and Short Papers), J. Burstein, C. Doran,
and T. Solorio, Eds. Minneapolis, Minnesota: Association for Compu-
tational Linguistics, Jun. 2019, pp. 4171–4186.

[36] A. Radford, J. Wu, R. Child, D. Luan, D. Amodei, I. Sutskever et al.,
“Language models are unsupervised multitask learners,” OpenAI blog,
vol. 1, no. 8, p. 9, 2019.

[37] F. Ladhak, E. Durmus, C. Cardie, and K. McKeown, “WikiLingua:
A new benchmark dataset for cross-lingual abstractive summarization,”
in Findings of the Association for Computational Linguistics: EMNLP
2020. Online: Association for Computational Linguistics, Nov. 2020,
pp. 4034–4048.

[38] SpaCy, https://spacy.io/models, Accessed April 2024.
[39] D. Friedman and A. B. Dieng, “The vendi score: A diversity evalua-

tion metric for machine learning,” Transactions on Machine Learning
Research, 2023.

[40] P. Liu, W. Yuan, J. Fu, Z. Jiang, H. Hayashi, and G. Neubig, “Pre-
train, prompt, and predict: A systematic survey of prompting methods
in natural language processing,” ACM Computing Surveys, vol. 55, no. 9,
pp. 1–35, 2023.

[41] I. Beltagy, A. Cohan, R. Logan IV, S. Min, and S. Singh, “Zero- and
few-shot NLP with pretrained language models,” in Proceedings of the
60th Annual Meeting of the Association for Computational Linguistics:
Tutorial Abstracts, L. Benotti, N. Okazaki, Y. Scherrer, and M. Zampieri,
Eds. Dublin, Ireland: Association for Computational Linguistics, May
2022, pp. 32–37.

[42] A. Magron, A. Dai, M. Zhang, S. Montariol, and A. Bosselut, “Jobskape:
A framework for generating synthetic job postings to enhance skill
matching,” arXiv preprint arXiv:2402.03242, 2024.

[43] A.-S. Gnehm, “Text zoning for job advertisements with bidirectional
lstms,” 2018.

[44] A.-S. Gnehm and S. Clematide, “Text zoning and classification for job
advertisements in german, french and english,” in Proceedings of the
Fourth Workshop on Natural Language Processing and Computational
Social Science, 2020, pp. 83–93.

[45] J. Hermes and M. Schandock, “Stellenanzeigenanalyse in der qualifika-
tionsentwicklungsforschung,” Die Nutzung maschineller Lernverfahren
zur Klassifikation von Textabschnitten. Bundesinstitut für Berufsbildung,
Bonn, 2016.

[46] L. Papariello, “xlm-roberta-base-language-detection (revision
9865598),” 2024.

[47] M. Laurer, W. Van Atteveldt, A. Casas, and K. Welbers, “Less annotat-
ing, more classifying: Addressing the data scarcity issue of supervised

KAI KRÜGER, LEA GRÜNER: EXPLORING LINGUISTIC AND CULTURAL DIFFERENCES IN ONLINE JOB ADVERTISEMENT ANALYSIS 93



machine learning with deep transfer learning and bert-nli,” Political
Analysis, vol. 32, no. 1, pp. 84–100, 2024.

[48] E. Andrieu and M. Kuczera, “Minimum wage and skills: Evidence from
job vacancy data,” The Productivity Institute, Tech. Rep., 2023.

[49] I. T. Jolliffe, Principal component analysis for special types of data.
Springer, 2002.

[50] J. Nee, G. M. Smith, A. Sheares, and I. Rustagi, “Linguistic jus-

tice as a framework for designing, developing, and managing natural
language processing tools,” Big Data & Society, vol. 9, no. 1, p.
20539517221090930, 2022.

94 COMMUNICATION PAPERS OF THE FEDCSIS. BELGRADE, SERBIA, 2024



Predictive System of the Water Deficit Analysis for the Black Sea Lowland

(an example of the Kherson Region)

Lyudmyla Kuzmych

0000-0003-0727-0508
a Kherson State Agfrarian and 

Economic University,

Stritenska Str., 23, 

 73006 Kherson, Ukraine;
b Institute of Water Problems and 

Land Reclamation,

Vasylkivska Str. 37, 

03022 Kyiv, Ukraine

Email: 

kuzmychlyudmyla@gmail.com

Mykola Voloshyn

0000-0003-0467-1963

Kherson State Agfrarian and 

Economic University,

Stritenska Str., 23, 

 73006 Kherson, Ukraine;

Email: 

voloshin_nik_1977@ukr.net

Yuriy Kyrylov

0000-0001-5061-2644

Kherson State Agfrarian and 

Economic University,

Stritenska Str., 23, 

 73006 Kherson, Ukraine;

Email: 

kirilov_ye@ukr.net

Abstract— Developing a predictive system for water deficit 

analysis in the Black Sea Lowland, especially in climate change, 

involves integrating various data sources, modeling techniques, 

and technological  tools  to  forecast  water  availability  and de-

mand.

The analysis of the change in moisture deficit in the Kherson 

region is provided for the period from 1955 to 2022. The de-

scription  of  with  temperature  gradients  across  the  Kherson 

region is provided. The distribution of precipitation throughout 

the years in terms of quantity and intensity is provided.

As part of the Black Sea Lowland, the Kherson region is 

critically  important  for  southern  Ukraine's  agriculture  and 

water security. Given the region's reliance on irrigation and the 

challenges  posed  by  climate  change,  developing  a  predictive 

system for water deficit analysis is essential. Such a system can 

help stakeholders make informed decisions to ensure sustain-

able  water  management  and  mitigate  the  adverse  effects  of 

water scarcity.

Index  Terms—  predictive  system,  water  deficit,  climate 

change, the Kherson region, lack of moisture, weather stations, 

precipitation

I. INTRODUCTION

S PART of the Black Sea Lowland, the Kherson region 

is critically important for southern Ukraine's agriculture 

and water security. Given the region's reliance on irrigation 

and the challenges posed by climate change, developing a 

predictive system for water deficit analysis is essential [1-5].

A

The  Kherson  region  is  a  major  agricultural  hub, 

producing  significant  quantities  of  grains,  vegetables,  and 

fruits, which rely heavily on irrigation. Agriculture is a key 

economic driver, contributing significantly to the local and 

national  economies.  Ensuring  water  availability  for 

agriculture  is  crucial  for  food  security  and  economic 

stability [6].

The Dnieper River and associated canals (e.g., the North 

Crimean Canal) are primary water sources for irrigation and 

municipal use. Groundwater resources are also vital, though 

their  overuse  can  lead  to  depletion  and  degradation, 

impacting long-term water availability [7-11].

Rising  temperatures  lead  to  higher  evaporation  rates, 

reducing water availability. This can exacerbate water short-

ages, especially during peak agricultural periods [12–17].

Changes  in  precipitation  patterns,  with  more  frequent 

droughts  and  irregular  rainfall,  affect  water  supply 

consistency. Unpredictable weather patterns make it difficult 

to plan for water usage effectively [17-19].

Due  to  increasing  water  demand  for  irrigation  due  to 

intensive  farming  practices  efficient  water  management 

becomes crucial to sustain agricultural productivity [3]..

Growing population and industrial activities further strain 

water resources. Ensuring an adequate supply of water for all 

sectors is essential to support regional development [19].

Therefore  a  need  for  a  predictive  system of  the  water 

deficit  analysis,  which  can  provide  early  warnings  of 

potential  water  shortages,  allowing  for  proactive 

management  and planning.  This  can help in  preparing for 

droughts and other extreme events. Also, it helps in devising 

strategies  to  mitigate  risks  associated  with  water  scarcity, 

such as crop failure and economic losses.

ІІ. METHODS AND TECHNIQUES

It  is  proposed the structured approach to designing the 

predictive system for water deficit  analysis consists of the 

following steps :

1. Data Collection and Integration:

1.1. Climate data -  collect historical data on temperature, 

precipitation, humidity, and wind patterns.

1.2. Hydrological data:

 River  flows:  data  on  river  discharge  rates, 

particularly for major rivers like the Dnipro River;

 Reservoir levels: historical and current water levels 

in reservoirs and major water bodies;

 Groundwater  levels:  data  from  groundwater 

monitoring wells.

1.3. Water Usage Data:

 Agricultural Demand: Information on crop types, 

irrigation practices, and water usage patterns;

 Domestic and Industrial  Use:  Data on municipal 

and industrial water consumption.

2. Modeling Framework:

2.1.  Climate  models  -  apply  regional  climate  models  to 

downscale global climate projections to the Black Sea 

Lowland region for more accurate local predictions.

2.2. Hydrological models:
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 Rainfall-runoff models - use models like SWAT 
(Soil and Water Assessment Tool) to simulate the 
conversion of rainfall to runoff and river flow; 

 Water balance models - implement models that 
account for inputs (precipitation, river inflows) and 
outputs (evaporation, water extraction) to estimate 
water availability. 

2.3. Demand models: 
 Agricultural demand - develop models to estimate 

future irrigation needs based on crop types, 
planting schedules, and climate conditions; 

 Municipal and Industrial demand - use 
demographic and economic projections to forecast 
changes in water demand for domestic and 
industrial uses. 

3. System Design: 
3.1. Data integration platform: 

 GIS integration - use a Geographic Information 
System (GIS) to integrate spatial data on climate, 
hydrology, and land use; 

 Database Management - implement robust 
databases to store and manage large volumes of 
data from various sources. 

3.2. Predictive Analytics / Scenario Analysis - develop 
tools to simulate different scenarios (e.g., varying 
levels of water usage, different climate change 
scenarios) and assess their impact on water deficit. 

4. Application and Use Cases: 
4.1. Agricultural planning: 

 Crop planning - assist farmers in planning crop 
types and irrigation schedules based on predicted 
water availability; 

 Water allocation - help water managers allocate 
water resources efficiently during dry periods. 

4.2. Urban and industrial water management: 
 Demand management - support municipalities and 

industries in managing water demand and 
implementing conservation measures; 

 Infrastructure planning - guide investment in water 
infrastructure, such as reservoirs and pipelines, to 
mitigate future water deficits. 

 
To characterize the climatic features of the object, data 

from the weather stations Askania-Nova, Velyka 
Oleksandrivka, Kherson, Nova-Kakhovka, Nizhny Sirogozy, 
Khorly (Fig. 1.) and the relevant sources were used [20-25] .

Fig. 1. Scheme of the map of the Kherson region and the location of weather stations: 1 – Kherson; 2 – Velyka 
Oleksandrivka; 3 – Askania-Nova; 4 – Nova Kakhovka; 5 – Nizhny Sirogozy; 6 - Khorly. 
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III. RESULTS AND DISCUSSION 
According to the Köppen climate classification [20-22], the 
classification of climates Alisova et al. [23-25] this territory 
belongs to the Black Sea sub-region of the Atlantico-
continental steppe region. The climate is typically 
continental with a high heat resource and insufficient 
humidity. 

The change of seasons occurs gradually without sharp 
temperature fluctuations, the average annual air temperature 
ranged from 8.1°C (1976) to 11.4°C (1966), with an average 
annual value of 9.7°C. The coldest month is January, with 
an average monthly temperature ranging from -11.2°C 
(1972) to 1.9°C (1966) and an average annual value of -
3.5°C. The winter period does not exceed 100 days. Winter 
is short, moderately cold, mild, with frequent thaws. The 
snow cover usually appears in November-December, 
characterized by instability, and melts in February-March. 

The snow depth does not exceed 5-10 cm. Snow is not 
the main source of spring moisture accumulation in the soil 
in this area. The instability of the temperature regime is due 
to frequent soil thawing in winter, affecting soil moisture in 
the aeration zone during the winter period.  

The spring increase in average daily temperature in 
March leads to the complete thawing of the frozen layer. 
The increase in evaporation of moisture in spring, along 
with rising air temperatures, causes a sharp increase in 
moisture deficit. The warmest month is July, with an 
average monthly air temperature ranging from 20.5°C 
(1969) to 24.3°C (1972) and an average annual value of 
23.2°C.  

By the degree of humidity, the northern and central parts 
of the territory belong to the zone of insufficient humidity 
with a humidity coefficient greater than 0.5 (for Askania-
Nova - 0.68), while the southern part (Prisivashshya) 
belongs to the coastal arid zone with a humidity coefficient 
of approximately 0.4. The annual precipitation varied from 
238.5 mm (1984) to 640.8 mm (1966). According to the 
book "Climate of Ukraine," on average in the northern 
hemisphere, the surface air temperature increased by only 
0.5°C from 1961-1990, and globally by 0.4°C. The change 
in annual temperature over a 100-year period in the Steppe 
region is 0.2-0.3°C towards warming. Winter warming is 
1.2°C, in spring - 0.8°C, with minor changes in summer and 
autumn. 

From 1900 to 2020, the annual amount of precipitation 
in Ukraine varied unevenly. In some regions, there was an 
increase in precipitation by 7-10% (over 40 mm) from the 

climatological norm, while in the rest of the territory, it 
remained within the norm. During the period of maximum 
global warming, starting from 1975, a decrease in the 
amplitude of precipitation fluctuations from year to year was 
observed almost throughout Ukraine. This means that the 
moisture regime stabilized and is within the climatological 
norm. It is known that seasonal unevenness in precipitation, 
an increase in average annual precipitation in recent 
decades, and the amplitude of precipitation in certain years 
are natural factors contributing to flooding. 

The distribution of precipitation throughout the year is 
uneven both in quantity and intensity. The highest amount 
of precipitation falls during dry months when evaporation is 
high. Summer rainfall (35-40% of the annual total) occurs in 
the form of short downpours and heavy rains, often 
accompanied by thunderstorms. The main spatial 
distribution pattern of precipitation in Ukraine, determined 
by general circulation factors, is their decrease from the 
northwest to the southeast. 

In the Kherson region, the average annual precipitation 
decreases from 450 to 300 mm and less from northwest to 
southeast, reaching 230 mm on the coast of the seas. The 
distribution of precipitation throughout the year is uneven 
both in quantity and intensity. The highest amount of 
precipitation falls during dry months when evaporation is 
high. Summer rainfall (35-40% of the annual total) occurs in 
the form of short downpours and heavy rains, often 
accompanied by thunderstorms. The most significant 
increase in precipitation is observed in the observation zone 
of the Kherson and Velyka Oleksandrivka weather stations, 
with slightly less growth in the observation zone of Nova 
Kakhovka and Nyzhni Sirohozy weather stations, and very 
slight increase in the observation zone of Askania-Nova and 
Khorly weather stations. 

An analysis of the long-term dynamics of precipitation at 
the Kherson and Velyka Oleksandrivka weather stations was 
conducted for the periods 1955-1975, 1976-1995, and 1996-
2022. Comparison of the long-term seasonal unevenness of 
precipitation at the Kherson weather station indicates a 
gradual increase in the average precipitation over twenty 
years, especially in the last forty-five years (41 mm), 
indicating a gradual increase in overall natural loading. In 
the winter period (most critical for replenishing groundwater 
with atmospheric precipitation), the overall increase in 
average precipitation was 21 mm, while in the summer 
period, precipitation increased by 19 mm (Fig. 2). 
 .
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b) 

 

 

c) 

 
Fig. 2. Precipitation schedule according to Kherson weather station data:  

a) winter period; b) summer period; c) for a year. 
 
 

A comparison of the long-term seasonal unevenness of 
precipitation at the Velyka Oleksandrivka weather station 
was carried out in a similar way (Fig. 3). The analysis shows 
a gradual increase in the average rainfall over sixty-five 
years (44 mm), which indicates a significant increase in the 
total natural load. Moreover, in the winter period (the most 

threatening, in terms of replenishment of groundwater by 
atmospheric precipitation), the total increase in average 
precipitation was 8 mm, in the summer period precipitation 
increased by 48 mm. 

.
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a) 

 

b) 

 

c) 

Fig. 3. Precipitation schedule according to data from the Velyka Oleksandrivka weather station:  
a) winter period; b) summer period; c) for a year. 

 
 

Taking into account the conducted analysis and the 
location of the weather stations, there is reason to say that 
the significant cause of flooding in the area covered by the 
weather stations Kherson (western part of Kherson region) 
and Velyka Oleksandrivka (north-western part of Kherson 
region) is precisely the natural factor - an increase in 
atmospheric precipitation. Particular attention should be 

paid to the increase in the amplitude of precipitation in the 
summer period in 2005, which exceeds the average value by 
360 mm, which was practically not observed in previous 
years. 

Analysis of the multi-year dynamics of precipitation at 
the Nova Kakhovka and Nizhni Syrogoza weather stations. 
A comparison of the long-term seasonal irregularity of 
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precipitation at the Nova Kakhovka weather station (Fig. 4) 
shows an increase in the average annual precipitation from 
416 mm in the period 1946-1975 to 420 mm in 1996-2022. 
Moreover, in the winter period (the most threatening, in 

terms of the replenishment of groundwater by atmospheric 
precipitation), the total increase in average precipitation was 
14 mm, and in the summer - 24 mm. 
.

 

a) 

 

b) 

 

c) 

Fig. 4. Precipitation schedule according to the data of the Nova Kakhovka weather station:  
a) winter period; b) summer period; c) for a year. 

 
A comparison of the long-term seasonal unevenness of 

precipitation according to the data of the Nizhny Sirogoza 
weather station (Fig. 5) shows a gradual increase in the 
average amount of precipitation over seventy-five years (98 

mm), which indicates a slight increase in the total natural 
load. Moreover, in the winter period (the most threatening, 
in terms of replenishment of groundwater by atmospheric 
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precipitation), the total increase in average precipitation was 
24 mm, in the summer period the increase was 54 mm. 

.

 

a) 

 

b) 

 

c) 

Fig. 5. Precipitation schedule according to the data of the Nizhny Sirogoza weather station:  
a) winter period; b) summer period; c) for a year. 

 
Taking into account the conducted analysis and the 

location of weather stations, there is reason to say that one 
of the reasons (natural factors) of flooding in the area 
covered by the Nova Kakhovka and Nizhni Syrogozy 
weather stations in the recent period (1996 - 2022) is also an 
increase in atmospheric precipitation. At the same time, the 

amplitude of precipitation in the summer period in 2005 is 
increasing, which exceeds the average value by 240 mm, 
which was practically not observed in previous years. 

Analysis of long-term precipitation dynamics of the 
Askania-Nova and Khorly weather stations. Weather 
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stations Askania-Nova and Nizhny Sirogozy are located in 
the Kherson region, on the left bank of the Dnipro River. 

The analysis of long-term precipitation dynamics was 
carried out for the following periods: 1955-1975, 1976-
1995, 1996-2022. 

A comparison of the long-term seasonal unevenness of 
precipitation according to the data of the Askania-Nova 
weather station (Fig. 6) shows a slight increase in the 

average amount of precipitation over twenty years (18 mm), 
which indicates an increase in the overall atmospheric load. 
Moreover, in the winter period (the most threatening, in 
terms of replenishment of groundwater by atmospheric 
precipitation), there was a slight (11 mm) decrease in 
average precipitation, in the summer period the increase was 
12 mm. 

 

a) 

 

b) 

 

c) 

Fig. 6. . Precipitation schedule according to the data of the Askania-Nova weather station:  
a) winter period; b) summer period; c) for a year. 
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Analyzing the comparison of precipitation according to the 
data of the Khorla weather station (Fig. 7), we can see that 
in the period 1976-1995, there was a decrease in the average 
amount of precipitation for many years by 35 mm. In the 
last period (1996 - 2022), the reverse process is observed 
(an increase in the average annual rainfall by 65 mm). 

Moreover, in the winter period (the most threatening period, 
in terms of replenishment of groundwater by atmospheric 
precipitation), the total increase in average precipitation 
compared to the period 1976-1995 was 34 mm, and in the 
summer - 15 mm. 
.

 

a) 

 

b) 

 

c) 

Fig. 7. Precipitation schedule according to data from the Khorly weather station: 
a) winter period; b) summer period; c) for a year. 
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Taking into account the conducted analysis and the 
location of the Askania-Nova and Khorly weather stations, 
there are reasons to say that a small increase in the average 
amount of precipitation is not able to significantly affect the 
acceleration of flooding processes in this area. 
 

CONCLUSIONS 

Long-term analysis of precipitation in the Kherson region 
indicates an increase in natural load on the right bank of the 
Dnieper River (weather stations Kherson, Velyka 
Oleksandrivka) and in the north of the Kherson region 
(Nova Kakhovka, Nyzhni Sirohozy), which is one of the 
important natural factors increasing the risk of flooding. At 
the same time, on the left bank in certain areas (weather 
stations Askania-Nova, Khorly), there has not been a 
significant increase in the average amount of precipitation, 
which suggests the possibility of long-term anthropogenic 
influence on the flooding process.  

Analysis of precipitation showed in some cases an 
increase in their amplitude in recent years (Kherson weather 
station 1998, 2004, 2010; Velyka Oleksandrivka weather 
station 2004, Askania-Nova weather station 2004). This 
leads to years with an increased risk of flooding and 
inundation of corresponding areas, as observed in the 
Kherson region in 1997-1998 and 2004-2005.  

Analysis of seasonal unevenness of precipitation 
revealed an increase in the average amount of precipitation 
in the winter period over twenty years (Kherson weather 
station by 33 mm, Velyka Oleksandrivka weather station by 
29 mm), which is the most threatening in terms of 
groundwater replenishment through infiltration. 
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Abstract—Traditional methods like Graph Convolutional Net-
works (GCNs) face challenges with limited data and class imbal-
ance, leading to suboptimal performance in graph classification
tasks during toxicity prediction of molecules as a whole. To
address these issues, we harness the power of Graph Isomorphic
Networks, Multi Headed Attention and Free Large-scale Adver-
sarial Augmentation separately on Graphs for precisely capturing
the structural data of molecules and their toxicological properties.
Additionally, we incorporate Few-Shot Learning to improve the
model’s generalization with limited annotated samples. Extensive
experiments on a diverse toxicology dataset demonstrate that
our method achieves an impressive state-of-art AUC-ROC value
of 0.816, surpassing the baseline GCN model by 11.4%. This
highlights the significance of our proposed methodology and Few-
Shot Learning in advancing Toxic Molecular Classification, with
the potential to enhance drug discovery and environmental risk
assessment processes.

Index Terms—Graph Neural Networks, Graph Isomorphic
Network, Multi Headed Attention, Graph Data Augmentation,
Few Shot Learning, Toxicity Prediction.

I. INTRODUCTION

Toxicological assessment of molecular compounds plays a
pivotal role in drug discovery, environmental risk assessment,
and chemical safety evaluation. Accurate prediction of a
molecule’s toxicity is crucial in ensuring the development of
safe and effective drugs while minimizing potential harm to
both human health and the environment.

Traditional methods of toxic molecule detection [[1],[2]]
possess some inherent limitations. This is because conducting
experiments to synthesize a compound and then analyzing
its toxicity is time-consuming and often very expensive. It
consumes a lot of resources and is not feasible for large-scale
testing of molecules.

A number of approaches based on machine learning have
also recently been proposed. The methods described above
use several molecular characteristics, such as their physical
and chemical properties, to predict their toxicity. However,
a present problem in the field is lack of sufficient labelled
data, due to the difficulties faced in synthesizing and testing
new molecules, as explained above. Moreover, often these
machine learning techniques only look at certain numerical
properties of the molecules and fail to take into consideration
the structural aspects of the molecule.

In recent literature, a lot of research is being done in
representing molecules as graphs and processing them through
Graph Neural Networks (GNNs). While this method does

not tackle the low-data scenario we often face in toxicity
prediction, newer methods have integrated few-shot learning
into GNNs, like the Adaptive Step Model-Agnostic Meta-
Learner (AS-MAML). We believe that this intersection of
graph-embedding algorithms and few-shot learning is key to
creating effective models for molecular toxicity prediction.

The research problem addressed in this paper is to investi-
gate and propose enhancements to the GNN-specific few-shot
learning technique in order to achieve favorable results in the
toxicity prediction task on the Tox21 data set under the few
shot learning scenario.

II. BACKGROUND

Before delving into the specifics of the architecture, it is
essential to provide some background information that will be
helpful for better understanding.

A. Few Shot Learning (FSL)

As suggested by Vinyals et al. in [3], FSL is the ability of
an algorithm to generalize well from limited data points with
supervised information available for every class. To achieve
this, we employ Model-Agnostic Meta-Learning (MAML)
given by Finn et al. which aims to find a good initialization for
the model parameters θ, for rapid adaptation to novel classes
with only a few labeled examples. This is done by optimizing
the model’s performance on a set of meta-training experiments,
where each task simulates a few-shot learning scenario.

B. Adaptive Step Model Agnostic Meta Learning (AS-MAML)

Introduced by Ma et al. in [5], it is a meta-learning technique
that builds upon the MAML[4] algorithm by introducing an
Adaptation Controller that employs reinforcement learning
techniques to determine the optimal step size and when to
stop the adaptation process. A StopController model, incor-
porating LSTM [6] layers and a sigmoid function, estimates
the probability of stopping the adaptation process based on
the training loss and embedding quality. This addresses the
challenge of finding the optimal learning rate and step size in
MAML-based meta-learning approaches.

C. Graph Convolution Network (GCN)

GCNs were introduced as a way to extend convolutional
neural networks (CNNs) to handle irregular and non-Euclidean
data. Kipf and Welling in [7] mentions that the key challenge
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in processing graph data is that the number of nodes and
their connectivity can vary widely from one graph to another.
GCNs address this challenge by learning to exploit the local
neighborhood information of each node in the graph to make
predictions. The core idea behind GCNs is to perform node
feature aggregation through a series of graph convolutions,
enabling nodes to gather information from their neighbors and
incorporate it into their own representations.

D. Graph Isomorphic Network (GIN)

Graph Isomorphic Networks by Xu et al. in [8] are a class of
deep learning models designed for graph classification tasks.
Unlike traditional GCNs, GINs do not rely on graph structure
during message passing, making them more flexible and
suitable for various graph types. The core idea behind GINs is
to employ an aggregation function that is permutation-invariant
to the node ordering, ensuring that the model produces the
same output regardless of how the nodes are arranged. This
property allows GINs to capture the global graph information
effectively and provide more robust representations for graph
classification tasks.

E. Free Large-scale Adversarial Augmentation on Graphs
(FLAG)

It is a technique for enhancing graph data to imprive GNNs’
performance. FLAG by Kong et al. in [9] suggests augment-
ing node properties rather than modifying graph topological
structures, which is where the majority of existing graph reg-
ularizers concentrate their efforts. It improves generalization
to out-of-distribution samples by iteratively enhancing node
characteristics with gradient-based adversarial perturbations
during training. This makes the model invariant to tiny fluc-
tuations in input data. Adversarial data points are created and
then inserted into the training data as part of the adversarial
training process. The objective of this min-max optimization
problem is to minimize the objective function while keeping
the perturbation within a predetermined bound.

III. RELATED WORKS

Some of the earliest works in toxicity prediction include
DeepTox by Mayr et al., who used chemical properties of these
compounds fed into a Deep Neural Network to predict their
toxicity. By using this method and ample of labelled data Mayr
et al., manages to achieve an 0.92 AUC value. Alperstein et al.
introduced All SMILES VAE [11], a generative model which
uses variational autoencoders (VAEs) for generating SMILES
strings using stacked RNNs. The model surpassed state-of-
the-art methods and achieved an ROC-AUC score of 0.871
on the dataset. Censnet by [12] learns node and edge features
through the use of novel propagation rules while switching
the roles of nodes and edges. The method attains about 0.79
AUC score at most on the Tox21 dataset when tested under
various splitting scenarios. Zhou et al. proposed Uni-Mol [13],
a framework that incorporates the pretraining of transformers
in order to use 3D information. It was evaluated on Tox21 as a

downstream task and outperformed several methods, achieving
an ROC-AUC score of 0.796.

Graph Multiset Transformer (GMT) [14] adopts a novel
pooling method wherein multi-head attention is used for
learning node interaction based on task relevance. An AUC
score of about 0.773 was obtained on Tox21. Meta-MGNN
by Guo et al. employs meta-learning to learn molecular rep-
resentations under few-shot settings. It uses pretrained GNNs
and leverages additional tasks to be optimised. When tested
on Tox21, an AUC score of 0.769 was obtained under the
one-shot setting and about 0.78 under the five-shot setting,
outperforming several baseline models. However very few
works have obtained significant results in few shot domain
with graphs.Chen et al. in [16] achieves an average ROC-AUC
score of 0.757 employing the Mean Teacher Semi-Supervised
ML Algorithm, which is a 6% increase over GCN models
trained using supervised and conventional ML techniques.
However for low data scenarios, very few works have been
able to get significant results.

IV. TOX21 DATASET

Tox21 is a dataset containing measurements of toxicity of
12 thousand molecules against 12 target proteins. It aims to
help analyse the performance of models in predicting the
biochemical activity of compounds using their chemical struc-
ture. We use the AhR sub-dataset from Tox21 that focuses on
chemicals’ interactions with this Aryl hydrocarbon Receptor,
a ligand-activated transcription factor that is essential for the
toxic response to toxins and medications. The dataset is open
source and can be downloaded from Tox21 AHR1.

Each chemical compound in this collection is represented
as a graph, with atoms serving as nodes and chemical bonds
between atoms serving as edges. Molecules’ structural infor-
mation is preserved in the graph representation, making it ideal
for GNN-based approaches that can efficiently handle graph-
structured data. By learning from the graph structure and asso-
ciated node features, GNNs can discern complex relationships
and identify key structural characteristics associated with toxic
and non-toxic compounds.

V. BASELINE MODEL

The initial configuration we are evaluating serves as the
baseline, which is the standard GCN + AS-MAML model
utilizing the few-shot learning setup detailed earlier. While we
remain consistent with the framework described in the paper,
there is one notable difference: we do not employ distinct
classes for training and validation. This configuration consists
of three successive layers: a GCN convolution layer, followed
by a TopK Pooling Layer [17], each with a hidden layer
dimension of 128. The Baseline Architecture is shown in Fig.1,
has a validation accuracy of 65.02% and an AUC-ROC value
of 0.732 on Tox21 AhR data.

1http://bioinf.jku.at/research/DeepTox/tox21.html
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Fig. 1: The image illustrates the baseline sub-architecture.The
resulting output vector is subsequently fed into a binary
sigmoid classifier. The obtained Node Information Score is
utilized by the FSL Reinforcement Learning Agent to optimize
gradients and weights, thereby achieving a faster convergence
rate.

Fig. 2: Proposed sub-architecture of FLAG+GCN based clas-
sification model.

VI. PROPOSED ARCHITECTURES

In this research paper, we introduce and empirically evaluate
three distinct architectural frameworks, each of which outper-
forms the baseline model in terms of achieved results. These
three novel architectures systematically introduce variations
across distinct components of the baseline model’s structure
the body, the input and the output, enhancing the model’s
capacity to capture intricate patterns and further enriching its
learning capabilities.

A. Augmenting Input data using FLAG

1) Architecture: The first suggested setting adds a prepro-
cessing step of FLAG in order to augment the data being fed
into the model as shown in Fig.2. This adds perturbations
to node features and provides greater variations in novel
tasks available for few-shot learning. The aim of FLAG is
to generate additional realistic graph instances that maintain
the underlying distribution of the original data, effectively
expanding the dataset and boosting model generalization.

Fig. 3: A comparision of validation accuracy for GCN vs
GCN+Flag method.

Fig. 4: A plot of ROC score for GCN vs the proposed
GCN+FLAG sub-architecture.

2) Experimental Results: As shown in Fig.3 and Fig.4, we
observe significant improvement in performance on the use
of FLAG. This could be because it preserves the structural
integrity of the graphs since only node features are modified.
Tox21 is a molecular dataset where random changes in struc-
ture may not be realistic. Also, certain constraints are imposed
on the perturbations, further improving reliability. FLAG has
been found to be effective for discrete features which are
commonly encountered in molecular data. In addition to this,
FLAG improves generalization, robustness and data diversity,
and is computationally efficient with validation accuracy of
70.68% and validation AUC-ROC score of 0.806, both of them
greater than the baseline GCN model.

B. Replacing GCNs with GINs

1) Architecture: The proposed novel architecture (Re-
fer Fig.5) introduces a modification to the AS-MAML
algorithm[5] by replacing the three Graph Convolutional Net-
work (GCN)[7] components with three Graph Isomorphism
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Fig. 5: Proposed sub-architecture of GIN based classification
model.

Fig. 6: A plot of validation accuracies of the baseline and the
proposed GIN sub-architecture.

Network (GIN) convolution operators. The GIN operator is
anticipated to offer enhanced expressibility, resulting in im-
proved hidden layer embeddings compared to the original
GCN-based approach. In the forward() operation of the GIN
model, a multi-layer perceptron (MLP) is employed, compris-
ing four hidden layers, each containing ten perceptrons. The
output layer, consistent with the GCN model, consists of 128
perceptrons.

2) Experimental Results: In the GIN model, we observed
significant improvements in validation accuracy and ROC
AUC score compared to the baseline GCN model, even at
an early stage. The final validation accuracy of 73.23% as
shown in Fig.6 and ROC score of 0.816 as shown in Fig.7
can be attributed to the enhanced expressiveness of the Graph
Isomorphism Network Operator utilized in GIN. Notably,
this improved accuracy is consistently maintained over the
course of 150 epochs, suggesting that while GIN may not
necessarily provide an advantage in achieving higher-quality
training results, it excels at capturing relevant task information
with fewer epochs.

C. Enhanced Aggregation and Extraction using Weighted
Multi Headed Attention (MHA).

Fig. 7: A plot of ROC score for GCN vs the proposed GIN
sub-architecture.

Fig. 8: Proposed sub-architecture of GCN+MHA based clas-
sification model.

1) Architecture: The final setting as shown in Fig.8, in-
volves adding a Multi Attention Head (MAH) mechanism as
an operator in the last part of the AS-MAML model. The
baseline GCN carries out a normal aggregation of the outputs
of the Relu layers and passes it to a binary classification
network as displayed in the baseline figure above which
might be unable to extract all necessary information or give
weightage to the important ones. By inculcating a MAH layer,
we attempt to change this fact and try to make the best out of
the convolutions. MAH takes these three values as input to the
Key, Value and Query fields to identify patterns of significance.
The weight factor “w” adds an extra bias to the inclusion of
the attention layer while performing regularization.

2) Experimental Reults: Upon examination of the graphs
presented in Fig.9 and Fig.10, it becomes evident that the
adapted model consistently outperforms the baseline coun-
terpart during the validation phase. The GCN+MAH model
achieves a notable validation accuracy of approximately
69.62%, showcasing a significant improvement over the base-
line’s attainment of 65%. Additionally, a discernible discrep-
ancy of 0.055 units is observed in the AUC-ROC values,
further substantiating the effectiveness of the modified ar-
chitecture. This enhanced performance of the GCN+MAH
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Fig. 9: A plot of validation accuracies of the baseline and the
proposed GCN+MAH sub-architecture.

Fig. 10: A plot of ROC Score of the baseline and the proposed
GCN+MAH sub-architecture.

model can be attributed to the model’s abilty to simultaneously
consider multiple attention patterns, enabling it to capture
intricate data relationships and patterns more effectively. The
experiments have been carried out with the weight factor “w”
having a value of 0.4 which is another hyper parameter that
we introduce.

VII. DISCUSSION AND EVALUATIONS

Within this section, we elaborate on the training regimen
and specifications pertinent to Few-Shot Learning (FSL),
followed by a comprehensive evaluation of their collective
outcomes along with an exhaustive assessment of the best
method employed.

A. Few Shot Learning Specifications

In Table I, we list some of the common tunable parameters
in a few shot learning scenarios and state the settings used for
our testing.

Fig. 11: Plot of validation accuracy for baseline and all three
proposed sub-architectures.

Fig. 12: Plot of ROC score for baseline and all three proposed
sub-architectures.

B. Comprehensive Analysis

Table II and Fig.11, Fig.12, highlight the enhanced express-
ibility and feature representation ability of GIN operators,
attention modules and data augmentation algorithms.

By adopting these modified architectures, which have the
potential to advance the state-of-the-art results. We anticipate
achieving improved performance and predictive capabilities in
the context of the AS-MAML algorithm for few-shot learning
tasks, particularly in toxicological classification of molecular
compounds.

GIN’s superiority is attributed to its order-agnostic aggrega-
tion operation, which ensures robustness and insensitivity to
changes in node positions. In contrast, GCN’s performance is
influenced by the order of nodes in the neighborhood, making
it more sensitive to node ordering. Another aspect contributing
to GIN’s efficacy is its higher expressiveness compared to
GCN. While GCN focuses on local information within fixed
neighborhoods, it faces limitations in capturing higher-order
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TABLE I: Tunable Parameters and Values for FSL setting

Tunable Parameter Significance Value in Experiments
Train Shot The number of labeled examples from the training set used for adapting the model during the

few-shot learning process.
10

Validation Shot The number of labeled examples from the validation set used for fine-tuning or evaluating the
model during the few-shot learning process.

10

Train Query Set The set of unlabeled examples from the training set that are used for prediction or evaluation
after model adaptation.

15

Validation Query Set The set of unlabeled examples from the validation set that are used for prediction or evaluation
after fine-tuning or model evaluation.

15

Epochs Count of how many times the full dataset was run through the model during training. 150
Learning Rate (Outer Loop) A hyperparameter that determines the step size or rate at which the model’s parameters are

updated during the training process.
0.001

Learning Rate (Inner Loop) A hyperparameter that determines the step size or rate at which the model’s parameters are
updated during the inner loop training process.

0.01

TABLE II: The table presents a detailed comparison between the accuracy and ROC values of the proposed methods.

Model and Algorithm Validation Accuracy ∆ Accuracy Score ROC-AUC Score ∆ ROC-AUC Score
GCN (Baseline) 65.02 % - 0.732 -
GCN + FLAG 70.68 % +5.66 % 0.806 +0.074
GIN 73.23 % +8.21 % 0.816 +0.084
GCN + MHA 69.62 % +4.6 % 0.787 +0.055

graph structures. Conversely, GIN’s iterative message passing
mechanism enables it to encompass more intricate and global
structural patterns, making it more adept at handling complex
molecular graphs.

Moreover, GIN’s passing of the Weisfeiler-Lehman (WL)
test [18], a theoretical measure of a GNN’s expressive power,
further validates its strength as a graph neural network.
The WL test checks whether a GNN can differentiate non-
isomorphic graphs with the same initial node labels. GIN’s
successful performance on this test showcases its stronger rep-
resentational capacity compared to GCN and other methods.

Nevertheless, it’s essential to acknowledge that the efficacy
of GNN architectures may vary based on the specific dataset
and task, with hyperparameter tuning and data preprocessing
also impacting their overall performance.

VIII. CONCLUSION

In conclusion, the GIN method presented in this research
paper establishes a new benchmark in drug discovery and
toxicity prediction using the Tox21 data, exhibiting remarkable
improvements of 8.21% in accuracy and 11.4% in ROC
performance compared to existing GCN methods. Moreover,
its exceptional performance in low labeled data scenarios, sur-
passing all other given methods, underscores its robustness and
practicality. This novel approach holds immense promise for
researchers and practitioners in pharmaceutical and chemical
industries, providing valuable insights and advancements in
these fields while inspiring further exploration and adoption
of graph neural network-based methodologies for addressing
real-world challenges
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Abstract—The Artificial Intelligence (AI) and Machine Learn-
ing (ML) techniques have been revolutionizing many subjects.
The AI-empowered methods such as Reinforcement Learning
(RL) and Deep Learning (DL) have been employed for various
aspects of cell mechanics. This work reviews the state of art
of AI and ML technologies that have been used to describe,
analyze and predict the mechanics of cells as well as the use of
numerical methods for cell mechanics. This review also considers
the impact of utilizing physical constraints on the AI and ML
models aiming at improved convergences during the training and
validation phases. At the end, we will provide a statistical analysis
of the reported studies and a discussion on the current challenges
and future possibilities

I. INTRODUCTION

THE DYNAMICS and structure of living cells are man-
aged by the physical properties of the cytoskeleton [1].

But the cytoskeleton is the combination of complex bio-
chemical circuits which controls its spatial organization and
dynamics [2]. Untangling this interplay between biochemi-
cal and mechanical constraints is the major challenge faced
when studying the physical biology of the cell. Traditional
modeling techniques are learned mainly on intuition built
on classical continuum mechanics, where conservation and
symmetries laws control the variables which arise in these
models and equations they follow [3]. However, cells are
hierarchical, non-equilibrium dynamics, relying instead on
distributed enzymatic activity, and non-classical structures [4].
Therefore, such characteristics may complicate system param-
eterization and coarse-graining with regard to a few collective
simply-understood variables [5]. Although we have remarkable
progress and research in the area of physical biology, but it is
difficult to accurately predict the mechanical response of cells
to biochemical perturbations.

Artificial Intelligence (AI) and Machine learning (ML)
algorithms have the potential to overcome some of the key
challenges faced by conventional modeling techniques by
learning models directly from the statistics of data [6]. These

modern technologies have useful applications in diverse areas
like communication [7], [8], dynamic treatment regimes [9],
risk management during nuclear examination [10], rehabili-
tation [11], health monitoring [12] The use of AI and ML is
transforming the way biologists do research, demonstrate their
findings, and utilize them to address problems in the field [13],
[14] and many more. As science along with other fields have
been becoming more interdisciplinary, researchers are taking
benefits of AI and ML to solve challenging and emerging
problems in cell mechanics and biology. The application of
ML especially of Reinforcement Learning (RL) and Deep
Learning (DL) in solving an array of research problems like
drug discovery, genome analysis, classification of cellular
images, and in correlating the genome and image data to
electronic medical records. Moreover, AI-powered algorithms
have other applications including protein function prediction,
analysis of genome-wide association studies to investigate
markers of disease, high-throughput microarray data analysis,
and enzyme function prediction. In addition, modern AI and
ML technologies have assisted the discovery of tools which
are solving challenging research problems such as cell profile,
DeepVariant, and Atomwise.

The objective of this work is to study cell related issues us-
ing AI and ML approaches to characterize the different aspects
of the phenomena and highlight the mechanical, thermal, and
chemical properties of the systems under scrutiny. The work
is structured in different research lines to investigate the topics
such as:

1- Analysis of discrete models at the microscale based on
elements that exhibit multistability to study how the micro-
scopic details are responsible for emergent phenomena at the
meso and macroscale.

2- Study of the complex response of the cells’ systems
across the scales using AI and Finite Element-based numerical
methods.

3- Studies related to experimental validation on adhered cell
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cultures characterizing elastic properties, surface topography
and adhesion phenomena of cells under specific load condi-
tions to confirm the theoretical outcomes about the mechanical
behavior.

4- Study of physics-based machine learning techniques that
include information obtained from the developed models and
the experimental validation and optimize the training phase
to improve the output and predictive capabilities of these
methods.

After a brief introduction on the scope of this work in
section I, we will present an overview of the AI tools in
section II. The section III will be the main section where
we will present diverse applications of AI for cell mechanics.
Then in the discussion section, we will present some of our
findings and we will close this study with concluding remarks
in section VI.

II. AI POWERED TECHNIQUES

In this section, we will introduce various AI technologies as
also indicated in the Figure 1 that can be utilized for different
aspects of cell mechanics.

A. Neural Networks

Neural networks (NNs) are computational models inspired
by the human brain’s ability to process information. They
comprise interconnected units known as neurons, organized
into layers: input, hidden, and output. These neurons engage
in a learning process where they adjust their behavior based
on the data they receive. Inputs are represented by numerical
values, these are fed into neurons to convey features of the
data. Each input is assigned a weight, signifying its impact
on the neuron’s output. These weights are adjusted during
training to optimize the network’s performance. A constant
value known as bias is added to the weighted sum of inputs,
allowing the neuron to learn even when inputs are zero.
It helps in avoiding scenarios where the network would be
overly influenced by certain features. Activation function is
applied as a non-linear transformation to the weighted sum
and enables neurons to learn intricate patterns in the data. This
non-linearity is crucial for the network to capture complex
relationships and avoid being limited to linear mappings.

B. Convolutional Neural Networks (CNNs)

CNNs are advanced forms of NNs tailored for grid-like
data, such as images or audio. Filters or convolutions are
used in CNNs to extract meaningful features from the input.
A conventional CNN consists of some convolutional layers,
then some pooling layers, and also fully connected layers.

The convolutional layers use filters to extract features from
the input data such as textures or edges. While the use of
pooling layers in CNNs is to minimize the dimensionality of
the data, avoiding overfitting and simplifying the information.

Finally, the function of fully connected layers in CNNs
is the features extraction by convolutional layers for final
predictions.

Fig. 1. An overview of AI-powered tools

Fig. 2. A demonstration of RL workflow [15]

C. Transfer Learning

Transfer learning is a technique where a pre-trained model
is used as a starting point for a new task. The idea is to
leverage the knowledge the model gained from a previous task
to improve performance on a new task. The pre-trained model,
often a deep neural network trained on a large dataset like
ImageNet, is modified for the new task by adding or replacing
layers. Only the weights of the new layers are trained using the
new dataset. Transfer learning is useful when the new dataset
is too small to train a model from scratch. The new dataset
is different but has some similarities to the original dataset.
It has proven effective for tasks like image classification,
object detection, and natural language processing, as it reduces
the time and resources needed for training while enhancing
performance on new tasks.

D. Reinforcement Learning

Reinforcement Learning (RL) is a type of machine learning
where a computer program learns by taking actions in a given
environment as also demonstrated in the Figure 2. It is similar
to playing a game where you try different moves to get
the highest score [16]. In RL, the program explores actions,
learns from the results, and aims to make smart decisions to
maximize its overall success.

112 COMMUNICATION PAPERS OF THE FEDCSIS. BELGRADE, SERBIA, 2024



Fig. 3. Structure of the neural network used for the Deep Q-learning
Network [18]

In a RL framework an agent has to interact with the given
environment. The environment contains a set of states where
a state at time t can be represented as St as also shown
in the Figure 2. The agent has to choose an action at time
t, represented as At out of set of actions for a state St

and for each action, the environment returns a reward to the
agent which helps an agent to learn and act optimally in
an environment. An RL Agent is the program or "player"
that makes decisions in the virtual world. Environment is the
virtual world where the agent takes actions. Each environment
contains different situations or states and the choices the
agent can make in those situations are known as actions. The
environment returns a reward against each action taken in a
state.

The agent starts by randomly trying actions and learning
from the outcomes. At first, it doesn’t know much about the
environment, but with each attempt, it figures out what works
and what doesn’t [17]. Over time, it gets better at choosing
the best actions in different situations. The ultimate goal is to
have a strategy (policy) for making the best decisions in any
state of the environment. For example, consider the Multi-Arm
Bandit (MAB) problem where we have many slot machines.
The agent’s goal is to learn which machine gives the best
reward. It’s a simplified RL scenario with only one state, and
the agent balances between trying new machines (exploration)
and sticking to the best one (exploitation). An advanced form
of the RL is the use of NN to accomodate a larger state
space environment. One such widely used algorithm is Deep
Q-Network (DQN) as also demonstrated in the Figure 3.

III. AI FOR CELL MECHANICS

In this section, we will present some recent and interesting
applications of AI in cell mechanics.

Authors in [19] develops interpretable machine learning
models of cell mechanics from protein images and neural
networks (NN) are used to predict traction forces from a
single focal adhesion protein field. NN generalize to unseen
biochemical perturbations, cell types and cells. Agnostic as
well as physics-constrained methods learn interpretable rules
for prediction. A DCell is developed in [20] which is a visible
NN embedded in the hierarchical structure of 2,526 subsys-
tems that encompasses an eukaryotic cell. DCell after training
on millions of genotypes, can simulates cellular growth with

good accuracy. This framework offers a foundation to decode
the drug resistance, genetics of disease, and synthetic life.

Similarly, Deep RL (DRL) are exploited in [21] to in-
fer collective cell behaviours and cell–cell interactions in
tissue morphogenesis from 3D time-lapse images. Authors
use hierarchical DRL to examine cell migrations from the
images with an ubiquitous nuclear label. The hierarchical DRL
method HDRL reveals a modular, multiphase organization
of cell movement to Caenorhabditis elegans embryogenesis.
A hybrid RL model is employed in [22] to guide process
control efficiently. A probabilistic knowledge graph framework
is created characterizing the science and risk-based under-
standing of quantifying inherent stochasticity and biomanu-
facturing process mechanisms. The proposed model can assist
in learning from heterogeneous process data. Authors also
used computational sampling technique to produce posterior
samples quantifying model uncertainty while Bayesian RL is
utilized for model uncertainty and inherent stochasticity for
dynamic decision making.

A DRL method is introduced in [23] to study cell movement
in the embryonic development of C.elegans. This agent based
modeling mechanism captures the complexity of cell move-
ment patterns in the embryo and addresses the local optimiza-
tion issues. The model is tested with the rearrangement of the
superficial left-right asymmetry and anterior movement of the
Cpaaa cell via intercalation. A generic framework based on RL
and convolutional NN is introduced in [24] to study navigation
rules during cell migration. The proposed system uses a
flexible model-free method that directly accepts raw images
to the sensory input. The framework manages simulation
scenarios involving cell division during embryogenesis.

Inverse RL is applied in [25] to analyze cellular hetero-
geneity. Authors showed the uses of inverse RL to datasets
containing cellular states and actions for inferring how each
cell selects actions in heterogeneous states. Authors have also
discussed the applications of inverse RL to three cell biology
problems. Moreover, the diverse uses of machine learning
methods in systems biology are discussed in [26]. Authors also
explored the combination of machine learning and mechanistic
modeling for systems biology.

Supervised machine learning and generative NN are com-
bined in [27] for patient-derived melanoma xenografts clas-
sification as “inefficient” or “efficient” metastatic. Moreover,
predictions are validated regarding melanoma cell lines with
unknown metastatic efficiency in mouse xenografts, and then
the network is used to produce in silico cell images that
improve the critical predictive cell features. The proposed
work demonstrates how the application of AI can assist in
the identification of cellular attributes that are predictive of
integrated cell functions and complex phenotypes but are too
abstruse for a human expert to identify. A computational
framework using machine learning is developed in [28] for
individual cell’s deformability investigation. This system can
reproduce a physical microfluidic. The datasets for the training
and testing are produced with high-fidelity fluid-structure
interaction simulations.
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Similarly, in another work [29], machine learning is applied
for extraction of the cellular force distributions from the
microscope images. The authors divided the process into three
stages. Initially, cells are cultured on a special substrate to
measure the cellular traction force and the corresponding
substrate wrinkles simultaneously. Then, the extraction of
wrinkle positions from the microscope images is performed.
At the end, machine learning model is trained with generative
adversarial network by using input and traction field images.
An analysis pipeline using deep learning is considered in
[30] to perform classification of cell morphometric pheno-
types from multi-channel fluorescence micrographs. Authors
illustrated classification of definite morphological signatures
observed when epithelial or fibroblasts cells are available with
distinct extracellular matrices using residual NN with squeeze-
and-excite blocks.

The intersection between cellular image analysis and deep
learning are investigated in [31]. The authors studied about
augmented microscopy, object tracking, image segmentation,
and image classification. Taxol and cytochalasin D are known
chemicals for interaction with the cytoskeleton and affect the
cell motility and morphology. Therefore, quantitative mea-
surements of the influence these two chemicals on human
neuroblastoma are presented in [32]. The authors have de-
signed customized deep learning and encoder-decoder based
cell detection and tracking mechanisms.

The authors of [33] analyzed signal processing techniques
such as matched filtering and spectral filtering of the video sig-
nal for detection of cellular micromotion. Moreover, they also
considered 1D and 3D convolutional NN acting on pixel-wise
time-domain data. An interesting and useful software package
is proposed in [34] for cell tracking. The software package
contains a manual tracking function, a pattern matching based
sequential search-type tracking function, and a conventional
tracking function composed of link processing and recognition
processing. A deep learning based recognition function is also
part of the package which is useful for several targets including
stain-free images.

A foundation work has been done in [35] to promote genetic
research and cellular biology. The authors constructed a novel
model called scGPT for single-cell biology. The model is
based on a generative pretrained transformer using a repository
of more than 33 million cells. The scGPT efficiently distills
critical biological insights concerning cells and genes. The
model is useful but it can be optimized to obtain better perfor-
mance across different downstream applications with further
use of transfer learning. For example, transfer learning is used
in [36] for data denoising in single-cell transcriptomics. Single
cell RNA sequencing data are sparse and noisy. Therefore,
authors used transfer learning across datasets to improve the
quality of the data. A Bayesian model is coupled with a deep
autoencoder to extract transferable gene-gene relationships
across data from labs.

A data-integration infrastructure consists of deep gener-
ative models and adversarial training is proposed in [37]
for both supervised and unsupervised integration of multiple

Fig. 4. Distribution of reported studies: Publication year

batches. The authors employed six real bench-marking datasets
to show that the proposed framework can address critical
challenges including conservation of development trajectory,
large number of batches, nested batch-effects, and skewed
cell type distribution. Moreover, 1 million cells dataset are
utilized to illustrate that the given framework can perform
atlas-level cross-species. Similarly, authors in [38], consider
the generalizability of another AI tool such as natural language
processing in single-cell genomics. The authors found the
necessity for careful consideration of data distribution and
presented a subsampling method to overcome the effect of
an imbalanced distribution.

A symbolic data modeling approach “Evolutionary Polyno-
mial Regression,” is adopted in [39]. The technique integrates
genetic programming paradigm with regression capabilities to
derive explicit analytical formulas. The authors have presented
the main benefits of our multiscale numerical approach using
spider silk case. Similarly, the authors in [40] suggest that
integration of multiscale modeling and ML can offer new
insights into disease mechanisms, assist in identification new
targets and treatment plans, and help in decision making to
benefit of human health.

In an interesting work of [41], the authors proposed a
reduced order method for active force generation in cardiomy-
ocytes. The model is designed by ML of a physics-based high-
fidelity model. The authors trained an ANN within a grey-
box technique. Then they validate the model under various
pathological and physiological cell conditions.

IV. DISCUSSION

This section highlights the key points by discussing chal-
lenges and future directions. We have also reported in the
Figure 4, a distribution of the studies that we analyzed in
Section III according to their publication year

We found after an in-depth study that the AI technologies,
particularly Reinforcement Learning (RL) techniques can be
used for the development of optimal decision support agents
able to assist in the definition of models’ features, such as the
topology, and the prediction of some dynamics in single cell
and cell aggregates (cell adhesion, growth, and remodeling).
We observed that RL algorithms are much more focused on
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goal-oriented learning from interaction with the environment
(system to control) than other machine learning approaches.
Next we outline the list of our key findings:

• Deep RL (DRL) can be used to infer cell–cell interactions
and collective cell behaviors in tissue morphogenesis
from three-dimensional (3D) time-lapse images. In par-
ticular, Hierarchical DRL, which is known for multiscale
learning and data efficiency, can be applied to examine
cell migrations based on images with a ubiquitous nuclear
label and simple rules formulated from empirical statistics
of the images.

• Hybrid model-based RL can be employed for cell therapy
manufacturing process control. Specially, hybrid model-
based Bayesian RL approaches, accounting for both in-
herent stochasticity and model uncertainty are useful to
guide optimal, robust, and interpretable dynamic decision
making.

• Deep learning can be used to model the hierarchical
structure and function of a cell.

• Cell movement in the early phase of Caenorhabditis
elegans development is regulated by a highly complex
process in which a set of rules and connections are
formulated at distinct scales. We found that the DRL
method can be utilized within an agent-based modeling
system to characterize cell movement in the embryonic
development of C.elegans.

• Cell migration modeling is a longstanding biological
challenge, which is regulated by a highly complex set of
regulatory mechanisms at multiple scales in a develop-
mental system. We can use RL and convolutional neural
networks to better study navigation rules and mechanisms
during cell migration.

• Inverse RL can be integrated into data-driven mecha-
nistic computational models. Inverse RL can be applied
to datasets to infer how individual cells choose differ-
ent actions based on heterogeneous states. Inverse RL
techniques also have potential applications in three cell
biology problems.

• We observed that including physical information in ma-
chine learning approaches can be useful to optimize the
training phase and improve the output and prediction
power of the methods. This is due to fact that some-
times established RL methods may have limitations in a
scenario like: i) definition of the goal that in this case is
a set of goals (i.e., structural equilibrium, local stiffness
of structures, etc), ii) incorporation of initial knowledge
such as a basis topology derived from biological images,
iii) dimension of the state-space, and iv) interplay in cell
aggregates.

• Deep RL approaches have application in studying
cell–cell interactions and collective cell behaviors. Sim-
ilarly, deep RL method can be utilized within an agent-
based modeling system to characterize cell movement in
the embryonic development of C.elegans.

• Bayesian RL techniques which account for both inherent

stochasticity and model uncertainty are useful to guide
optimal, robust, and interpretable dynamic decision mak-
ing. Similarly, Deep learning and neural networks can be
used to model the hierarchical structure and function of
a cell.

• Moreover, RL and convolutional neural networks are
suitable to study navigation rules and mechanisms during
cell migration. Lastly, Inverse RL can be integrated into
data-driven mechanistic computational models. Inverse
RL can be applied to datasets to infer how individual cells
choose different actions based on heterogeneous states.

V. CONCLUSION

This review has presented an overview of the use of artificial
intelligence and machine learning for various aspects of cell
mechanics. We also analyzed applying physical constraints on
the AI and ML models in order to obtain better convergences
during the training and validation phases. We observed that
the AI technologies such as reinforcement learning techniques
can be used for the development of optimal decision support
agents able to assist in the definition of models’ features,
such as the topology, and the prediction of some dynamics
in single cell and cell aggregates (cell adhesion, growth, and
remodeling). We noted that RL algorithms are much more
focused on goal-oriented learning from interaction with the
environment (system to control) than other machine learning
approaches.
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Abstract—With the growing use of RFID systems in IoT
environments, it is crucial for these systems to be highly efficient,
reducing costs while also maintaining functionality. As technology
evolves, adversaries’ capabilities also increase, highlighting the
necessity to consider all potential vulnerabilities that could
be exploited, especially in terms of security and privacy. One
particular case requiring attention is the use of temporary
variables, which can inadvertently provide valuable information
to an adversary. This scenario will be exemplified and addressed
through the case of an RFID mutual authentication scheme
designed for the healthcare field.

I. INTRODUCTION

ONE essential concept that emerged in the last few years
is the Internet of Things (IoT), which defines a revolu-

tionary way of interacting with technology.
As the demand for appropriate devices that can implement

IoT increased, RFID systems emerged as a potential solution
due to their versatility based on specific architectures. RFID
tags range from simple passive ones with minimal compu-
tational complexity (but also low production costs) to more
complex, smart tags designed to perform various functions.

These considerations led to a significant increase in the
number of patents and research papers on this subject [13].
One of the most exploited subdomains is represented by
authentication protocols. As the number of proposed protocols
is constantly growing, the technology and requirements change
and it can be hard to maintain a detailed insight into the secu-
rity and privacy requirements of such schemes. This led to the
existence of many schemes incapable of achieving satisfactory
privacy and/or security for real-life use. Key reason for this is
the lack of suitable adversarial models in the analysis of the
proposed protocols.

Contribution: The purpose of this paper is to draw attention
to the privacy issues associated with RFID schemes and
emphasize the necessity for a suitable model in analyzing se-
curity and privacy. This paper will focus on the vulnerabilities
emerged from the use of global temporary variables. As such,
we analyze the scheme presented in [8] using the Vaudenay
model, one of the most notable security and privacy models
for RFID systems. The vulnerabilities identified through this
analysis will be highlighted. Additionally, we will address
these problems and propose enhancements to improve the
privacy of the scheme.

Paper structure: The current paper is structured in four
sections. Section 1 contains the introduction. Section 2 sum-
marizes one of the widely accepted security and privacy
RFID models, the Vaudenay model. Section 3 focuses on
the protocol to be analyzed. The protocol will be briefly
described, followed by an analysis of potential attacks on the
scheme. Finally, Section 3 will discuss enhancements aimed
at improving the privacy of the scheme. The final section
concludes the paper.

II. THE VAUDENAY MODEL

As RFID systems tend to be used on a larger scale, there
is a need to find a balance between reducing costs in the
manufacturing and utilization of tags and adhering to security
requirements. Since implementing strong cryptographic algo-
rithms would be costly and impractical for tags used at a larger
scale, the focus has shifted towards finding solutions that take
into account the inevitable risks to which such a system is
exposed [7].

The most important attributes for an RFID system to main-
tain are privacy and security, as highlighted in various papers
[1], [4]. Different concerns regarding these properties arise due
to constraints imposed on the computational power of the tags.

From this perspective, the security and privacy model used
in the analysis is crucial for defining an RFID scheme.
Many models have been proposed to offer generality and
suitability for simulating practical risks. Among these, two
widely accepted models are the one proposed by Vaudenay in
[1] and its extension for mutual authentication resulting from
collaboration with Paise in [2], as well as the model proposed
by Hermans et al. in [3] and its extension for multiple readers,
included in [4]. The model proposed by Hermans et al. will
be referred to as the HPVP model, based on the initials of its
authors.

This section will conduct a summary of the Vaudenay
model.

A. RFID System

An RFID system is defined by the existence of two main
components:

• T - the set of tags (with the role of transponders), de-
vices characterized by limited memory and computational
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power; each tag has a corresponding unique identifier
(ID) stored in the database of the reader; every tag stores
its own state S, which may or may not include the
associated ID ;

• R - the set of readers, which have the role of transceivers
(devices that both transmit and receive signals); in most
cases, the focus is on the situation where there is only
one reader;

As described in [1], we should also consider the three main
algorithms which are necessary for an RFID system:

1) SetupReader(1 k ): using k (the security parameter), the
pair (public key (KP ), secret key (KS )) of the reader is
generated;

2) SetupTagKP (ID): for the tag with the identifier ID , the
initial state is provided and stored in the memory of the
tag and the corresponding secret of the tag is generated
and added alongside the ID in the database of the reader
if the tag is legitimate;

3) Protocol : the protocol between the reader and the tag,
which ends with an Output from the reader (⊥ if the tag
is not legitimate and ID if the tag is legitimate);

For an RFID scheme, the Output should be correct with
overwhelming probability, meaning that for a legitimate tag
the output is ID , otherwise being ⊥.

B. Adversarial Model

The adversary is defined as an algorithm which can interact
with the RFID system on the basis of the following oracles:
CreateTagb(ID): Based on the value of b, a legitimate (b =

1) or a illegitimate (b = 0) tag is created. This oracle
calls SetupTag and in the case of a legitimate tag, it is
added in the central database. If the value of b is omitted,
it means b = 1.

Launch()→ π: This oracle launches a new protocol session
denoted by π.

DrawTag(d)→ (vtag1 , b1 , ..., vtagn , bn): This oracle takes
a probability distribution d as input and, based on that,
creates n virtual tags, each of them being associated to a
bit b, corresponding to the legitimacy of the tag. Already
drawn tags cannot be drawn again (the oracle returns ⊥).
⊥ is also returned if the tags given as parameters do
not exist. Together with this oracle, a hidden table T
is created to store the real identity of the virtual tags:
T (vtagi) = IDi , where IDi is the identifier of the real
tag referenced by vtagi .

Free(vtag): This oracles frees the virtual tag vtag .
SendTag(m, vtag)→ m

′
: This oracle is used to send a mes-

sage m to the tag denoted by the virtual identity vtag
and to get its response in the form of m

′
.

SendReader(m, π)→ m
′
: In the protocol session π, a mes-

sage m is sent to the reader and the response of it is
returned.

Execute(vtag)→ (π, transcript): This oracle simulates an
entire protocol session by initially calling Launch
and then using subsequent calls of SendReader and

SendTag . It returns the pair containing the session π and
the list of the successive protocol steps.

Result(π)→ a: This oracle is used for getting the result of
the protocol session π regarding the authentication status
of the tag. When the session is complete, if the tag is
not considered legitimate (the output is ⊥), it returns 0,
otherwise it returns 1.

Corrupt(vtag)→ S: This oracle is used for corrupting the
tag referred by the virtual identity vtag . The returned
value is the current state of the tag.

C. Adversary Classes

The Vaudenay model defines the following adversary
classes:

• weak adversary: cannot access the Corrupt oracle;
• forward adversary: if the adversary has used the
Corrupt oracle, then the only accessible oracle after that
is Corrupt ;

• destructive adversary: after a tag is corrupted, the tag is
considered destroyed (the adversary cannot interact with
it anymore);

• strong adversary: there are no restrictions imposed on
the use of the oracles;

Additionally, narrow adversaries represent adversaries that
do not have access to the Result oracle. This notion can be
combined with the ones mentioned above to construct the
following classes: narrow-weak, narrow-forward, narrow-
destructive, narrow-strong.

D. The Three Essential Properties

The paper [1] takes into account three cryptographic prop-
erties to be considered when analyzing an RFID scheme:

1) Correctness:
A scheme ensures correctness if it outputs the correct
result with overwhelming probability: if the tag with
the identifier ID is legitimate, the scheme outputs ID ,
otherwise it outputs ⊥.

2) Security:
Definition 4 from [1] states that the security of a scheme
is respected if a strong adversary has a negligible proba-
bility in determining a reader to identify an uncorrupted
legitimate tag with which it has not engaged in any
matching conversation. This is considered only in the case
of tag authentication. When mutual authentication occurs,
a tag should also only have a negligible probability of
authenticating a legitimate reader with which it didn’t
have a corresponding conversation [2].
Simple security refers to the same notion, but by restrict-
ing it to the situation in which the adversary cannot query
the Result oracle. Furthermore, the reader does not use
the database for the messages it transmits and also there
appear two new notions: a predicate R and a sampling
algorithm S, which would simulate the Result oracle.
In addition, it is possible that the entry of the tag in
the database to be updated by a different algorithm. For
simple security to be achieved it is mandatory to have
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simple tag authentication and simple reader authentica-
tion. Simple security implies security.

3) Privacy:
The notion of privacy is presented in Definition 6 and
Definition 7 from [1] and it is based on the notion of a
blinder for an adversary.
A blinder B for an adversary A represents a PPT algo-
rithm which has access to the messages to which A also
has access and simulates the following oracles for A:
Launch , SendReader , SendTag , Result . AB denotes a
blinded adversary, adversary that does not use the oracles
named above, rather those oracles are simulated by the
blinder.
A trivial adversary is an adversary for which exists B a
blinder with the property that

∣∣Pr[Awins]− Pr[AB wins]
∣∣

is negligible.
P-privacy: If every adversary in class P is trivial, then a
RFID scheme is considered P -private.

III. ANALYSIS OF THE SHARIQ ET AL. PROTOCOL

In their 2021 publication, Shariq et al. introduced the
SR2AP -DSC mutual authentication protocol, specifically
designed for use in the healthcare sector [8]. The authors
asserted that this protocol offers robust privacy and security
features. We selected this protocol for our analysis because
it clearly illustrates the vulnerabilities associated with global
temporary variables. Given its application in the medical field,
where privacy is critically important, it is crucial to scrutinize
any potential weaknesses. Highlighting these vulnerabilities is
essential to ensure that the protocol meets the high privacy
standards required in healthcare environments.

A. The Shariq et al. Protocol

1) Security Analysis: As the protocol is designed to be used
in the healthcare field, it is necessary to consider that private
patient data will be stored, thus requiring the modeling of
a suitable adversary. With these considerations in mind, the
Dolev-Yao model has been used as the baseline model for the
adversary, as presented in the work [11]. In this model, the
adversary is considered a legitimate user of the system, capable
of being both initiator and receiver in message exchanges with
a user A, while also having access to all messages passing
through the network.

Considering this, the authors resorted to the security and
privacy model based on indistinguishability proposed by Ouafi
and Phan in paper [9]. This model is based on the Juels-Weis
model [10], with certain differences, including those related
to the restrictions imposed on the adversary.

In the model, communication will take place between two
parties (T - the tag and R - the reader) during a session that
will end with the Accept result for each party if it considers
that the session has been conducted correctly, between the
appropriate entities. We will denote by S the unit consisting
of the server and the reader.

Two communicating entities are considered to be partners
if and only if both parties provide the Accept response to each
other, marking the completion of the session. (Definition 1
[9])

One of the participating parties in the protocol is considered
fresh at the end of the session if and only if: it has provided the
Accept output (even if it has or does not have a partner) and
neither the given instance nor its partner (if any) has received
a Corrupt query. (Definition 2 [9])
The adversary respects the described model and has access to
the following oracles:

Execute(S, T , i): Defines an eavesdropping attack, in which
the adversary A has access to the messages exchanged in
the session i between two honest parties S and T , also
having access to the shared secrets of the two parties.

Send(U ,V ,m, i): Defines an active attack which takes place
in the session i and it describes the situation when A
impersonates entity U and sends the message m to the
entity V (U and V are part of different categories: one
is a reader and the other one is a tag).

Query(T ,m1 ,m2 ): The adversary queries the tag T with the
message m1 and receives the message m2.

Block(A): It defines a Denial of Service attack with the
purpose of stopping the protocol execution or desynchro-
nizing the two parties.

Corrupt(T ,K ): Provides access to the secret key K
′

stored
in the memory of the tag to the adversary, thereby
allowing the adversary the opportunity to replace that key
with another one, denoted as K. This oracle is used for
modelling the property of forward privacy.

Test(T0 , T1 , i): This oracle does not refer to any of the
adversary’s abilities or to any real event, but defines the
notion of UPriv (untraceable privacy), a notion based
on the property of indistinguishability. If the entity has
responded with Accept and is offered a Test query, a
random bit b from {0, 1} will be chosen and the adversary
will get Tb, with the aim of discovering if they got T0 or
T1. For the UPriv property to be relevant, the Test session
should be fresh.

Definition 3 [9] describes the notion of untraceable privacy
more in depth:

UPriv refers to the game G between an adversary A and
different instances of tags or readers. The game contains 3
phases:

• Learning phase: the adversary can interact with S and
the two randomly chosen tags (T0 an T1) and can use
Execute , Send and Corrupt queries.

• Challenge phase: the adversary uses Test(T0 , T1 , i) and
sends it to the challenger who will choose the value b ∈
{0, 1}, corresponding to one of the tags. A can query
Execute and Send oracles (also Corrupt , but without
violating the freshness property) to help him guess which
tag they received.

• Guessing phase: the adversary will present b
′
, the index

of the tag they think they got.
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A’s success in winning the game (and thus violating the
UPriv property) is determined by the advantage the adversary
has in distinguishing between the two tags (compared to a
random choice between the two) and thus guessing the number
b. According to the above, this advantage can be expressed
mathematically as: AdvUPriv

A (K) =
∣∣Pr[b′ = b]− 1

2

∣∣, where
k is the security parameter.

2) The Authentication Protocol: The proposed protocol is
intended to be used in implementing an intelligent healthcare
system, in which tags are attached to both patients and med-
ical equipment, and the reader will transmit the information
obtained from the tags to the central server (trusted authority)
which will store the received data and perform the necessary
operations.

In the following parts, we will consider the reader and server
as a unit (reader-server unit), which we will refer to more
generally as the server and it will be denoted as S .

The protocol consists of two phases: in the first phase,
the system parameters are set, and in the second phase,
authentication is performed.

In the setup phase the parameters of the system are initial-
ized. The parameters are:

1) two large prime numbers: p (1024 bits) and q (160 bits);
2) the generator g with g ∈ (1, p− 1);
3) the shared secret key a with a ∈ (0, q);
4) the public key v ( v = g−a mod p);
5) ai - random number stored in encrypted form by the

server;
6) IDi (160 bits) - the ith tag identifier, stored in the memory

of the tag and in the database of the server;

The authentication phase consists of four steps:

1) Step 1: S → tagi : {C1}
In the first step, the server randomly chooses a non-
zero integer C1, which it sends to the tag with which
communication is established. This tag will be denoted
as tagi .

2) Step 2: tagi → S: {x1, x2,Authi}
This step consists of operations performed by the tag:
first, it will randomly choose two non-zero integers r1
and r2, and then these will be used to calculate the values
that will be transmitted to the server: x1, x2, Authi .
The two values x1 and x2 are computed as follows:
• x1 = gr1 mod p
• x2 = (r2 · v−r1) mod p

Now we will calculate e and y:
• e = h(r2 ||x2 ||x1)
• y = (r2 + ai · e) mod q

The last value to be computed is Authi :
• Authi = IDi ⊕ h(r2, C1, e, y)

The tag sends {x1, x2,Authi} to the server.
3) Step 3: S → tagi : {C2}

In the third step, the authentication of the tag is per-
formed.
The server will carry out the necessary operations to

extract the tag identifier from the received information
and will search the database for the obtained value.
Thus, we will calculate the values:
• S1 = x1

a mod p
• S2 = S1 mod p
• r2 = (x2 · S2

−1) mod p
• e

′
= h(r2 ||x2 ||x1)

• y
′
= (r2 + ai · e

′
) mod q

Using the previously computed values, IDi is computed:
• IDi = Authi ⊕ h(r2, C1, e

′
, y

′
)

The resulted value will be then searched in the database
and if it is found, the tag will be authenticated. Now the
server computes C2 and sends it to the tag:
• C2 = h(IDi , r2, C1, e

′
, y

′
,Authi)

4) Step 3: Authentication of the reader/server
The tag will compute the value C

′
2 using the known

values of the variables:
• C

′
2 = h(IDi , r2, C1, e, y,Authi)

If C
′
2 = C2, the reader-server unit is authenticated.

Thus, through these four steps and the properties of the
Schnorr Cryptosystem, mutual authentication between the
server and the tag is achieved. In the Fig. 1, the steps of
the protocol are summarized.

B. Failing to Achieve Privacy in the Vaudenay Model

The authors of the SR2AP -DSC protocol analysed its
security and privacy properties using the Ouafi-Phan privacy
model and proved that their protocol achieves good security
and privacy. The Vaudenay model, for which a summary was
provided in the second section, represents one of the most
influential models used in the analysis of RFID protocols,
being a stronger model than the Ouafi-Phan model in terms
of the abilities of the adversary in tag corruption.

This subsection will make an analysis of the protocol
according to the Vaudenay model, proving that the scheme
does not assure the necessary privacy properties.

Before moving forward, it’s important to take two notes on
the scheme. Firstly, the protocol exhibits linear complexity
when identifying tags, as each ai is unique for every tag
and session and its value is not sent to the reader/server.
Consequently, the server must iterate through all values in the
database. Secondly, the protocol lacks specification regarding
the update mechanism for ai and IDi after each session.
The manner in which this update occurs is essential to the
protocol, as failure to address it adequately could result in
desynchronization issues.

In the article [5], there are described five cases in which
an RFID protocol cannot assure privacy in the Vaudenay
and HPVP models. Based on this situations, five lessons are
formulated.

One scenario in which a scheme may fall is the use of
global temporary variables, which means variables which are
assigned at a certain step and then used at another step.
Regarding this situation, Theorem 3.1 [5] asserts that a
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Reader + Server Message Tag
{g, p, q, v, a} {IDi , p, q, v, ai}

Choose k ∈ Z∗, C1 = k
{C1}−−−→

Generate two integers r1, r2
x1 = gr1 mod p, x2 = (r2 · v−r1) mod p

e = h(r2 ||x2 ||x1), y = (r2 + ai · e) mod q
{x1, x2, Authi}←−−−−−−−−− Authi = IDi ⊕ h(r2, C1, e, y)

S1 = x1
a mod p, S2 = S1 mod p

r2 = (x2 · S2
−1) mod p

e
′
= h(r2 ||x2 ||x1), y

′
= (r2 + ai · e

′
) mod q

IDi = Authi ⊕ h(r2, C1, e
′
, y

′
)

C2 = h(IDi , r2, C1, e
′
, y

′
,Authi)

{C2}−−−→
C

′
2 = h(IDi , r2, C1, e, y,Authi)

If C
′
2 = C2, the reader is authenticated

Fig. 1. The Shariq et al. scheme.

scheme, where the computations conducted by the tag to deter-
mine reader authentication are not based on PUFs (Physically
Unclonable Functions) and the scheme uses global temporary
variables, then the protocol cannot simultaneously achieve
both mutual authentication and narrow-forward privacy within
the Vaudenay model. This limitation arises only when the ad-
versary has the capability to access global temporary variables,
thus leading to a scenario of temporary state disclosure.

The demonstration of the theorem offers a comprehensive
insight into the potential attack that can be mounted under
these circumstances. We will consider A to be a narrow-
forward adversary. The adversary will play the following
privacy game:

1) CreateTag(ID);
2) (vtag , 1) ← DrawTag(distribution);
3) π ← Launch();
4) {C1} ← SendReader(∅, π);
5) {x1, x2, Authi} ← SendTag({C1}, vtag);
6) {C2} ← SendReader({x1 , x2 ,Authi}, π);
7) S ← Corrupt(vtag);
8) The adversary obtains all the necessary values for com-

puting h(IDi , r2, C1, e, y,Authi) so they can decide if
the reader will be authenticated by the tag or not.

9) If the adversary considers the reader to be authenticated,
they return 0; otherwise, they return 1.

By corrupting the tag and considering that the temporary
state is also returned when corrupting the tag, the adversary
will obtain the following values: p, q, IDi , ai, r2 (it is stored
because it is used in two different steps), C1. Furthermore, e,
y and Authi will be also probably present, but there is also
the possibility that the tag recomputes them (if e and y are
not directly stored, it means that x1 and x2 are or that r1 is
stored and used in the future computations). In all of these
cases, the adversary has all the necessary values to compute
C

′
2 = h(IDi , r2, C1, e, y,Authi). If C

′
2 = C2, it means that

the reader will be authenticated by the tag.
For the scheme to achieve narrow-forward privacy, there

must exist a blinder B for the adversary A for which∣∣Pr[Awins]− Pr[AB wins]
∣∣ is negligible. From the logic

above, results that A will always output 0 in the case of a
legitimate reader. On the other hand, in the blinded privacy
game, because the blinder simulates Launch , SendTag and
SendReader , there is a high chance that this simulated reader
will not be authenticated, making it obvious for the adversary
which is the blinded game and which is the real one. For
the adversary to not differentiate between the two games, the
blinder should simulate the reader in such a manner to make
it hard for the adversary to distinguish between a real reader
and a fake one. This assumption would break the security of
the scheme.

This means, for the scheme to still ensure narrow-forward
privacy, it is necessary for the reader to not be authenticated. If
reader authentication is performed, the narrow-forward privacy
is lost.

As it was stated before, it can also be assumed that Authi
will also be present in the memory of the tag (as its value is
also needed in the fourth step). This would offer the adversary
the possibility to compare the stored Authi with the one sent
through the communication channel to differentiate between
the real and the blinded privacy game. The same logic can
also be applied to C1, as it too will be saved between the
steps, and it can also be used in the case when x1 and x2 are
stored, instead of e and y.

This analysis proved that the scheme cannot achieve narrow-
forward privacy and mutual authentication at the same time,
the problem being the use of global temporary variables, which
can be obtained by the adversary.

C. Improving the Protocol

As it was stated before, the use of global temporary
variables can represent an impediment in achieving narrow-
forward privacy at the same time as mutual authentication in
the particularly case of temporary state disclosure in Vaudenay
model, case which is plausible in the context of real-life
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Reader + Server Message Tag
{g, p, q, v, a} {IDi , p, q, v, ai, P , sC2

}

Choose k ∈ Z∗, C1 = k
{C1}−−−→

Generate two integers r1, r2
KC2

= P (sC2
)

x1 = gr1 mod p, x2 = (r2 · v−r1) mod p
e = h(r2 ||x2 ||x1), y = (r2 + ai · e) mod q

{x1, x2, Authi}←−−−−−−−−− Authi = IDi ⊕ h(r2, C1, e, y)

C
′
2 = h(IDi , r2, C1, e, y,Authi)⊕KC2

erase KC2
, r1, r2, e, y, x1, x2, Authi

S1 = x1
a mod p, S2 = S1 mod p

r2 = (x2 · S2
−1) mod p

e
′
= h(r2 ||x2 ||x1), y

′
= (r2 + ai · e

′
) mod q

IDi = Authi ⊕ h(r2, C1, e
′
, y

′
)

C2 = h(IDi , r2, C1, e
′
, y

′
,Authi)

{C2}−−−→
KC2 = P (sC2)

If C
′
2 ⊕KC2 = C2 =⇒ the reader is authenticated

erase KC2

Fig. 2. A PUF-protected variant of the Shariq et al. scheme.

conditions. One way to overcome this problem is presented
in [6].

The solution mentioned above is based on the use of Phys-
ically Unclonable Functions (PUFs) to protect the temporary
variables. PUFs can be described as having two components:
the input (challenge) and the output (response) generated
for the given input, a CRP (challenge-response pair) being
modelled. The response relies not only on the value of the
challenge, but also on the physical attributes of the object.
The most essential properties of PUFs are unpredictability,
physical unclonability and tamper-evidence. One problem that
may appear is the different response for the same challenge,
meaning that the PUF is not reliable/robust. There exist known
practical solutions to overcome this issue, but the supplemen-
tary overhead needs to also be taken into consideration [12].
Based on the above-mentioned characteristics and considering
the multiple analyses conducted on their properties [16], [17],
PUFs represent a suitable choice in the case of RFIDs.

In [6] it is proven that if a protocol achieves X-privacy
and mutual authentication in the Vaudenay model without
temporary state disclosure, it can be modified by adding
PUF computations to also achieve the same properties in the
Vaudenay model with temporary state disclosure.

For this purpose, ideal PUFs are used, being defined as a
function P : {0, 1}p → {0, 1}k (p, k - polynomial sized values
in the security parameter). This function needs to respect
two conditions: it is computationally indistinguishable from
random functions and also tampering with the object means
that P is destroyed. Supplementary, it is also considered that,
after being corrupt, the tag is destroyed (according to the
tamper-evident nature) [6].

Based on this and on the vulnerabilities highlighted in the
previous subsection, the scheme can be modified in the form

that is presented in Fig. 2.
For proving that this variant is secure, Definition 5.2 [6]

can be referred to. This definition states the condition for
a PUF-protected variant of a scheme to be secure for some
class of adversaries. It is assumed that if the adversary cannot
obtain the PUF-protected variable without corruption, then it
can obtain it in the case of corruption with temporary state
disclosure only with negligible probability.

In the case of Shariq et al. scheme, the C
′
2 variable is not

sent through the channel, meaning that the adversary cannot
access it. For computing this value, the adversary would need
the value of r2, which they cannot obtain without accessing
the temporary state (the other variables can be found in the
permanent state or can be computed knowing r2). C

′
2 is pro-

tected using C
′
2⊕P (sC2) and the other temporary variables are

erased, meaning that by corrupting the tag, C
′
2⊕P (sC2

) is the
only value that the adversary can obtain, value which cannot be
used in gaining any advantage as the tag is also destroyed after
corruption. Based on the assumed security of the PUF, it can be
concluded that the scheme is secure against a narrow-forward
adversary (for which the attack was constructed). Theorem 6.1
[6] summarizes the relationship between the original scheme
and the PUF-protected variant of the scheme, stating that if
a scheme achieves mutual authentication and X-privacy in
the Vaudenay model without temporary state disclosure, then
any PUF-protected variant of the scheme will also achieve
mutual authentication and X-privacy in the Vaudenay model
with temporary state disclosure.

From Theorem 6.1 [6] and using the fact that the PUFs
are considered secure, the constructed PUF-protected variant
of the Shariq et al. scheme achieves narrow-forward privacy
in the Vaudenay model with temporary state disclosure. This
happens because, by corrupting the tag, besides the variables
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Reader + Server Message Tag
{g, p, q, v, a} {IDi , p, q, v, ai, P , sC2

, sai
}

Choose k ∈ Z∗, C1 = k
{C1}−−−→

Generate two integers r1, r2
KC2

= P (sC2
)

Kai
= P (sai

)
x1 = gr1 mod p, x2 = (r2 · v−r1) mod p

e = h(r2 ||x2 ||x1), y = (r2 + (ai ⊕Kai
) · e) mod q

{x1, x2, Authi}←−−−−−−−−− Authi = IDi ⊕ h(r2, C1, e, y)

C
′
2 = h(IDi , r2, C1, e, y,Authi)⊕KC2

erase KC2 , r1, r2, e, y, x1, x2, Authi , Kai

S1 = x1
a mod p, S2 = S1 mod p

r2 = (x2 · S2
−1) mod p

e
′
= h(r2 ||x2 ||x1), y

′
= (r2 + ai · e

′
) mod q

IDi = Authi ⊕ h(r2, C1, e
′
, y

′
)

C2 = h(IDi , r2, C1, e
′
, y

′
,Authi)

{C2}−−−→
KC2

= P (sC2
)

If C
′
2 ⊕KC2 = C2 =⇒ the reader is authenticated

erase KC2

Fig. 3. An Improved PUF-protected variant of the Shariq et al. scheme.

present in the permanent memory, the adversary only obtains
C

′
2 ⊕ P (sC2), from which they cannot deduce any useful

information.
The scheme still does not achieve narrow-destructive pri-

vacy (without temporary state disclosure), as the following
attack can be mounted:

1) CreateTag(ID);
2) (vtag , 1) ← DrawTag(distribution);
3) π ← Launch();
4) {C1} ← SendReader(∅, π);
5) {x1, x2, Authi} ← SendTag({C1}, vtag);
6) (IDi , p, q, v, ai) ← Corrupt(vtag);
7) {C2} ← SendReader({x ′

1 , x
′
2 ,Auth

′
i});

8) If the adversary considers the reader to be authenticated,
they return 0; otherwise, they return 1.

The adversary simulates the first two steps of the protocol and
then corrupts the tag to obtain its permanent state.

Then, the adversary generates two random numbers r1 and
r2 and computes x

′
1, x

′
2 and Auth

′
i to be sent to the reader. As

the adversary has access to IDi , p, q, v, ai, the computed x
′
1,

x
′
2 and Auth

′
i are valid. After that, the adversary can compute

C
′
2 using the values obtained by corrupting the tag and the gen-

erated ones. As the response from the adversary is valid, if the
adversary plays the real game, C

′
2 = C2 with overwhelming

probability (if the reader would be authenticated).
In this way, if the reader is authenticated, the adversary can

distinguish between the real privacy game and the blinded one
(in which C2 would be wrong with overwhelming probability).
Considering this, when playing the real privacy game, the
adversary will output 0 with overwhelming probability (when
the reader is authenticated), while the result will be 1 with
overwhelming probability, in the case of the blinded privacy

game.
As a consequence, the scheme cannot achieve mutual au-

thentication and narrow-destructive privacy, remaining limited
to narrow-forward privacy.

For the scheme to also achieve narrow-destructive privacy,
supplementary protection regarding the values from the per-
manent memory (IDi , p, q, v and ai) should be implemented.

In Fig. 3, ai is protected using PUFs, meaning that, when
the tag is corrupted, ai⊕P (sai

) is obtained (this is the stored
value). As the PUFs are considered secure, the adversary
cannot guess the real value of ai, meaning that they cannot
compute y and, subsequently, Authi . This type of protection
could have been applied to IDi too, depending on the specific
requirements.

To ensure forward privacy, the scheme must be proven to
be secure (to use the result included in Lemma 8 from [1]).
As forward privacy can be achieved using PKC, the security
of the scheme depends on the security of the utilized Schnorr
signature. Regarding this aspect, Schnorr signatures have been
proven secure against an adaptive chosen-message attack in
the Random Oracle Model, based on the complexity of the
Discrete Logarithm Problem [14], [15]. Despite the numerous
studies on the security of the Schnorr signature scheme, its
security in the standard model has not been proven.

IV. CONCLUSIONS

As stated earlier in the paper, the disclosure of temporary
state is a critical consideration for the practical implementation
of RFID systems.

In the Vaudenay model, it is not explicitly stated whether the
adversary also gains access to the temporary variables when
corrupting the tag, but to consider this scenario as possible,
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is an essential requirement given the continuous advance of
technology and the increasing capabilities of adversaries.

The analysis above was conducted to highlight vulnerabil-
ities that may arise when using global temporary variables.
As exemplified in the case of the Shariq et al. protocol,
any scheme which uses global temporary variables fails to
achieve narrow-forward privacy and mutual authentication in
the Vaudenay model with temporary state disclosure, unless
these variables are protected. Based on the results from [6],
PUFs represent a suitable choice for protecting temporary
variables.

Furthermore, an essential element to consider is the adver-
sarial model used in the protocol analysis. This paper also
seeks to highlight the differences that may arise in the anal-
ysis when employing different security and privacy models.
The Ouafi-Phan model, despite considering the adversary’s
corruption capability, restricts the obtained values to the secret
key, thus not providing a sufficiently strong model.

These considerations aim to emphasize the importance of
adopting a suitable adversarial model in protocol analysis, one
that accurately reflects the practical requirements of real-life
RFID systems. This was illustrated through an examination
of a scheme designed for use in the healthcare field, where
privacy is a critical attribute.
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Abstract—Environmental  modeling  (and  air  pollution 

modeling  in  particular)  is  one  of  the  toughest  problems  of 

computational  mathematics.  All  relevant  physical,  chemical, 

and  photochemical  processes  in  the  atmosphere  should  be 

taken into account. These are mathematically represented by a 

complex  system  of  partial  differential  equations  (PDE).  To 

simplify the original PDE system proper splitting procedure is 

applied. As a result, the initial system is replaced by several 

simpler  submodels,  connected  with  the  main  physical  and 

chemical  processes.  Even in  the  case  of  a  local  study of  the 

environment  in  a  relatively  small  area,  the  model  should be 

calculated in a large spatial domain, because the pollutants can 

be  moved  quickly  over  long  distances,  driven  by  the 

atmosphere dynamics, especially at high altitudes. One major 

source  of  difficulty  is  the  high  intensity  of  the  atmospheric 

processes, which require a small time step to be used to get a 

stable numerical solution (at least in the chemistry submodel). 

All this makes the treatment of large-scale air pollution models 

a  heavy computational  task that  requires efficient  numerical 

algorithms.  It  has  always  been  a  serious  challenge  for  the 

fastest  and  most  powerful  supercomputers  of  their  time. 

Fortunately, Bulgaria is one of the leading countries in Eastern 

Europe  concerning  the  supercomputer  infrastructure 

development in recent years.

Index  Terms—air  pollution  modeling,  system  of  PDE, 

sensitivity analysis, algorithm, supercomputer, scalability.

I. INTRODUCTION

HE  IMPORTANCE of  environmental  security  has 

grown rapidly in the last years of the 21st century. This 

has become a topical issue in the decision-making process of 

environmental  issues  for  developed  countries  around  the 

world. To create reliable scenarios of global environmental 

changes and their possible consequences, it is necessary to 

carry out many comprehensive scientific studies on various 

aspects  of  the environment and climate.  From a scientific 

point of view, this means carefully analyzing the most im-

portant physical and chemical processes during the transport 

of pollutants, including all possible transformations and in-

teractions with other species [12], in the air over long dis-

tances.  The realization of this study requires collaboration 

T

between  scientific  experts  in  the  field  of  environmental 

modeling, and numerical analysis, as well as the conduct of 

numerous studies, based on which results are obtained that 

will be useful to society.

The present work aims to help develop a new reliable and 

computationally efficient mechanism to investigate the sen-

sitivity of estimated concentration levels for the most impor-

tant air pollutants, such as nitrogen dioxide (NO2) and espe-

cially ozone (O3), to the change of the rates of chemical re-

actions involved (directly or indirectly) in their formation. 

Both the actual  data estimates and some scenarios with a 

certain reduction in emissions from land transport in Europe 

calculated by the Unified Danish Euler Model (UNI-DEM) 

are used in these sensitivity analysis studies [5, 6, 13]. 

Sensitivity analysis (SA) [10, 17, 19] is called the study of 

how uncertainty in the output of a model can be allocated to 

different sources of uncertainty in the input data, and several 

sensitivity analysis techniques stand out in the literature [6, 

13, 16, 18]. Most existing SA methods rely heavily on as-

sumptions about some special properties related to the be-

haviour of the model (such as linearity, monotonicity, and 

additively of the relationship between the input factor and 

the output of the model). Among the quantitative methods, 

the methods based on variances are most often used [17]. 

The main idea of these methods is to estimate how the vari-

ance of an input or group of inputs contributes to the vari-

ance of the model's output.

The computational tasks involved in processing large-scale 

air pollution models are enormous. For this reason, it is advis-

able to simplify the considered large-scale tasks as much as 

possible, but to strive to preserve the high level of reliability 

of the obtained results of the considered model. On the one 

hand, this can be obtained using sensitivity analysis. On the 

other hand, it is necessary to study the influence of variations 

of the initial conditions, boundary conditions, and/or chemical 

rates on the model results. This will assist in creating more 

correct model simplifications. This kind of analysis can pro-

vide the researcher with valuable information about reason-

able  simplifications  and/or  identify  reliable  parameters
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and mechanisms to improve. This is because changes in pa-

rameters and mechanisms affect model outputs. 

The rest of the article is structured as follows. The second 

section provides an overview of the Danish Eulerian Model, 

encompassing its high-performance parallel code UNI-DEM, 

and its specialized sensitivity analysis version, SA-DEM. 

The third section presents numerical outcomes from scalabil-

ity experiments conducted with SA-DEM on two of Europe's 

largest supercomputers – IBM MareNostrum III in Barcelo-

na, Spain, and the petascale supercomputer Discoverer in 

Sofia, Bulgaria, part of the EuroHPC high performance 

computing network. Finally, concluding remarks from the 

presented results and some plans for future work are given at 

the end of the paper. 

 

II. THE DANISH EULERIAN MODEL (DEM) AND ITS PARALLEL 

IMPLEMENTATION 

A. Historical review 

The Danish Eulerian Model (DEM), boasting a robust 
development history spanning over 30 years [2, 3, 14, 15, 
21, 22, 23], stands as a formidable tool for assessing large-
scale air pollution. Throughout its evolution, it has proven its 
efficacy in diverse, long-term environmental studies across 
various domains, including but not limited to environmental 
protection, human health care, agricultural production, 
forestry, wildlife, cultural heritage preservation and others. 
All relevant physical and chemical processes in the 
atmosphere should be taken into account, which are 
mathematically represented by a complex PDE system. To 
simplify it a proper splitting procedure is applied. As a 
result, the initial system is replaced by several simpler 
systems (submodels), connected with the main physical and 
chemical processes. These systems should be calculated in a 
large spatial domain, as the pollutants migrate quickly over 
long distances, driven by the atmosphere dynamics, 
especially at high altitudes. Here they are exposed to 
temperature, light, and other conditions changes in an 
extremely wide range, and so does the speed of most 
chemical reactions. One of the major sources of difficulty is 
the dynamics of the atmospheric processes, which require a 
small time step to be used (at least, for the chemistry 
submodel) to get a stable numerical solution of the 
corresponding system. All this makes the treatment of large-
scale air pollution models a tuff and heavy computational 
task. It has always been a serious challenge, even for the 
fastest and most powerful state-of-the-art supercomputers. 
[7, 23]. 

 

B. Description of the Danish Eulerian Model (DEM) 

The Danish Eulerian Model (DEM) [3, 20, 21] is mathe-

matically represented by the following system of partial dif-

ferential equations: 

(1) 
𝜕𝑐𝑠𝜕𝑡    = − 𝜕(𝑢𝑐𝑠)𝜕𝑥 − 𝜕(𝑣𝑐𝑠)𝜕𝑦 − 𝜕(𝑤𝑐𝑠)𝜕𝑧 +𝜕𝜕𝑥 (𝐾𝑥 𝜕𝑐𝑠𝜕𝑥 ) + 𝜕𝜕𝑦 (𝐾𝑦 𝜕𝑐𝑠𝜕𝑦 ) + 𝜕𝜕𝑧 (𝐾𝑧 𝜕𝑐𝑠𝜕𝑧 ) + + 𝐸𝑠 + 𝑄𝑠(𝑐1,𝑐2,…,𝑐𝑞) − (𝑘1𝑠 + 𝑘2𝑠)𝑐𝑠  ;   

 s=1, 2, …, q 

 

in which the parameters’ meaning is as follows: 
q - number of equations (equal to the number of chemical 

species), 

cs - concentrations of the chemical species considered, 

u, v, w - components of the wind along the coordinate ax-

es, 

Kx, Ky, Kz - diffusion coefficients, 

Es - emissions in the space domain, 

k1s, k2s - coefficients of dry and wet deposition respective-

ly (s = 1, …, q), 
Qs(c1, c2,…, cq) - non-linear functions that describe the 

chemical reactions between the species. 

 

C. Splitting into submodels 

The above rather complex system is split into three 
subsystems (submodels), according to the major physical and 
chemical processes as well as the numerical methods applied 
in their solution. In particular, these are:  

-  (i) the horizontal advection and diffusion (2);  

- (ii) chemistry, emissions, and deposition (3);  

-  (iii) vertical exchange (4).  

 The submodels are described rigorously by the next 
formulae: 

(2) 
𝜕𝑐𝑠[1]𝜕𝑡    =− 𝜕(𝑢𝑐𝑠[1])𝜕𝑥 − 𝜕(𝑣𝑐𝑠[1])𝜕𝑦 +𝜕𝜕𝑥 (𝐾𝑥 𝜕𝑐𝑠[1]𝜕𝑥 )+ 𝜕𝜕𝑦 (𝐾𝑦 𝜕𝑐𝑠[1]𝜕𝑦 ) ,  

(3) 
𝜕𝑐𝑠[2]𝜕𝑡 =  𝐸𝑠 + 𝑄𝑠 (𝑐1[2], 𝑐2[2], … , 𝑐𝑞[2]) − (𝑘1𝑠 +𝑘2𝑠)𝑐𝑠[2]

,  

(4) 
𝜕𝑐𝑠[3]𝜕𝑡 =  − 𝜕(𝑤𝑐𝑠[3])𝜕𝑧 +  𝜕𝜕𝑧 (𝐾𝑧 𝜕𝑐𝑠[3]𝜕𝑧 ) . 

The discretization of the spatial derivatives in the right-

hand sides of the sub-models results in forming three large 

systems of ordinary differential equations. 

 

D. Numerical methods and domain decomposition 

techniques applied in the submodels 

A selection of various numerical methods is used in the 

numerical solution of the submodels. High stability require-
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ments apply to the selected methods, because of the stiffness 

of the equations to be solved. 

 In the advection-diffusion submodel Finite Elements 

method (FE) is applied, followed by predictor-corrector 

schemes with several different correctors. 

In the submodel for chemistry, emissions, and deposition, 

an enhanced version of the Quasi Steady-State Approxima-

tion (QSSA) is employed [8, 9, 11]. Emphasizing the pivotal 

role of chemical reactions, the model introduces both nonlin-

earity and stiffness. This atmospheric chemistry model 

stands out for its meticulous and precise depiction of chemi-

cal processes. The chosen chemical scheme – the condensed 

CBM-IV (Carbon Bond Mechanism IV), was initially pro-

posed in [8], with subsequent improvements, specifically 

addressing ammonia-ammonium transformations, document-

ed in [21]. In its basic form (involving 35 chemical species), 

the model accounts for 116 chemical reactions, of which 69 

are time-dependent and 47 are time-independent. This 

scheme proves to be well-suited and adequate for investigat-

ing scenarios involving elevated concentrations of various 

pollutants. 

In the vertical transport submodel, the Finite Elements 

method is generally used, followed by θ-methods. It should 

be mentioned here that there is an option to switch off the 

vertical transport submodel, which results in a simplified 2D 

version of the model. 

 

E. Parallel implementation 

The primary tool for parallelization is the MPI standard 

library. Originally designed as a communication library for 

distributed memory computers, MPI (Message Passing Inter-

face) has evolved into one of the most popular parallelization 

tools for application programming, known for its efficiency, 

portability, and user-friendliness. Its versatility extends to a 

wide range of parallel systems, including shared-memory 

computers and clustered systems (where each cluster node 

operates as a distinct shared-memory machine), ensuring a 

high level of code portability. 

In the context of UNI-DEM, MPI parallelization relies on 

spatial domain partitioning (see [13, 14, 15] for more detail). 

In SA-DEM code, built up on simultaneous execution of 

several UNI-DEM calls with perturbed internal parameters 

and/or input data, there is another (coarser) level of parallel-

ism, based on these large potentially parallel tasks. The MPI 

library allows these to be organized as super-tasks, working 

on separate communicators. 

For a more in-depth explanation of the main computation-

al stages of the model, the numerical methods and techniques 

engaged in each stage, as well as the parallelization strategy 

used in the UNI-DEM and SA-DEM codes, one can refer to 

[1, 4, 14, 15, 21, 23]. 

III. NUMERICAL RESULTS 

This section presents the outcomes of scalability experi-

ments conducted on two of Europe's most powerful general 

purpose supercomputers, namely the IBM MareNostrum III 

at the Barcelona Supercomputing Centre (BSC) in UPC - 

Barcelona, Spain, and the Discoverer system at Sofia Tech 

Park in the capital of Bulgaria. Both systems are currently 

parts of the EuroHPC computational infrastructure, as Ma-

reNostrum III was upgraded and up-scaled to the more pow-

erful MareNostrum V. Tables I and II below contain summa-

rized results of these experiments. The primary user-defined 

parameters for the experiments with SA-DEM / UNI-DEM 

on both machines were configured as follows: 

• Discretization grid size: 480 × 480 (two-dimensional fi-

ne-resolution grid with step 10 km in both directions);   

• Number of chemical species (q): 35; 

• Main time-discretization step: 90 seconds (applied to all 

stages, could be reduced on the chemistry stage, if necessary 

TABLE I. 

EXECUTION TIME T (IN SECONDS), SPEED-UP (SP), AND PARALLEL EFFICIENCY E (IN %) OF SA-DEM (FINEST GRID) ON THE SPANISH 

SUPERCOMPUTER IBM MARENOSTRUM III 

Time T [seconds], speed-up (Sp), and parallel efficiency E [in %] 

of SA-DEM (2D MPI version) on the IBM MareNostrum III supercomputer 

(480×480) mesh, 35 chem.species, NSIZE = 32 

PE / 
MPI 
tasks 

nodes 

STAGE 
TOTAL 

Advection-diffusion Chemistry 

T [s] (Sp) E [%] T [s] (Sp) E [%] T [s] (Sp) E [%] 

10 1 82927 (10) 100 %  74835 (10) 100 % 168847 (10) 100 % 

 40 3 19578 (42) 108 % 16624 (45) 113 % 40282 (42) 105 % 

80 5 10178 (81) 103 % 8953 (84) 104 % 22471 (75) 94 % 

160 10 5188 (160) 98 % 4632 (162) 101 % 13273 (127) 80 % 

320 20 2945 (282) 88 % 2352 (318) 99 % 8331 (203) 63 % 

640 40 1537 (540) 84 % 1204 (622) 97 % 5387 (313) 49 % 

960 60 1206 (688) 72 % 815 (918) 96 % 4118 (410) 43 % 

1600 100 869 (954) 60 % 493 (1517) 95 % 3373 (501) 31 % 
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in order to ensure numerical stability, as well as for more 

accurate calculations of the extreme values of concentrations 

for some unstable species, involved in very quick chemical 

reactions); 

• Chunk size parameter NSIZE (used for improving data 

locality of the parallel computations and better utilization of 

the fastest cache memory): 32; 

• Period of simulations: one year. 

A. Numerical results from scalability experiments with SA-

DEM by using the IBM MareNostrum III supercomputer at 

BSC 

In Table I results of running SA-DEM on the most power-

ful Spanish supercomputer – IBM MareNostrum III at BSC 

(located in the Technical University of Catalonia (UPC) - 

Barcelona) are presented. The main technical parameters of 

this system are described on its webpage [24]. The size of 

the test problem makes it impractical to use less than 10 par-

allel tasks in the simulations. That’s why the table starts with 
experiment with 10 MPI tasks on one node (capable of exe-

cuting up to 16 tasks in parallel on its 16 cores), assuming 

also a speed-up (Sp) of 10 in this case and measuring the 

efficiency E with respect to this initial experiment. We 

should mention also that not always the number of calcula-

tions determines the computing time, the amount of data 

transfers between different levels storage must also be taken 

into account. The limited size of cache (the fastest access 

storage) makes it more efficient in processing smaller tasks 

(their size is inversely proportional to their number), which 

explains the super-linear speed-up for the few initial rows of 

the table (the same applies, as well, to Table II). 

 

B. Numerical results from scalability experiments with SA-

DEM and UNI-DEM by using the largest Bulgarian 

supercomputer Discoverer 

The outcomes from scalability experiments utilizing SA-
DEM / UNI-DEM on Bulgaria's largest supercomputer 
(Discoverer), are reported in this section (Table 2 and Table 
3). The machine was installed three years ago at Sofia Tech 
Park by Atos company. In November 2023, the new ranking 
of the top 500 supercomputers in the world was released, 
where Discover took place 166 [27]. This supercomputer is a 
crucial component of a novel network comprising eight new 
high-performance supercomputers across the European 
Union, established and supervised by the European High-
Performance Computing Joint Undertaking (EuroHPC JU). 

 

IV.  CONCLUSIONS  

Analyzing the results from the numerical experiments pre-

sented in the previous section the following insights were 

made: 

• The parallel MPI implementation of SA-DEM demon-

strates excellent balance, portability, and efficiency on some 

of leading Europe's supercomputers (including Bulgaria’s 
most powerful supercomputer Discoverer), integrated into 

the EuroHPC computing infrastructure. 

• The efficiency and speed-up are higher in the computa-

tionally-intensive stages. In particular, the chemistry-

deposition stage (which does not need any communication 

TABLE II. 

EXECUTION TIME T (IN SECONDS), SPEED-UP (SP), AND PARALLEL EFFICIENCY E (IN %) OF EXPERIMENTS WITH SA-

DEM (2D FINE GRID VERSION) ON THE BULGARIAN PETASCALE SUPERCOMPUTER DISCOVERER (PART OF THE 

EUROHPC INFRASTRUCTURE) 

Time T [seconds], speed-up (Sp), and parallel efficiency E [in %] 

of SA-DEM (2D MPI version) on DISCOVERER supercomputer 

(480×480) mesh, 35 chem.species, NSIZE = 32 

PE / 
MPI 
tasks 

nodes 

STAGE 
TOTAL 

Advection-diffusion Chemistry 

T [s] (Sp) E [%] T [s] (Sp) E [%] T [s] (Sp) E [%] 

10 1 73028 (10.0) 100 % 64817 (10.0) 100 % 148225 (10) 100% 

20 2 36842 (19.8) 99 % 30296 (21.4) 107 % 72341 (20.5) 102% 

40 3 18458 (39.6) 99 % 15465 (41.9) 105% 37949 (39.1) 98% 

80 5 9634 (75.8) 95 % 7981 (81.2) 102 % 20636 (71.8) 90% 

120 10 4807 (152) 95 % 3925 (165) 103 % 11795 (126) 79% 

320 20 2525 (289) 90 % 2037 (318) 99 % 6861 (216) 68% 

640 40 1290 (566) 88 % 1034 (627) 98 % 4810 (308) 48% 

960 60 908 (805) 84 % 697 (930) 97 % 3363 (441) 46% 

1600 100 764 (956) 60 % 445 (1457) 91 % 2781 (533) 33% 
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between the tasks) has almost linear overall speed-up, even 

super-linear concerning the number of MPI tasks (a cache-

size effect due to decreasing size of processed data per task 

with increasing the number of MPI tasks). 

• The advection-diffusion stage scales pretty well too, 

taking into account that there is some unavoidable computa-

tional overhead due to overlapping subdomain boundaries of 

the partitioning. In the chemically-intensive stages, the hy-

brid MPI-OpenMP code leverages a reduction in time, 

thanks to the involvement of multiple threads with the 

OpenMP lower level of parallelism activated at the core lev-

el within a node. However, this optimization has minimal 

impact on other stages. 

• To maintain comparability, the size of chunks at the 

chemistry-deposition stage (NSIZE=32) has been consistent 

across all experiments. Although this might not be optimal in 

every scenario, particularly when the number of MPI tasks is 

high, using a lower value for NSIZE can potentially yield 

better results. 

• As computations span a substantial number of nodes, 

communications between MPI processes on different nodes 

become costly, resulting in some speed-up degradation and 

reduced overall efficiency. To address this, efforts should 

focus on optimizing I/O processes to mitigate this negative 

impact, forming part of our future tasks. 
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Abstract—We deal here with the synchronization of a resource
production process and the consumption of those resources by
machines used in order to run a set of jobs. Resources are
produced by a Resource Lot Sizer player, under some economic
costs and technical constraints. Both the Resource Lot Sizer
and the Job Scheduler interact through transfer transactions,
that involve specific constraints, making the synchronization
between both processes become an issue. Resulting decision
problem appears as a multi-stage Lot Sizing problem, arising in
contexts where the resource is some renewable energy (hydrogen,
electricity, . . . ) required by the jobs and stored inside tanks or
batteries embedded into the machines (vehicles or robots). We
first cast it into the MILP format, perform a structural analysis of
the transfer transactions and handle resulting MILP SLSS model
through Branch and Cut before reformulating it as a path search
problem set in a specific Transfer space and handling through a
filtered adaptation of the A* algorithm.

I. INTRODUCTION

LOT SIZING arises when one schedules production while
taking care of avoiding strong activation costs (see [3]).

A Lot Sizing strategy consists in concentrating production
on well-chosen periods in order to minimize those activa-
tion costs. Resulting problems look like Knapsack problems
involving a temporal dimension. One often handles them
through dynamic programming, that may yields FPTAS: Fully
Polynomial Time Approximation Scheme. Multi-dimensional
Lot Sizing (see [?]) means a heterogeneous production and
different kinds of capacity constraints (weight, volume, . . . ).
Multi-level Lot Sizing means several players acting on a same
system (a main resource producer and several subcontractors).
Those players may be partially independent from each others,
raising the collaborative issue and leading to cooperative
game or multi-objective reformulations (see [2]). In any case,
resulting problems are NP-Hard.

Now it may happen that such a process takes place in the
context of an interaction between the Lot Sizer player, that is
a Resource Lot Sizer, and a (several) Job Scheduler(s) who
uses resources in order to run jobs (production or services)
on parallel machines (vehicles or industrial robots). It is
specifically the case when the resource is energy (power,
hydrogen, biofuel, ...) loaded into batteries or tanks embedded
into the machines (see [4]). In such a case, both the re-
source lot sizer and the job scheduler interact through transfer

transactions, consisting in transferring resources (the energy)
from the resource production plant into the storage facilities
embedded into the machines. Both players must agree about
the production periods i and the job dates t when the energy
producer transfers some energy amount m to the job scheduler.
Such a transfer transaction ω = (i, t,m) usually involves its
own constraints and costs. According to this, we get a full
description of our process if we know, besides the production
vector z and the schedule of the jobs, the collection of all
transfer transaction ω = (i, t,m) which make both players
meet.

As the Lot Sizing problems, job scheduling problems have
been widely investigated in the past (see [3]). It may arise in
contexts related not only to energy management (see [2], [8]),
but also to real time cooperation between sensors and robots, to
the interaction between electric vehicles and recharge facilities
(see [4], [5]). It raises the centralized versus collaborative
issue (see [2] ) since involved players may be independent.
However, though both the Lot Sizing and job scheduling
problems have been extensively studied, few authors addressed
the synchronization issue that is at the core of the situation that
we just described above (see [1] ). Our main purpose here is
to address it.

We stick here to the centralized paradigm and focus on the
combinatorial issues related to synchronization and suppose
that the processing order of the jobs j = 0, . . . ,M − 1 on
the machine have already been decided. We denote by SLSS:
Synchronized Lot Sizing/Scheduling resulting problem that
may be viewed as containing the core of the synchronization
issue. We first make appear the central role played here by the
transfer transactions: We check that, for any feasible solution
of SLSS, related transfer transactions define a chain inside
some partially ordered set. This leads us to next design a
MILP: Mixed Integer Linear Programming setting of SLSS
that is centered on those transfer transactions and involve
complex no-antichain constraints. We check that, though those
no-antichain constraints are exponential, they may be sepa-
rated in polynomial time, opening the way to the handling of
SLSS through Branch and Cut. Yet, this approach remains time
consuming. Keeping on with the idea of taking advantage of
the specific structure of the transfer transactions as a partially

Communication Papers of the 19th Conference on Computer
Science and Intelligence Systems (FedCSIS) pp. 131–138

DOI: 10.15439/2024F7665
ISSN 2300-5963 ACSIS, Vol. 41

©2024, PTI 131 Thematic Session: Computational Optimization



ordered set, we reformulate SLSS problem as a path search
problem inside some large size Transfer network. We deal with
this path search reformulation while designing a Path SLSS
algorithm that proves itself far more efficient than the MILP
setting and allows us to state that SLSS is pseudo-polynomial.
So the paper is organized as follows. We describe in Section
II the SLSS problem. In Section III, we study the structure of
the transfer transactions and set a transfer transaction driven
MILP formulation MILP SLSS of SLSS, that involves no-
antichain constraints. We explain in Section IV the way those
no-antichain constraints may be separated, allowing us to
deal with MILP SLSS through branch and cut. Section V
is devoted to our main contribution, that consists in a path
search reformulation of SLSS and its more efficient handling
through the design of a filtered A* like path search algorithm
([7]). This algorithm allows us to check that SLSS is pseudo-
polynomial. We conclude with numerical experiments.

II. THE SYNCHRONIZED LOT SIZING/SCHEDULING
PROBLEM

We consider:
• A Resource Lot Sizer: The time horizon of the resource

lot sizer is divided into N periods i = 0, . . . , N − 1, all
with equal duration p. Thus the starting time of period i
is equal to p.i. During a period i, this resource producer
may be active or idle. If it is active, then it produces
Ri resources, under a variable running cost CostRi . If it
is idle, then turning it into active induces an additional
activation cost CostAi . It is provided with a resource
storage facility, with capacity CP and initial load HP

0 .
It cannot produce if resulting load exceeds CP . This last
hypothesis will be discussed in Section II.B. It must end
with a load at least equal to HP

0 and while minimizing
its production cost.

• A Job Scheduler: It must sequentially perform M jobs
j = 0, . . . ,M − 1 on a single machine, according to
this order, within a time horizon [0, N.p] . Running a
job j requires ej resource units and tj time units. It is
provided with a resource storage facility, with capacity
CS and initial load equal to HS

0 . It must end with a load
at least equal to HS

0 while minimizing that makespan,
that means the ending time of job M − 1.

• Transfer Transactions: Because of its limited storage
capacity CS , the job scheduler must periodically receive
resources from the resource producer. Such a transfer
transaction (see Figure 1) takes place during a whole
period i, between the end of some job j and the beginning
of its successor j + 1, and involves the transfer of
m resources. It is denoted as ω = (i, j,m), where
m ≤ Inf(CP , CS). Performing ω = (i, j,m) requires a
full period i, during which production is forbidden. It also
requires from the job scheduler ϵj additional resources,
τj additional time and a potential waiting time to be
spent before the transfer transaction takes place. One must
understand those requirements as related to a kind of
detour (if the machine is a vehicle) or set up (if it is

Fig. 1. A Transfer Transaction

a robot). The consequence is that if ω = (i, j,m) defines
a transfer transaction and if we denote by Tj the starting
time of j, by V S

j the resource load of the job scheduler
at the time when j starts and by V P

i the resource load of
the resource lot sizer at the beginning of period i, then:

– The starting time p.i of period i must be at least
equal to Tj + tj + τj (augmented with a possible
waiting time), while the ending time p.(i + 1) of i
will coincide with the starting time Tj+1 of job j+1.

– The load V P
i+1 of the resource lot sizer at the begin-

ning of period i+ 1 must be equal to V P
i −m and

must be non negative.
– The load V S

j+1 of the job scheduler at the beginning
of job j + 1 must be equal to V S

j − ϵj + m must
not exceed CS ; Its load V P

j − ϵj at the beginning of
period i must be non negative.

Since those additional coefficients τj and ϵj most often
corresponds to some kind of detour, we suppose that the
following triangle inequalities hold for any j ≤ M − 1:
τj ≤ τj+1 + tj+1 and ϵj ≤ ϵj+1 + ej+1.
These inequalities mean that if the job scheduler has
no time left for a transfer transaction at the end of job
j, then keeping on with another job will not provide it
with the missing time.
In order to allow resources to be transferred before job
0 or after job M − 1 we introduce a fictitious job −1,
such that t−1 = 0, e−1 = 0, τ−1 and ϵ−1 being non
null additional coefficients, and another fictitious job M ,
with tM = e−M = τM = ϵM = 0.

Then solving the SLSS: Synchronized Lot Sizing/Scheduling
problem means, in a natural way, computing the resource
production periods, the starting times of the jobs, and the
transfer transactions that link both players in such a way that:

• All jobs are done.
• Capacity constraints, job resource requirements and final

state constraints are met.
• Some cost α.

∑
i

PCost + β.T is minimized, where

PCost is the production cost, T is the ending time of
the fictitious job M and α, β are time versus money
coefficients.
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III. A Transfer Transactions DRIVEN A MILP MODEL

As told in the introduction, transfer transactions (i, j,m) will
be the leader component of any SLSS algorithmic solution.

A. The Transfer Transaction Partially Ordered Set

Let us first introduce some additional definitions:
Resource and Time Delays.
Let us recall that a transfer transaction ω = (i, j,m) starts at
time p.i and lasts one period. It starts just after the ending time
of job j, augmented with delay τj and with a possible waiting
time. Its ending time p.(i+1) coincides with the starting time
of j+1. Besides, it requires an additional resource ϵj , that the
job scheduler consums just before the transaction takes place.
A transfer transaction may take place just after the end of job
M − 1, at the very end of the process. It may also occur just
before the beginning of job 0 or, in other words, between the
fictitious job −1 provided with values ϵ−1 and τ−1 and job 0.

For any job pair (j1, j2) s.t. 0 ≤ j1 < j2 ≤M−1 we denote
by µ(j1, j2) = ϵj2 +

∑
j1+1≤j≤j2

ej the amount of resources

required between two transfer transactions respectively related
to j1 (just after j1) and j2 (just after j2). We call this
quantity the resource delay between j1 and j2. This definition
applies to j1 = −1. By the same way, we set, for any
j1 = −1, . . . ,M − 1 :

• µStart(j1) = (
∑

j≤j1
ej)+ϵj1 that expresses the resource

consumed between the beginning of the process and the
first transfer transaction in case this transfer occurs just
after j1. We call it the start resource delay induced by
j1. Notice that if j1 ̸= −1, then µStart(j1) = µ(−1, j1).

• µEnd(j1) = (
∑

j>j1
ej) that expresses the resource

consumed between the last transfer transaction in case
this transfer transaction occurs just after j1 and the
end of the process. We call it the end resource delay
induced by j1. Notice that µEnd(j1) might also be
written µ(j1,M) if we extend the definition of µ(j1, j2).

Considering the time instead of the resource, we set
∆(j1, j2) = τj2 +

∑
j1+1≤j≤j2

tj , that means the time required

between two transfer transactions respectively related to j1 and
j2. This definition applies to j1 = −1. We call this quantity
the time delay between j1 and j2. By the same way, we set,
for any j1 = −1, . . . ,M − 1 :

• ∆Start(j1) = (
∑

j≤j1
tj)+τj1 that expresses the minimal

time between the beginning of the process and the first
transfer transaction in case this transaction occurs just
after j1. We call it the start time delay induced by j1.

• ∆End(j1) = (
∑

j>j1
tj) that expresses the time required

between the last transfer transaction in case this
transfer transaction occurs just after j1 and the end of
the process. We call it the end time delay induced by j1.

We derive from those time delays the following informa-
tions:

• We set πm(j) =
⌈
∆Start(j)

p

⌉
. We easily check that πm(j)

means the first possible period for a transfer transaction
involving a job j ∈ {−1, . . . ,M − 1}.

• We set πM (j) = (N − 1)−
⌈
∆End(j)

p

⌉
. We easily check

that πM (j) means the last possible period for a transfer
transaction involving j ∈ {−1, . . . ,M − 1}.

A consequence of the triangle inequalities τj ≤ τj+1 + tj+1

is that the interval {πm(j), . . . , πM (j)} provides us with
the periods when a transfer transaction involving j may occur.

Also:
• For any j such that M−1 ≥ j ≥ 0, we denote by Φ(j) the

unique job j1 (it may not exist) such that j < j1 ≤M−2
and µ(j, j1) ≤ CS and that µ(j, j1 + 1) > CS .

• By the way, we denote by Φ(−1) the largest job j1 such
that µStart(j1) ≤ HS

0 and by Φ(M) the smallest j1 such
that µEnd(j1) ≤ CS −HS

0 .
A consequence of the inequalities ϵj ≤ ϵj+1 + ej+1 is that if
Φ(j) exists, then it tells us that at least one transfer transaction
must take place that involves j1 belonging to the period
interval {j + 1, . . . ,Φ(j)}. If such a transaction were not
existing, then moving ahead of Φ(j) or moving backward
from j would not allow make appear any feasible transfer
transaction, and the whole process would become infeasible.

Finally we denote by CTR = min(CP , CS) the maximal
value m that may be involved into a transfer transaction.
The Transfer Transaction Partially Ordered Set (Ω,≪).

We define Ω as the set of all (period/job) pairs (i, j) such
that τm(j) ≤ i ≤ τM (j), augmented with 2 fictitious pairs
Source and Sink. It contains all pairs (i, j) that may be
involved into a transfer transaction.

We set (i1, j1)≪ (i2, j2) if and only if a transfer transaction
related to period i2 and job j2 can be preceded by another
transfer transaction between period i1 and station j1 in the
sense of the time delays, that means if j2 > j1 and (i2− i1−
1).p ≥ ∆(j1, j2). We set Source≪ (i, j) and (i, j)≪ Sink
for any (i, j). We easily check that this relation≪ is transitive
and anti-reflexive and so defines a partial order relation on Ω.

The order relation ≪ induces on the set Ω an oriented
graph structure G≪. Any arc ((i1, j1), (i2, j2)) of G≪ may
be provided with a length L≪((i1, j1), (i2, j2)) as follows:

• If both (i1, j1) and (i2, j2) are different from Source and
Sink, then L≪((i1, j1), (i2, j2)) = µ(j1, j2);

• If (i1, j1) = Source then L≪((i1, j1), (i2, j2)) =
µStart(j2);

• If (i2, j2) = Sink then L≪((i1, j1), (i2, j2)) =
µEnd(j1).

Lemma 1: Given a feasible solution of SLSS. Then the
transfer transactions related to this solution define a path Γ
in the acyclic graph G≪, that connects Source to Sink and
is such that, for any arc ((i1, j1), (i2, j2)) of Γ:

• If (i1, j1) and (i2, j2) are both different from Source and
Sink, then: L≪((i1, j1), (i2, j2)) ≤ CS ;

• If (i1, j1) = Source then L≪((i1, j1), (i2, j2)) ≤ HS
0 ;
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• If (i2, j2) = Sink then L≪((i1, j1), (i2, j2)) ≤
CS −HS

0 .

Proof: TTw consecutive transfer transactions
(i1, j1,m1), (i2, j2,m2) involved into a feasible solution
of SLSS define an arc in the sense of (Ω,≪) because the
time between the end of i1 and the beginning of i2 must
be large enough in order to make possible processing the
jobs j1 + 1, . . . , j2. The bound imposed to the length of
((i1, j1), (i2, j2)) means that the resources needed in order
to process those jobs under the additional resource ϵj2
requirement cannot exceed the storage capacity CS . □

B. A MILP Formulation of SLSS

Let us recall that a ≪-Antichain of the partially ordered
set (Ω,≪) is any subset of Ω made of pairs (i, j) pairwise
incomparable in the sense of ≪. Then we set SLSS MILP
by first introducing the following variables:

• Transfer Transaction Variables

• {0, 1}-valued vector U = (Ui,j , i = 0, . . . , N −
1, j = −1, . . . ,M − 1): Ui,j = 1 means that some
transfer transaction (i, j,m) is part of the solution.

• Rational non negative vector m = (mi,j , i =
0, . . . , N − 1, j = −1, . . . ,M − 1): If Ui,j = 1 then
mi,j means related resources.

• Resource Lot Sizing Variables

• {0, 1}-valued vector y = (yi, i = 0, . . . , N − 1):
yi = 1 means that the production is activated at the
beginning of period i.

• {0, 1}-valued vector z = (zi, i = 0, . . . , N − 1) :
zi = 1 means the production active at period i.

• {0, 1}-valued vector δ = (δi, i = 0, . . . , N − 1):
δi = 1 means a transfer transaction at period i.

• Job Variables

• T : T = the ending time of the job M .
• {0, 1}-valued vector γ = (γj , j = −1, . . . ,M − 1):

γj = 1 means that a transfer transaction takes place
at the end of job j. (If j = −1 then it means that a
transfer transaction takes place just before job 0).

Then, the constraints of the SLSS MILP come as follows:

• Structural Constraints

Minimize
∑
i

(CostRi .zi + CostAi .yi) + α.T (∗)
∀j : T ≥∑

i

Ui,j .(p(i+ 1) + ∆End(j)) (C.1)

y0 − z0 ≥ 0 (C.2)
∀i ≥ 1 : yi ≥ zi − zi−1 (C.3)
∀i ≥ 0 : zi + δi ≤ 1 (C.4)
∀i : δi =

∑
j

Ui,j (C.5)

∀j : γj =
∑
i

Ui,j (C.6)

∀(i, j) s. t.(i > τM (j)) ∨ (i < τm(j)) : Ui,j = 0 (C.7)
∀A,A ≪-Antichain :

∑
(i,j)∈A

Ui,j ≤ 1

(C.8 : No-Antichain Constraints)
∀j s. t.− 1 ≤ j ≤M − 1 :∑
k∈{j+1,...,Φ(j)}

γk ≥ 1 (C.9)

∑
k∈{−1,...,Φ(−1)}

γk ≥ 1 (C.10)

∑
k∈{Φ(M),...,M−1}

γk ≥ 1 (C.11)

T ≥∑
j

(tj + τj .γj) (C.12)

∀j : HP
0 +

∑
k<τM (j)

zk.Rk ≥
∑
k≤j

(γk.ϵk + ek)−HS
0 (R.1)

• Resource Amount Constraints

∀i, j : mi,j ≤ Ui,j .C
TR (TL.1)

∀i : ∑
j,k≤i

mk,j −
∑
k<i

zk.Rk ≤ HP
0 (TL.2)

∀i : ∑
k≤i

zk.Rk −
∑

j,k≤i

mk,j ≤ CP −HP
0 (TL.3)

∑
i

zi.Ri −
∑
i,j

mi,j ≥ 0 (TL.4)

∀j s. t. 0 ≤ j ≤M − 1 :∑
i,k<j

mi,k +HS
0 ≥

∑
k≤j

(ek + γk.ϵk) (TL.5)
∑
i,j

mi,j ≥
∑

j≤M−1

(ej + γj .ϵj) (TL.6)

∀j s. t. − 1 ≤ j ≤M − 1 :∑
i,k≤j

mi,k ≤ CS −HS
0 +

∑
k≤j

(ek + γk.ϵk) (TL.7)

Theorem 1. The MILP program SLSS MILP model solves
the SLSS problem in an exact way.

Proof. (*) clearly means the objective function of SLSS, while
one easily checks that (C.1, C.2, C.3, C.4, C.5, C.6, C.7,
C.8, C9, C10, C11, TL.1, TL.2, TL.3, TL.6) are necessary.
(C.12): T is at least equal to the running times of the jobs and
the transfer transactions. (R.1): For any job j, the resources
produced before j + 1 augmented with the initial resources,
must be enough for jobs 0 to j+1. (TL.4): We must globally
produce at least as much as we transfer. (TL.5): For any j,
the resources needed in order to perform jobs 0, . . . , j together
with the related transfer transactions must not exceed available
resources (the triangle inequalities are involved). (TL.7): For
any j, the resources of the job scheduler after running j must
not exceed CP .
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Conversely, we get sufficiency by first checking that con-
straints (C.5, ..., C.8) imply that the transfer transactions deriv-
ing from U define a chain in (Ω,≪). Constraints (C.9, C.10,
C11) make this chain consistent with Lemma 1. Let us denote
it by Γ = {(i1, j1), . . . , (iQ, jQ)} and let us introduce vari-
ables Tj , V

S
j , j = 0, . . . ,M − 1, V̂ S

q , q = 1, . . . , Q, V P
i , i =

0, . . . , N − 1, V̂ P
q , q = 1, . . . , Q, respectively representing the

starting time of job j, the resources stored by the job scheduler
at time Tj , the resources stored by the job scheduler just before
the qth transfer transaction takes place, the resources stored
by the resource lot sizer at the beginning of period i and the
resources stored by the resource lot sizer just before the qth

transfer transaction takes place (at the beginning of period
iq). Then it is enough to follow Γ in order to provide those
variables with values defining a feasible schedule.

IV. A BRANCH AND CUT FOR THE SLSS MILP MODEL

Applying a MILP library to SLSS MILP means designing
a procedure in order to separate the No Antichain constraints
(C.8), that means in order to dynamically generate and insert
new No Antichain constraints as soon as a current solu-
tion of the rational relaxation of SLSS MILP appears, that
does not meet those constraints. Let U be some rational
(or integral) vector satisfying (C4, C5, C6, C7). Separating
(C.8) means searching for an antichain A in (Ω,≪) such
that

∑
(i,j)∈A Ui,j > 1. Theoretically (see [6]) it can be

done in polynomial time by application of a feasible network
flow procedure. However, the arcs of G≪ are too many
for an efficient application of such a separation procedure.
Instead, we proceed in a heuristic way, through partial tree
search. Related backtracking nodes correspond to sequences
{(i1, j1), . . . , (ik, jk)} ordered according to decreasing Ui,j

values and whose elements define an antichain in Ω. In order
to speed the process, we arbitrarily impose an upper bound on
the number of backtracking nodes created this way and use
this upper bound as a control parameter. If U is integral, then
we only need to scan the transfer transactions and check that
2 consecutive transfer transactions agree with ≪.

V. HANDLING SLSS AS A PATH SEARCH PROBLEM

Let us come now to our main contribution. We are going to
show that SLSS may be reformulated as a path search problem
in an acyclic large state network. This will allow us to handle
it while adapting the well-known A* algorithm (see [7]) for
the computation of robot trajectories inside state spaces. This
approach will prove itself to be far more efficient that the
MILP based approach.

A. The SLSS Path Search Formulation

We saw in Section III.A that the transfer transactions in-
volved in any feasible SLSS solution define in the graph G≪

a path Γ from Source to Sink such that if (i1, j1) and (i2, j2)
are consecutive in Γ, then: (P0)
• If (i1, j1) ̸= Source and if (i2, j2) ̸= Sink then

µ(j1, j2) ≤ CS

• If (i1, j1) = Source then µStart(j2) ≤ HS
0

• If (i2, j2) = Sink then µEnd(j1) ≤ CS −HS
0

Such a path Γ = {Source, (i1, j1), (i2, j2), . . . , (iQ, jQ), Sink}
does not fully characterize a SLSS feasible solution.
But we are going to show that it will do it as
soon as we are able to provide it with well-fitted
sequences w = {wq, q = 0, 1, . . . , Q,Q + 1} and
W = {Wq, q = 0, 1, . . . , Q}, with the meaning:
• For any q = 1, . . . , Q, wq means the resources globally

stored together by the resource lot sizer and the job sched-
uler at the end of period iq . For any q = 1, . . . , Q − 1,
Wq denotes the resource produced between period iq and
period iq+1.

• w0 = HP
0 +HS

0 = the initial resources and W0 means the
resources produced before period i1. WQ = the resources
produced after period Q.

• wQ+1 ≥ HP
0 +HS

0 means the final global resources.
Then we may characterize the SLSS solutions according to

the following statements:

Theorem 2. Given a path Γ =
{Source, (i1, j1), (i2, j2), . . . , (iQ, jQ), Sink} that
meets (P0), together with non negative values
wq, q = 0, 1, . . . , Q,Q + 1 and Wq, q = 0, 1, . . . , Q.
They may be extended into a feasible solution of SLSS iff:

1) w1 = w0 +W0 − µStart(j1);
w0 = HP

0 +HS
0 ;

W0 ≤ CP −HP
0 ;

W0 is a feasible production for periods in {0, . . . , i1 −
1}. (P1)

2) For any q = 1, . . . , Q− 1: (P2)
• Wq ≤ min(CP , CS + CP − wq) is a feasible

production for periods in {iq + 1, . . . , iq+1 − 1};
• wq+1 = wq +Wq − µ(jq, jq+1);
• µ(jq, jq+1 ≤ Inf(wq, C

S).
3) WQ ≤ min(CP , CS+CP−wq) is a feasible production

for periods in {iQ + 1, . . . , N − 1};
wQ+1 = (wQ +WQ − µEnd(jQ) ≥ HP

0 +HS
0 ; (P3)

Proof. Lemma 1 tells us that we may derive from path Γ
starting times values Tj , j = 0, . . . ,M − 1 for the jobs j, that
are consistent with the time requirements of SLSS. Let us
suppose that we know the values ŵS

q , q = 1, . . . , Q, ŵP
q , q =

1, . . . , Q denoting the resources available for respectively the
job scheduler and the resource lot sizer just after the qth

transfer transaction takes place (at the end of period iq).
Then we easily deduce the resources V S

j , j = 0, . . . ,M − 1
available for the job scheduler at time Tj , and the resources
V P
i , i = 0, . . . , N − 1 available for the resource producer at

time p.i. So the key point becomes distributing global resource
quantities wq among the job scheduler and the resource lot
sizer, and get quantities ŵS

q , q = 1, . . . , Q, ŵP
q , q = 1, . . . , Q

that mean the resources available for respectively the job
scheduler and the resource lot sizer at the end of period iq ,
in such a way that resulting quantities V S

j , j = 0, . . . ,M − 1
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and V P
i , i = 0, . . . , N − 1 meet the resource requirements of

SLSS. We get it by applying the following rule: For every q,
we complete the pair (iq, jq) with a transfer value mq in such
a way that either we completely fill the storage device of the
job scheduler (ŵS

q = CS) or, if it is not possible, we make
the storage facility of the resource lot sizer become empty
(ŵP

q = 0). Then, it becomes a matter of routine to check that
resulting V S

j , j = 0, . . . ,M − 1 and V P
i , i = 0, . . . , N − 1

meet the resource requirements of SLSS.

A Path Search Formulation of SLSS.
Theorem 2 suggests us the construction of the following
Augmented Transfer oriented graph GAugment,≪:

• The nodes of GAugment,≪ are pairs (x,w), where x is
a node of G≪ and w is a resource value such that 0 ≤
w ≤ CS +CP ; We define the node (Source,HS

0 +EP
0 )

as a source node and any node (Sink, w ≥ HS
0 +HP

0 )
as a sink node.

• We say that ((x1, w1), (x2, w2)) defines an arc of
GAugment,≪ if (x1, x2) is an arc of G≪ that meets (P0)
and if w2 may be written w2 = w1+W−µ(j1, j2), W be-
ing a feasible production for periods in i1+1, . . . , i2−1,
in a way that meets (P1, P2, P3) of Theorem 2.

• The cost CostAugment((x1, w1), (x2, w2)) of such an
arc is α.PCost(W ) + β.(i2 − i1), where PCost(W )
is the production cost induced by W . In case x1 =
Source or x2 = Sink , then this formula has to be
respectively adapted as α.PCost(W )+β.∆Start(j2) and
α.PCost(W ) + β.∆End(j1).

Then we get a SLSS Path Reformulation: {Compute a
shortest path (in the sense of CostAugment )
in GAugment,≪ from the source node to the sink nodes.}

B. An A* Based Algorithm

Above SLSS path reformulation suggests us to deal with
SLSS while relying on a standard path search algorithm for
acyclic graphs. However, we must take care on the 2 following
specific features of our path model:

1) Every time we are working with some node
(i1, j1, w1) of GAugment,≪, we must generate
arcs ((i1, j1, w1), (i2, j2, w2)), together with values
W = w2 − w1 + µ(j1, j2) and related cost values
PCost(W ). But computing these cost values requires
the resolution of some local lot sizing problem.

2) Depending on the context, values w may be large,
possibly infinite. So we need filtering devices.

Computing the Cost Values through a Pre-Process.
We deal with the first issue while performing a dynamic

programming pre-process that yields a table TAB, indexed
on the pair i1, i2,−1 ≤ i1 < i2 ≤ N . For any such a pair,
TAB[i1, i2] contains a list of 3-uples (W,PCost(W ), Sol)
where W means the resources produced during periods
i = i1 + 1, . . . , i2 − 1, PCost(W ) means their optimal
production cost, and Sol some related production schedule.
This dynamic programming pre-process is implemented

according to a backward driven strategy: It involves a main
loop indexed on the 2-uples (i2, w

P
2 ) and an internal loop

indexed on the 2-uples (i1, w
P
1 ) such that i1 < i2, and

works in pseudo-polynomial time. We may speed it by
noticing that if i2 ≤ N − 2, then we may restrict ourselves
to pairs i1, i2) such that it is possible to compute j1, j2 with
i1 ≥ τm(j1) and i2 ≤ τM(j2). So, every time we generate a
decision value W , we get its cost value PCost(W ) through
a direct access to the table TAB. We notice that if CS

and CP are bounded by polynomial functions of N and
M then the construction of TAB can be performed in
polynomial time, which also means that in the general case,
this construction can be performed in pseudo-polynomial time.

Introducing Filtering Devices: A Lower Bound.
As for the second issue, we may reduce the number of nodes

explored during our path search by performing some kind of
rounding (for instance modulo the first k bits, as usually done
in order to design FPTAS algorithms). But the most natural
way is to rely on a lower bound procedure, that, with some
node (i1, j1, w1) of GAugment,≪ is going to associate a lower
bound LB(i1, j1, w1) of a shortest path from (i1, j1, w1) to
the sink nodes in GAugment,≪. We get such a lower bound
by first computing a lower bound TransMin

j1
on the number

of transfer transactions that will remain to be performed after
period i1. We see that we may define TransMin

j1
as follows:

TransMin
j1,w1

= ⌈
(HS

0 − w1 +
∑

j>j1
ej)

CTR
⌉,

Next we notice that we get a lower bound on the additional
time T AddMin

j1,w1
that will to be spent by the job scheduler

because of those transfer transactions by setting:
• τMin

j1
= the smallest value τj , j ≥ j1 + 1;

• T AddMin
j1,w1

= τMin
j1

· TransMin
j1,w1

.
We deduce a lower bound TMin

j1,w1
on the time that the job

scheduler will have to spend after the end of period i1 before
achieving its own process by setting:

TMin
j1,w1

= (
∑

j>j1

tj) + T AddMin
j1,w1

.

By the same way, we check that achieving this process will
require during the periods i1, . . . , N − 1 the production of at
least WMin

j1,w1
resource, where WMin

j1,w1
is defined by:

• ϵMin
j1

= the smallest value ϵj , j ≥ j1 + 1;
• WMin

j1,w1
= HP

0 +HS
0 +µEnd(j1)+ϵMin

j1
·TransMin

j1,w1
−w1.

Then we may retrieve from TAB[i1, N ] a value PCostMin
i1,j1,w1

equal to the smallest cost value related to some production W
such that W ≥WMin

j1,w1
;

Lemma 3: LB(i1, j1, w1) = β · TMin
j1,w1

+ α.PCostMin
i1,j1,w1

is
a lower bound for the cost of a shortest path from (i1, j1, w1)
to the sink nodes in GAugment,≪.
Proof. It derives in a straightforward way from the construction
of the quantities TMin

j1,w1
and PCostMin

i1,j1,w1
. □

Exact and Heuristic Dominance Rules.
We enhance our algorithm by introducing dominance rules:
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• Exact Dominance Rule: If at some time during the
search process we deal with two nodes σ1 = (i1, j1, w1)
and σ2 = (i2, j2, w2) of GAugment,≪ such that
(i1, j1, w1) = (i2, j2, w2) and CostG Augment(σ1) +
LB(σ1) ≤ CostG Augment(σ2) +LB(σ2), then we may
kill σ2.

• Heuristic Dominance Rule: We may reinforce above
rule by setting that σ1 = (i1, j1, w1) dominates σ2 =
(i2, j2, w2) if:

– CostG Augment(σ1) + LB(σ1) ≤
CostG Augment(σ2) + LB(σ2)

– i1 ≤ i2, j2 ≤ j1 and w1 ≤ w2.
If at some time during the search process we deal with
two nodes σ1 = (i1, j1, w1) and σ2 = (i2, j2, w2) of
GAugment,≪ such that σ1 dominates σ2 , then we kill
σ2. Yet this rule is only a heuristic dominance rule. Yet,
numerical experiments will show its efficiency.

The Algorithm A* SLSS: So we design our algorithm
A* SLSS as an adaptation of the well-known A* (see [7]) algo-
rithm for path search in very large networks. At any time dur-
ing the A* SLSS resolution process, we are provided with an
expansion list LS of nodes σ = (i, j, w)of GAugment,≪, given
together with related cumulative costs CostG Augment(σ) and
future cost estimations LB(σ). Those nodes are ordered ac-
cording to increasing Eval(σ) = CostG Augment(σ)+LB(σ)
estimation values. Then we pick up the first element σ1 =
(i1, j1, w1) in LS, called the pivot node, and we expand it: we
generate all decisions (i2, j2,W ) such that (i1, j1)≪ (i2, j2),
(P0) holds and W ∈ TAB[i1, i2] that are valid in the sense
that they meet (P1, P2, P3) of Theorem 2. For every such
a decision, we generate resulting state σ2 = (i2, j2, w2)
and insert it into LS while meeting the dominance rules
(depending on the rules, it will yield an exact or heuristic
algorithm). We stop when the pivot state σ is a sink node.

Resulting A* SLSS algorithm may be summarized:
Algorithm A* SLSS
Initialization:

• LS = {source}, sink being the source node
of GAugment,≪, provided with Eval(sink) =
LB(sink) estimation value; NotStop;

• Curr Sol = current partial solution set = Nil;
While NotStop and LS ̸= Nil do

1) Denote by Pivot the head of LS;
2) Remove it from LSand insert it into Curr Sol;
3) If Pivot = (i1, j1, w1) is a sink node then Stop

Else
Generate all valid decisions Dec =
(i2, j2,W ) that apply to Pivot;
For any such a decision Dec do
• Compute resulting node σ2 =

(i2, j2, w2), together with its value
Eval(i2, j2, w2);

• If σ2 is dominated by no node σ0

in LS then insert it into LS, while

keeping LS from containing a node
σ0 dominated by σ2;

If Stop then Retrieve from Pivot and Curr Sol a
full path Γ solution of SLSS;

Depending on the dominance rules that we apply here, we
obtain two algorithms A* SLSS and Heur A* SLSS .

Theorem 3. When implemented with the weak dominance
rules, above algorithm A* SLSS solves SLSS in an exact way.
In any case, it works in pseudo-polynomial time.

Proof. The first part of this statement derives from Theorem
2 in a straightforward way. This algorithm is nothing more
than the A* algorithm applied to the state network whose
nodes are all states σ = (i, j, w), and arcs corresponds to
transitions (σ1 = (i1, j1, w1)← (σ2 = (i2, j2, w2)) according
to decisions (i2, j2,W ). As for the second part, we see that
if CS and CP are bounded by polynomial functions of N
and M then the number of nodes of the graph GAugment,≪

is also bounded by a polynomial function of N and M ,
while TAB may be computed in pseudo-polynomial time. We
conclude.

VI. NUMERICAL EXPERIMENTS

Purpose: Evaluating the behavior of the A∗ algorithm, with
respect to SLSS MILP, considered as a benchmark.
Technical Context: Algorithms were implemented in C++ on
an Intel i5-9500 CPU at 4.1GHz. CPU times are in seconds.
We used the CPLEX20 library for the MILP models.

A. Instance generation

Production and consumption coefficients: In order to mimic
what may be a power market, we cluster production periods
into #SP super-periods of same length. Each super-period
is assigned symbolic mean production and cost values Rcl,
Costcl in {Low,Medium,High}. Then, integral production
and variable cost values are randomly generated for every pe-
riod according to those mean super-period values. We generate
activation costs in such a way that the activation cost represents
around a third on the global production cost.
Storage capacities and scaling coefficients α, β: In order to
control the relation between the number of transfer transac-
tions and the number of activation decisions, we impose the
quotient CP

CS to remain inside an interval [0.5, 3]. We do in such
a way that µ(−1,M)

CTR evolves like M , so that we may control
the number of jobs between transfer transactions (in average
close to 5). We do in such a way that the respective weights
of the production and the scheduling parts of the global cost
remain integral and comparable.
Tables I and II present a package of 12 instances.

B. Outputs

• Tables III and IV : This table is devoted to the
SLSS MILP model. It provides the objective value obj
of SLSS MILP, its linear relaxation relax, the number
A − Cuts, of No-Antichain cuts generated during the
process, related CPU times CPU .
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TABLE I
INSTANCE PARAMETERS TABLE

id 1 2 3 4 5 6
N 20 30 40 60 70 80
M 10 10 15 20 20 25
p 2 3 4 2 3 4

#SP 2 2 3 4 5 5

TABLE II
INSTANCE PARAMETERS TABLE

id 7 8 9 10 11 12
N 100 110 120 140 150 160
M 30 30 35 40 40 40
p 2 3 4 2 3 4

#SP 5 5 5 4 5 5

• Table V and VI : This table is devoted to the path search
approach. It provides resulting number TT of transfer
transactions, together with CPU times Path − CPU
induced by the A∗ algorithm. It also provides the same
values HF − TT and HF − Path − CPU , together
with the cost value HF − obj, obtained by introducing
the strong (heuristic) dominance rules of Section V, that
means by applying the Heur A* SLSS Algorithm.

Comments: The MILP model is time consumming, due to the
gap induced by the relaxation of its integrality constraints. The
A∗ algorithm significantly outperforms the MILP model. The
heuristic dominance rule of Section V.B induces a very small
gap with respect to optimality (it reach optimality in 10 among
the 12 instances, and the gap for the 2 remaining instances
8 and 12 hardly reaches 2%, while speeding in average the
search process by 40%.

VII. FUTURE WORK

Future research will be oriented towards: 1) the SLSS
extensions that make the parallel machine scheduling decisions

TABLE III
MILP RESOLUTION

id 1 2 3 4 5 6
obj 186 202 238 386 402 456

A− Cuts 158 179 326 595 554 818
relax 103.6 131.8 147.8 270.8 285.6 321.6
CPU 31.8 20.0 32.6 998 1997 1024

TABLE IV
MILP RESOLUTION

id 7 8 9 10 11 12
obj 558 596 650 684 758 781

A− Cuts 357 882 1071 17431 1928 2235
relax 376.6 388.2 360.0 452.5 564.0 536.1
CPU 3079 2889 5906 10058 11647 7945

TABLE V
A* ALGORITHM RESOLUTION

id 1 2 3 4 5 6
TT 3 4 3 5 7 6

Path− CPU 2.1 3.2 1.9 15.8 57.4 45.6
HF − obj 186 202 238 386 402 456
HF − TT 3 4 3 5 7 6

HF − Path− CPU 1.8 2.6 1.5 10.9 43.5 25.6

TABLE VI
A* ALGORITHM RESOLUTION

id 7 8 9 10 11 12
TT 5 8 6 9 7 10

Path− CPU 38.3 148.7 61.8 598.9 265.6 677.7
HF − obj 558 608 650 684 758 802
HF − TT 5 9 6 9 7 10

HF − Path− CPU 28.1 83.2 42.6 395.8 137.4 400.6

be part of the problem; 2) the collaborative issue, when
several job schedulers interact with the Lot Sizer player; 3)
the management of uncertainty.
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Abstract—The occupations archive at the Federal Institute
for Vocational Education and Training contains thousands of
historical German Vocational Education and Training (VET)
and Continuing Vocational Education and Training (CVET)
regulations from the last 100 years. However, these are hardly
accessible because they are currently only available in their
original paper form. We present a workflow that transcribes
images of these regulations into the TEI XML format which
preserves the logical document structure and stores metadata.
This paper addresses issues caused by poor page segmentation
of the applied optical character recognition (OCR) methods and
presents rules that can reconstruct a large part of the documents’
hierarchy. A straightforward table recognition method for tables
with borders is presented, as well as a metadata extraction
procedure for the selected data set. While our approach is generic
and functional, further research is necessary to develop a fully
automated and more robust workflow.

I. INTRODUCTION

IT IS evident that legal texts constitute an indispensable
component of labor market research. The occupations

archive at the Federal Institute for Vocational Education and
Training (Bundesinstitut für Berufsbildung, BIBB) encom-
passes a multitude of historical regulations pertaining to voca-
tional education and training (VET) and continuing vocational
education and training (CVET). The regulations in the occu-
pations archive are from the 1920s, the Third Reich, German
Democratic Republic, and also the Federal Republic Germany.
However, these documents are currently accessible to only a
select few individuals with access to this archive. The objective
is to digitize the archive by generating transcripts of the
documents in the Text Encoding Initiative (TEI) XML format.
This format is capable of capturing all logical text elements
and layout elements such as page beginnings, footnotes, page
headers, and line breaks.

A feasibility analysis and a preliminary draft of a pipeline
for this process have been developed using a data set that
is already available as digital images. The selected data set
comprises 600 VET and 383 CVET regulations from 1969 to
2022. As the Vocational Training Act (Berufsbildungsgesetz,
BBiG) of 1969 established a framework for the majority of
these regulations and they are all published in the Federal
Gazette (Bundesanzeiger), these documents are open to the

public and allow for a well-structured rule-based approach.
Once the documents in the archive are available as digital
images, we aim to optimize the transcription process for them
by applying state of the art layout analysis and structure
recognition methods.

In this paper, our research questions are:
1) How can VET and CVET regulations from 1969 to

2022 that have been published in the Federal Gazette
be digitized into fully structured TEI XML documents?

2) How are the selected documents structured?
3) How can errors in these documents be detected when

there is hardly any ground truth available?
This paper presents the results of the feasibility analysis

and is divided into five sections. The first section provides
an introduction into related works about document digitization
efforts and the selected document collection, consisting of over
900 German training regulations. The second section presents
a brief overview of the state of the art in the generation of text
hierarchy from unstructured texts, including layout analysis,
OCR, and classification models for text hierarchy recognition.
The third section outlines the methodological background and
the utilized pipeline, including scan preprocessing methods,
OCR, postprocessing steps from the layout analysis, recog-
nition of different text elements such as lists, headings, etc.,
the transcription into the target data format, TEI XML, and
table recognition. The fourth section presents the experimental
results and evaluation of this novel approach by comparing
extracted metadata to the small existing ground truth and
analyzing properties of the generated transcripts. The last
section presents the conclusions and an outlook for further
research on documents of the occupations archive, once its
regulations are available as digital images.

A. Motivation

The digitization of historical documents has gained particu-
lar interest in recent years, with numerous approaches emerg-
ing to address this task. Optical character recognition (OCR)
represents a foundational technology for digitization, with a
significant research focus and a range of established tools.
This paper describes a basic transcription pipeline for German
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training regulations that have been published in the Federal
Gazette, to generate fully structured TEI XML documents,
maintaining the logical document structure and text hierarchy
of the digitized documents.

There are numerous methodologies to address the task of
document digitization. One basic approach is the detection of
the entire text within the document images, as exemplified
by the methodology employed in the case of the Finnish
newspaper digitization project[1], where the objective is to
generate an ALTO XML document that contains all recog-
nized text, utilizing the Tesseract OCR engine. An alternative
approach is shown in [2], where the authors model the text
structure of legal texts in Austria and align the recognized text
to this predefined structure, thereby improving the structured
recognition of text.

More advanced methods employ the OCR results to con-
struct structured data from the text images. The authors of
[3] use OCR to digitize invoice papers and to structure the
recognized information, such as product description, quantity,
and price. Similarly, in the study by [4], the names of judges at
German federal courts from 1950 to 2019 were extracted from
the Federal Gazette by applying OCR to these publications.

Not only table-structured data, but also graph data can
be extracted from text images. T2KG, an NLP tool that
can construct knowledge graphs from text, is presented in
[5]. Another way to generate knowledge graphs from text
using Open Information Extraction is introduced in [6]. Other
approaches include contextual extraction and representation
methods based on knowledge graphs, ontologies and tax-
onomies, see [7], [8], [9], [10], [11], [12].

For better accessibility, some OCR workflows are embedded
into web applications. One of the largest efforts for this is
OCR4all [13] which allows the usage of different prepro-
cessing steps, segmentation methods, and OCR models. It
also enables the interaction with each of the process steps
so users can do corrections at intermediate results to improve
the overall outcome. However, there are also less extensive
tools which allow the management of digitized document
collections, for example in [14], [15]

B. Data Set

The data set comprises 600 VET and 383 CVET regulations
from 1969 to 2022. All of these regulations are published in
the Federal Gazette and follow a similar layout structure. Each
regulation begins with a short preamble, which is sometimes
followed by a table of contents. A regulation page that
illustrates most of the layout elements described here is shown
in Figure 1.

Every regulation is comprised of multiple paragraphs. These
paragraphs commence with a section sign (§) and are followed
by the section number. One line below, the section headline is
displayed. The paragraphs are further structured into sections.
These sections can be either a single block of text or a set
of enumerated sections, with the section number between
parentheses ((1), (2),...).

Fig. 1: Excerpt of the first page of the VET regulation for
kitchen qualified professionals from 2022.

These enumerations are hierarchically structured, with each
element capable of containing a further enumeration (a), b),
...), which itself can be further nested (aa), bb), ...). In
some regulations, the paragraphs are grouped in sections (1.
Abschnitt or Abschnitt 1) or parts (Erster Teil or Teil 1). There
are also a few exceptions where the sections are grouped
in parts. The following combinations of the aforementioned
structure elements are possible:

1) paragraphs
2) paragraphs with table of contents
3) paragraphs in sections
4) paragraphs in sections with table of contents
5) paragraphs in parts
6) paragraphs in parts with table of contents
7) paragraphs in sections in parts with table of contents

II. RELATED LITERATURE

In order to get a large digitized text corpus, many ap-
proaches can be considered. Structuring the documents takes
text digitization a step further because not only is text rec-
ognized, but also logical units, such as paragraphs, section,
listings, tables, and figures need to be detected to make the
output more meaningful.

While we plan to develop a more advanced approach for
documents of the occupations archive, we conducted a feasi-
bility and usability analysis of such a pipeline a first subset of
VET and CVET regulations that have been openly available
in the Federal Gazette. The results of these are discussed in
this paper.

In first approaches for document structuring from the 2000s,
human knowledge about the document has been used to define
text- and layout-based rules to extract the text structure [16],
[17], [18]. The first version of our digitization workflow also
uses predefined rules, but we aim to recognize patterns using
layout and text features automatically in future research to
structure texts with different layouts. Similar to [2], a certain
structure is defined to recreate the text hierarchy. There are
a few different possible structures consisting of the same
structure elements which are also described in subsection I-B.
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Although some standard conversion tools, like Vertopal, to
convert files that contain text into markup languages exist [19],
they assume that the text in the documents that need to be
converted contain correct structural information, which cannot
be guaranteed by default OCR models. While they can be used
to create files in HTML or TEI XML, the output files often do
not represent the text hierarchy or logical document structure
but are rather another representation of recognized text areas,
lines, and text.

For metadata extraction, machine learning models like they
are used in GROBID [20] can be used to extract metadata like
title and authors. It also allows the recognition of references
and citations, and the detection of the abstract. Despite it
having a lot of useful features, it was trained on scientific
articles and performs especially well on them. To use GROBID
on legal texts like the training regulations in this article, it
would be necessary to fine tune the model, for which training
data would be required. Besides this, it again depends on good
page segmentation and reliable text recognition.

While some other tools like PdfPig1 or PDFMiner2 also
allow layout analysis from words in a PDF file, they are based
on heuristics that do not match all document layouts, and
again, depend on previously recognized words.

In a more recent publication [21], a tree structured document
hierarchy is generated using the HELD model where text areas
are inserted at a specific level in the tree hierarchy depending
on the output of a binary classification function. This function
compares features of the element that needs to be inserted
and elements that have already been classified, e.g., format
features or consecutive numbers in this text level. While this is
a promising approach, it again requires training data and is not
straightforward to implement. Besides this, it again depends
on correct page segmentation which is at the moment not
guaranteed. Because, in this article, we focus on a smaller
feasibility analysis and the classification of elements is done
by iterating over each element, it is easier and more efficient to
use predefined rules, as mentioned above. This approach may
become more relevant on the target data set of the occupations
archive.

Our method aims at using out of the box OCR models
and preprocessing techniques with rule based postprocessing.
While OCR-D [22] is a tool that combines preprocessing
with OCR, it was not fast enough on the available hardware
to be efficiently used within the given time constraints for
our use case. Because it has shown comparable results to
other commerical alternatives in [23], [24], the Tesseract OCR
engine has been selected for this work.

Although Tesseract delivers state of the art OCR results,
it is still no one fits all solution. As mentioned before, many
tools depend on correct layout analysis. To improve the results
of layout analysis, many researchers currently employ object
detection methods to pretrain models such as Faster R-CNN,

1https://github.com/UglyToad/PdfPig
2https://github.com/pdfminer/pdfminer.six
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Fig. 2: Overview of the presented pipeline.

YOLO, etc. to recognize text regions and classifying them into
heading, list item, title, and more [25], [26], [27], [28].

Similar to the layout analysis, also tables are recognized in a
similar manner, using deep learning object detection methods
[29], [30]. However, again, due to the lack of labeled training
data for this data set, these are not applied in the feasibility
analysis in this paper, but will likely be used on the regulations
in the occupation archive.

TEI XML has been selected as the target data format be-
cause it is recommended by the German Research Foundation
(DFG) as a good standard for long time archives of documents
[31]. While PDF is a proprietary standard that is stored in
binary files, markup languages like XML can be read by
almost any computer without installing additional software that
can read PDF files. Besides that, these files can be efficiently
stored in XML databases like eXist-db [32] to manage the
document collection. eXist-db also allows the addition of
plugins, such as a versioning plugin which allows memory-
efficient saving of different versions of the same documents
and a fast restore, if an older version is required. Especially in
this automated setting, where errors need to be expected, this
can be very helpful. Another useful plugin is TEI Publisher
[33] which allows a user friendly management of the XML
database as well as viewing the documents in a well human-
readable ways and editing uploaded TEI XML files. Besides
this, it allows viewing the text along with the original images
which can facilitate the error correction process. Therefore,
TEI XML has been found to be a suitable choice for a target
data format when digitizing larger text corpora.

III. METHODOLOGY

In this section, the developed pipeline is presented step by
step. An illustration is depicted in Figure 2. The pipeline starts
with a list of PDF or image files. If PDF files are given, the
pages are extracted as images at 300 dots per inch (DPI) which
is considered to be a good trade-off between image quality and
storage efficiency [31].

A. Preprocessing

A common step when it comes to document digitization
with OCR is image preprocessing [34]. The scanned pages
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Fig. 3: Bounding boxes of lines recognized by Tesseract in the
table of contents of the VET regulation for kitchen qualified
professionals in 2022.

can be skewed, contain noise such as water damages or ink
stains, white margins from the paper, and are usually in color.
For most OCR engines, a clean black and white image with
no noise and straight pages is required. To achieve this from
the original images, scantailor3 is used, an open-source tool
that supports many different preprocessing steps, including
image binarization, page deskewing, content detection, and
noise removal. These steps are applied and afterwards, OCR
is executed.

B. OCR

The character recognition is done by an OCR engine. One of
the most frequent used OCR engines in literature is Tesseract
which is open-source and can in some cases give comparable
results to commercial alternatives like ABBYY FineReader
[23], [24]. It is able to recognize most text areas and characters
correctly, but sometimes has trouble with text that is aligned
on the same width across multiple lines as shown in Figure 3.

Another problem is the uneven indentation of text in the
document. As shown in Figure 4, Tesseract paritally recognizes
the paragraph headlines as paragraph number and headline in
two text areas, one text area, or even including a part of the
paragraph’s text.

To fix these errors, a postprocessing step is introduced that
fixes the most frequent OCR errors that have been found by
investigating the results by hand.

C. Post-Correction

To solve the aforementioned issues, conditions on when and
how to restructure bounding boxes are introduced. Recognized
text areas are defined by bounding boxes (bboxes), consisting
of left, upper, right, and lower border. For the issue shown
in Figure 3, a threshold was defined and all text areas on
the same height are found and sorted ascending by their right
border. Afterwards, if the distance between the left border of
a text element in one of the sorted clusters to the right border
of its predecessor is smaller than the predefined threshold or

3https://github.com/trufanov-nok/scantailor-universal

Fig. 4: For each of the three paragraph headlines, Tesseract
recognized the text area in a different way.

Fig. 5: Bounding boxes of lines after correcting the errors of
the Tesseract output shown in Figure 3.

the elements overlap, they need to be merged. Once all areas
that need to be merged have been identified, the area with
the furthest right border in each of these clusters is expanded
to the border that is the furthest left in the cluster. After all
merges have been completed, each element that has been used
to expand another text area, is removed. The result is shown
in Figure 5.

For the inconsistent assignment of lines to text areas as
shown in Figure 4, a measure is defined for when to split text
areas. First, the line distances for subsequent lines in each text
area are computed. These distances for an example page are
plotted in Figure 6.

As shown in this example, there seem to be two mass
centers of line distances: One for lines that belong into the
same text area, another for lines that should be within two
different text areas. A common way to detect a fixed number
of clusters is k-Means Clustering [35]. Setting k = 2 will
detect both clusters in the line distances. If the line distance
is larger than the largest value of the cluster with the lower
centroid, marked by the red line in the plot, the text area is
split between the two respective text lines. The result will
cause all paragraph headlines to be split in two boxes, §
paragraph number and paragraph headline. The resulting
bboxes of the text areas are now as shown in Figure 7. The
text areas now only contain coherent text segments. This
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Fig. 6: Line distances within text areas of the second page
of the VET regulation for kitchen qualified professionals in
2022.

procedure is applied for each document and formalized as
follows:

Let
• c be the set of text areas that have been recognized by

Tesseract. Here, a text area is defined by its bounding
box and the list of lines in this area.

• lci be the list of detected lines in the text area ci ∈ c. A
line is defined by its bounding box and the list of words
in it. Words are defined by their bounding box and text.

• ljci be the j-th element of the list of lines lci that is ordered
by the y1-coordinate of the bounding box of each line,
i.e., its upper border.

• bbox(l) be the bounding box of a line l, defined by
x1, y1, x2, y2 where x1 defines the left border, y1 the
upper border, x2 the right border, and y2 the lower border
of the line.

• d =
⋃

ci∈c

{
bbox(ljci)y1 − bbox(lj−1

ci )y2

∣∣ j ∈ {1 . . . |lci |}
}

be the set of line distances between lines that are in the
same text area.

• kmeansk(D) = {D1, ..., Dk} be the result of k-Means
clustering where k determines the number of clusters to
detect and Di ⊆ D are the detected clusters.

The threshold to split text areas for this document is then
calculated by:

split_thresh = max
{
argmindi∈kmeans(d) {min (di)}

}

After these postprocessing steps have been applied to im-
prove text segmentation, OCR is applied a second time for
each resegmented text area to resolve errors that have been
caused by bad segmentation.

D. Metadata Extraction

The texts in the selected corpus contain some metadata
about themselves: title, release date, place of publication, and

Fig. 7: The bounding boxes of Figure 4 after splitting the text
areas according to the described procedure. Each text area now
contains a single text element.

Fig. 8: All regulation bodies end with a centered text area
containing the responsible federal minister and his ministry.

responsible federal ministry and minister. Since the layout
is the same for all of the selected texts, the corresponding
elements can be detected by patterns and the gathered
information can be stored. For TEI XML documents, all
metadata is stored in a fileDesc within a teiHeader
element. The first element giving information about the
document itself is the title which is the first element after
the page header. In the OCR result, the title is extracted and
encoded in a title tag. For the author, the last element
of the body text is considered. This element contains the
responsible federal ministry and minister. An example is
shown in Figure 8. To extract the name of the federal minister,
his ministry and, in some cases, his substitute, again, a regular
expression is used:
Der\s*Bundesminis[ftl]er\s*(.*?)(?: In\s*
Vertretung|$) for male and
Die\s*Bundesminis[ftl]erin\s*(.*?)(?: In\s

*Vertretung|$) for female ministers.
title and author are stored in the titleStmt, with the
author containing persName for his name and orgName
for his organization’s name.

Finally, the element above the author text area contains the
city and publication date, as also seen in Figure 8. The text
is split at the comma to separate city from date and both
information is stored in the target document as pubPlace and
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date within the publicationStmt of the fileDesc.
As these elements are not relevant for the document content,
they are no longer considered after being encoded in the
metainformation part.

The teiHeader for the VET regulation for kitchen qual-
ified professionals from 2022 is shown here:

1 <TEI version="3.3.0"
xmlns="http://www.tei-c.org/ns/1.0">↪→

2 <teiHeader>
3 <fileDesc>
4 <titleStmt>
5 <title>Verordnung
6 <lb/>über die

Berufsausbildung zur
Fachkraft Küche

↪→

↪→

7 <lb/>(Fachkraft- Küche-
Ausbildungsverordnung
- FKüAusbV)*

↪→

↪→

8 </title>
9 <author>

10 <persName>Sven
Giegold</persName>↪→

11 <orgName>Bundesministerium für
Wirtschaft und
Klimaschutz</orgName>

↪→

↪→

12 </author>
13 </titleStmt>
14 <publicationStmt>
15 <publPlace>Berlin</publPlace>
16 <date>9. März 2022</date>
17 </publicationStmt>
18 </fileDesc>
19 </teiHeader>
20 ...
21 </TEI>

E. Transcription to TEI XML

The regulations always have a page header which should
be represented in the encoded document but not part of the
text. To recognize these headers, the uppermost element and
all elements on the same height are selected and their text
is concatenated. Because the text is in a two column layout,
Tesseract is sometimes not able to recognize the page header
as a single line and splits it to fit into the two column layout.
Therefore, all elements on the same height as the uppermost
element on a page are also considered to be part of the header.

As target format for the image transcripts, TEI XML version
P5 [36] has been selected which is the latest version at the time
this article was written. For the transcription into fully struc-
tured TEI XML files, text based rules, i.e., regular expressions,
have been defined in order to classify text elements that start
a new paragraph, section or part. These rules are:

• parts (Teil N or N-ter Teil):
^Teil\s*\d\s*$ or ^\b\w+er\b\s*Teil\s*$

• sections (Abschnitt N or N. Abschnitt):
^Abschnitt\s*\d+$ or
^\d+\.\s*Abschnitt\s*$

• paragraphs (§ N Headline):
^(§|5|8|S|s|&amp;|\$)*\s*\d+\s*$

Text within a paragraph is also structured in a given hier-
archy, the patterns for these categories are:

1) (1) Enumerated section:
^[\(\}\]]\d+[\)\}\]]

2) 1. First level enumeration:
^\d+\s?[\.,]\s?.*

3) a) Second level enumeration:
^[a-z]\s*[\]\)\}]\s

4) aa) Third level enumeration:
^([a-z])\1{1}\s*[\]\)\}]\s

5) aaa) Fourth level enumeration:
^([a-z])\1{2}\s*[\]\)\}]\s

6) aaaa) Fifth level enumeration:
^([a-z])\1{3}\s*[\]\)\}]\s

7) aaaa) Sixth level enumeration:
^([a-z])\1{4}\s*[\]\)\}]\s

8) Everything that does not match any of the specified
patterns is considered to be a non-enumerated paragraph
section.

All patterns are designed in a way that there is space for
errors in the text recognition. If none of the mentioned patterns
matches the recognized text, the text is considered as a non-
enumerated paragraph section. The classification with these
regular expressions is used to recognize headlines, paragraphs,
and list items on different levels to recreate the original text
hierarchy.

An excerpt of the generated TEI XML document of the
VET regulation for kitchen qualified professionals from 2022
is shown here:

1 <TEI version="3.3.0"
xmlns="http://www.tei-c.org/ns/1.0">↪→

2 ...
3 <div n="1" type="abschnitt">
4 <head>Abschnitt 1<lb/>Gegenstand,

Dauer und<lb/>Gliederung der
Berufsausbildung</head>

↪→

↪→

5 <div n="1" type="paragraph">
6 <head>8 1<lb/>Staatliche</head>
7 <div type="section">
8 <p>Anerkennung des

Ausbildungsberufes</p>↪→

9 </div>
10 <div type="section">
11 <p>Der Ausbildungsberuf mit der

Berufsbezeichnung<lb/>der
Fachkraft Küche wird nach 8
4 Absatz 1 des
Be-<lb/>rufsbildungsgesetzes
staatlich anerkannt.</p>

↪→

↪→

↪→

↪→

↪→

12 </div>
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13 </div>
14 <div n="2" type="paragraph">
15 <head>82<lb/>Dauer der

Berufsausbildung</head>↪→

16 <div type="section">
17 <p>Die Berufsausbildung dauert

zwei Jahre.</p>↪→

18 </div>
19 </div>
20 ...
21 </div>
22 ...
23 </TEI>

F. Table Recognition

While the appendix of VET regulations from the late 1970s
and later consists mostly of the tabular training schedules, in
most of the CVET regulations’ appendices, example certifi-
cates are included. This part focuses on encoding the tables
in the appendices. All text areas in the appendix that have not
been found as part of a table are encoded as a p-tag with the
area’s text in the appendix without any further structuring.

Table recognition is a common challenge in document
digitization with a lot of ongoing research. As all tables in
the selected data set have borders which are also recognized
by Tesseract, these lines are used to detect table cells. An
example on how the lines are recognized is shown by the red
lines in Figure 10. If a line has higher width than height, it
is considered to be a horizontal line. If its height is larger
than its width, it is considered as a vertical line. Vertical lines
are sorted ascending by their horizontal position and horizontal
lines are sorted ascending by their vertical position. Then, each
line in the sorted set of vertical lines is used with its predcessor
to get the left and right border for a table box. The same
method is used for horizontal lines to get the lower and upper
border. In the detected cells, OCR is applied again and the
recognized text is used to fill the table content. Starting from
the second level enumeration pattern from subsection III-E,
the patterns can be reused to recognize enumerations and plain
text in the table cells.

Although this is a very simple approach, it mostly works on
this data set. There are, however, some issues with this method.
Like most of the pipeline, this procedure depends on the OCR
results. In some cases, Tesseract was unable to recognize all
lines, as seen in Figure 9, or only fractions of them.

To get the entirety of vertical lines that are only detected in
fractions, all vertical lines are expanded to the lowermost and
uppermost border of all lines. Horizontal lines are expanded
to the left- and rightmost borders of all lines. Afterwards, all
lines are compared on how close their borders are to each
other to remove duplicate lines. Although this ensures that all
lines are recognized, this method does not allow combined
cells like they are found in the data set and also assumes
that the upper, left, right, and lower border of the tables have
been identified correctly. The detection of cells that need to be
combined remains an open issue for now. Another issue with

Fig. 9: In this case, the line between the last two table columns
has not been detected at all.

Fig. 10: The table lines and text on the left side are recognized
as shown on the right side. Two of the horizontal table lines
are detected longer than they actually are.

this procedure that needs to be addressed is caused by lines
that are not recognized at all. In this case, two neighboring
rows or columns will be considered as one.

Once we digitize the entire occupations archive, we will use
more advanced table recognition methods because the older
regulations, especially from the German Democratic Republic,
contain borderless tables with complex structure and many
empty cells.

IV. EVALUATION

As there is hardly any ground truth available for a proper
evaluation, a usability analysis as well as a small corpus anal-
ysis is conducted in order to find anomalies and weaknesses
of the proposed procedure.

The web service used for document collection offers some
metadata such as title, number of pages, and release year.
To test the validity of the extracted metadata, extracted titles
have been compared to the titles given in the original data.
To allow some OCR errors when comparing the headlines, a
maximum Levenshtein distance of eight was allowed between
two headlines to be considered from the same regulation.
Because there are many long titles, this distance allowed
a reasonable amount of differences between the actual and
detected titles.

For VET regulations, only three of the 600 regulation titles
could not be mapped. This was due to the selected Levenshtein
distance being too small or bad text segmentation by Tesseract.
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With similar errors, six of the 383 CVET regulations could not
be mapped to any of the titles in the ground truth. However,
another error where the expected layout was not properly
recognized by Tesseract was found such that the preamble
text was considered to be the title.

Because the release years are also given in the ground truth,
the regulations per year in the ground truth and the digitized
collection are counted and compared. The results are shown in
Figure 11. Dates that have been recognized by the pipeline but
do not lie in the specified interval between 1969 and 2022 have
been discarded. Additionally, in some documents, no release
date was recognized at all. These two circumstances result in
less digitized than original regulations that are considered in
the plot.

Although there are some years with as many regulations in
the digitized data set as in the ground truth, in most years,
there are more documents in the ground truth. This issue has
been caused by damages files that had metadata but could not
be downloaded because the files were damaged. As shown
in Figure 11b, in 2012, there have been more documents in
the digitized data set than in the ground truth as a result of
bad OCR. Due to less damaged files in the CVET regulations,
there are more matches to the ground truth than for the VET
regulations.

In subsection I-B, the different layout types have been
presented. How these layout types are distributed among the
VET regulations is shown in Figure 12.

As seen in Figure 12a, most VET regulations consist only
of paragraphs that are not part of sections (Abschnitt) or parts
(Teil). Also, only 12.6% of all regulations have a table of
contents. All VET regulations with a table of contents consist
of parts or sections which contain the paragraphs. Parts mostly
appear in regulations for an industrial sector and regulations
that cover multiple professions, e.g., the regulation on voca-
tional training in the laboratory field of chemistry, biology and
coatings (Verordnung über die Berufsausbildung im Labor-
bereich Chemie, Biologie und Lack), or in the regulation on
vocational training in the weaving industry (Verordnung über
die Berufsausbildung in der Weberei-Industrie). It becomes
visible that some of the layout types can be found in only few
regulations.

Like the VET regulations, most CVET regulations only
consist of paragraphs. However, the second most relevant text
structure type, consisting of sections and paragraphs without
a table of contents, makes up almost a third of all CVET
regulations. Less than 5% of all CVET regulations have a
table of contents. Any other layout type is hardly present in
the CVET regulations. The entire layout type distribution can
be seen in Figure 12b.

For an insight how many parts, sections, and paragraphs
most regulations consist of and to detect anomalies, bar charts
with the number of them and how frequent this number occurs
have been created. The number of parts for CVET regulations
is shown in Figure 13.

There are two noticeable regulations with only one part.
This shows one of the weaknesses with a rule-based approach

that relies on text: In these regulations, a text area that contains
only the line written part (schriftlicher Teil) exists. This
matches the regular expression that matches patterns of n-th
part (Erster Teil, ...) and causes the workflow to recognize it
as a headline for a part although the regulations themselves
contain no parts.

A similar anomaly can be seen when counting sections
(Abschnitt) in the VET regulations, as seen in Figure 14.

There are three regulations with only one section. In these
three cases, however, only one section has been properly
detected. This either hints at bad OCR results or a bug in
the pipeline implementation that needs to be fixed.

V. CONCLUSIONS AND OUTLOOK

In this article we proposed a basic pipeline that takes images
as input, applies image preprocessing, OCR, and postcorrec-
tion to process the OCR output into fully structured TEI XML.
These transcripts have been used for a first insight into the
digitized corpus of 600 VET and 383 CVET regulations that
have been published in the Federal Gazette from 1969 to 2022
to detect anomalies which helped identifying weaknesses and
bugs in the pipeline and its implementation. Although the
basic approach looks promising on the selected documents,
it strongly depends on the corpus-specific layout and good
OCR results.

Although Tesseract performs well in many domains, it
shows some limitations for the selected documents which
make the described postprocessing necessary. It remains to
try out different OCR engines, as some commercial tools like
ABBYY FineReader not only recognize text, but also some
text style information such as underlined, bold, and italic text.
This work also shows how much information about a text
can be gained using OCR and domain knowledge. Besides
that, other tools such as layout-parser [25] or models trained
on the annotated DocLayNet dataset [28] that also contain
more information than just recognized text will be considered.
There are also more advanced table recognition methods such
as CascadeTabNet [30] and Table Transformer [37] that need
to be evaluated on our data set in future research.

Structured text contains more information and features than
plain text that is mapped to regions on an image. Without
having to label a large amount of training data, document
structure information has been be extracted to get first insights
into the digitized text corpus. In future research, we aim at the
automated recognition of layout- and text-based rules in order
to find these rules for any input document automatically and
more flexibility for other documents. Once all regulations of
the occupations archive have been digitized, the application
of NLP and text mining methods will be much easier and
more targeted because each paragraph, section and table are
already identified, making a mapping to certain areas of a
training program more feasible. Besides that, large, structured
text corpora are also useful for the training of large language
models and can support researchers in different domains to
retrieve information from historical documents much faster.
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Fig. 11: VET (left) and CVET (right) regulations per year according to the ground truth and the extracted data.
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Fig. 12: Distribution of layout types across all VET (left) and CVET (right) regulations in the data set. The percentage describes
how many VET (or CVET) regulations consist of these elements. E.g., in the left plot, “paragraph” describes the percentage
of VET regulations that consist only of paragraphs, but are not grouped in sections and do not contain a table of contents.
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Abstract—Security and resilience have become paramount
concerns for integrated system manufacturers as the number
of vulnerabilities continues to increase annually. Cyber threats
pose significant risks with substantial potential impacts on both
manufacturers and end users. New regulations, such as the EU
Cybersecurity Act and Cyber Resilience Act, mandate stricter
practices and thorough verification throughout development and
operations. Implementing a holistic DevSecOps process encom-
passing threat analysis, requirements engineering, development
practices, verification, and operations management is challenging
for large enterprises and SMEs. This complexity arises from the
need for specialized expertise, knowledge of various techniques
and tools, rigorous principle application, and thorough verifica-
tion at each step, making the process costly, time-consuming, and
potentially stifling innovation and time-to-market.

Our proposal introduces a suite of smart assistants designed
to work collaboratively with engineers. These assistants recom-
mend best practices and tools, suggest context-specific regulatory
requirements, analyze design architecture, generate tailored code
and configurations, and conduct resilience tests. This comprehen-
sive approach aims to ensure the correctness and completeness
necessary for security and regulatory compliance.

Index Terms—DevSecOps, Smart assistants, Security, Re-
silience, Requirements Engineering, Security by Design, Testing,
Monitoring, Anomaly Detection

I. INTRODUCTION

IN THE digital age, where software underpins virtually
every aspect of modern life, security has emerged as a

paramount concern [1], [2]. However, the relentless pursuit of
fast deployment often takes precedence over robust security
practices, leading to the proliferation of vulnerabilities and
insecure applications [3]. This paper investigates the urgent
need for a paradigm shift towards integrated hardware and
software security engineering to address this pressing issue.

At the heart of this effort lies the recognition that software
forms the backbone of IT infrastructures, services, and prod-
ucts. Yet, despite its pervasive influence, the current software
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development practices prioritize speed over security, leaving
systems vulnerable to attacks. Compounding this challenge is
the fact that a significant portion of the software and hardware
utilized within the European Union (EU) is developed outside
its borders, necessitating stringent security requirements and
their verification to comply with EU standards.

Central to our investigation is the imperative for the EU to
ensure the verifiability and auditability of software and hard-
ware concerning their security. This includes a comprehensive
analysis of the security implications associated with using
open-source software and hardware, as well as strategies for
enhancing security auditability within this context. The latest
supply chain attacks on open source software projects, such as
the xz utils backdoor [4], underpin this imperative, moreover,
in a digital ecosystem characterized by perpetual updates and
evolving regulatory frameworks. Hence, there arises a critical
need for methodologies and tools that facilitate continuous
security assessments to adapt to the dynamic nature of modern
software and hardware landscapes.

Several initiatives have proposed a holistic cybersecurity
view under the DevOps paradigm. Among them, the VeriDe-
vOps project [5] proposed integrating DevOps principles
with early verification, test automation, and monitoring to
ensure software security and reliability. VeriDevOps provides
a systematic approach to embedding security requirements
throughout the software development lifecycle. Key technolo-
gies include Natural Language Processing (NLP) for analyzing
and formalizing security specifications and automated tools
for quality assurance, system testing, and runtime monitor-
ing. VeriDevOps automates the configuration of trace moni-
tors based on security requirements and employs continuous
monitoring to detect anomalies and vulnerabilities. It also
generates attack tests to identify invalid states and security
weaknesses. Additionally, it performs automated design and
code checks using semi-structured and structured formalisms,
either through model simulation or formal verification, to
ensure compliance with security standards.
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Applying VeriDevOps may pose several challenges. While
it proposes more than 20 tools, it also requires expertise
across multiple domains, including Threat Analysis, Security
Requirements Engineering, Testing, Monitoring, and Incident
Analysis. Despite automating many steps, significant manual
input is still necessary, making applying the methodology
tedious. Additionally, integrating specific security methods for
hardware development and verification into the workflow is
complex. While VeriDevOps covers many scenarios, it cannot
encompass all possible security situations, necessitating further
expansion to address diverse use cases comprehensively. Thus,
applying VeriDevOps effectively demands both broad exper-
tise and ongoing adaptation to cover more specific scenarios.

The proposal of this paper is to elevate the intelligence and
automation of cybersecurity in system development by incor-
porating AI-based assistance. This assistance would provide
recommendations for configuring and formalizing diverse se-
curity properties, selecting suitable testing techniques, and in-
terpreting the results. Additionally, it would offer boilerplates,
examples, and detailed explanations for various methods and
tools, thereby streamlining the implementation process. One
of the significant challenges is ensuring the AI-based system
effectively suggests design approaches and coding practices
that enhance system resilience, maintaining operation even
amidst attacks, including hardware integration aspects. This
necessitates the AI is able to understand and apply resilience
requirements accurately, guiding developers to meet these re-
quirements and verify compliance effectively. Furthermore, AI
assistance must facilitate informed decision-making by recom-
mending appropriate methods for satisfying resilience require-
ments. This includes providing insights into the application of
these methods to ensure thorough verification of compliance.
The challenge lies in the AI’s capacity to interpret complex
security specifications and translate them into actionable guid-
ance that aligns with industry standards and best practices.

Overall, integrating AI-based assistance within VeriDevOps
and enriching it with hardware aspects aims to overcome these
challenges. By providing intelligent, context-aware advice
and support along with facilitating comprehensive verification
processes, this approach seeks to enhance the resilience and
security of systems in a systematic and scalable manner.

The paper is structured as follows: Section II presents the
background, including the achievement of the project and a
review of related works, setting the context for SecDevOps
and automation with smart assistants. Section III introduces
the concept of employing smart assistants throughout different
phases of the SecDevOps cycle, demonstrating its potential
to enhance security practices through main scenarios and
flows in real-world development contexts. Finally, Section IV
concludes the paper by summarizing key contributions and
outlining future research and development avenues.

II. BACKGROUND AND RELATED WORK

A. Cybersecurity Engineering Process

Cybersecurity implementation within a system must com-
mence at the foundational level of requirements specification.

Fig. 1. The Concept of Smart Assistants for Continuous Holistic Security
Verification

These requirements guide system design, component selection,
implementation, integration, and subsequent verification and
validation processes. The efficacy of requirements specifica-
tion hinges upon various parameters, notably clarity, atom-
icity, and verifiability. Formal and semi-formal specification
techniques play a pivotal role in automating the verification
process, aiding in identifying and mitigating cybersecurity
threats throughout the system’s lifecycle. Initiating with a com-
prehensive understanding of the system’s scope and the assets
requiring protection against cybersecurity threats, the require-
ments specification informs critical design decisions. These
decisions encompass the selection of appropriate hardware and
software platforms and the configuration of the application
stack. Moreover, the design phase necessitates strategic con-
siderations regarding access control mechanisms and internal
restrictions, which dictate the architectural blueprint of the
system. After design, adherence to coding practices becomes
imperative to minimize the injection of vulnerabilities and
fortify mechanisms for secure storage of sensitive information.

Beyond the developmental phase, systems are inevitably
exposed to many attacks aiming at exploiting vulnerabilities
within the application, software, and hardware infrastructure.
Given the omnipresent nature of vulnerabilities, incessantly
discovered at a mass scale, preemptive measures must be
in place to detect and manage these vulnerabilities through
timely patches and other protective measures. Anticipating
vulnerabilities before disclosure underscores the importance
of anomaly detection mechanisms capable of preemptively
identifying potential attack vectors.

Moreover, hardware resilience assessment is essential in
ensuring the overall security and reliability of computing
systems, as it complements software resilience assessment by
addressing vulnerabilities inherent in the physical components.
Techniques for hardware resilience assessment include rigor-
ous testing for fault tolerance, stress testing, and examining
supply chain integrity. These assessments face significant
challenges, such as detecting and mitigating hardware back-
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doors, counterfeit components, and vulnerabilities introduced
during manufacturing. Given that hardware can originate from
untrusted sources, it is critical to validate its security through
thorough inspection and verification processes. This layered
approach helps prevent the software from inheriting hardware-
related vulnerabilities, thereby fortifying the system resilience.

Resilience in software and hardware systems is fundamen-
tally the ability of a system to resist, absorb, recover from, and
adapt to adverse conditions, particularly in the face of physical
and sophisticated cyber-attacks [6]. Systems, characterized by
the integration of physical components and software elements,
are inherently susceptible to a range of threats aimed at
disrupting system availability, perturbing performance, and
other malign objectives. The repercussions of such attacks
extend beyond system disruption and can trigger multilevel
consequences, including economic, social, and environmental
impacts. Moreover, the interconnected nature of components
means that an attack on one part of the system can negatively
affect other parts. This interconnectedness is even more pro-
nounced in our world of interlinked critical infrastructures,
where an attack on one system can trigger cascading failures
across others. Therefore, it is imperative that systems are
engineered with resilience in mind, adopting proactive designs
and reactive countermeasures to effectively mitigate these
threats [7]. These resilience techniques are multifaceted and
can be classified into several categories as proposed by NIST.

B. The VeriDevOps Framework

VeriDevOps proposed a methodology [8] that merges De-
vOps principles with early verification, test automation, and
monitoring, ensuring the security and reliability of systems. It
provides a structured approach to software development, em-
phasizing the continuous integration of security requirements
throughout the development lifecycle. At its core, VeriDevOps
automates key aspects of software development with security
in mind, including defining and analyzing security require-
ments, conducting testing and monitoring, and integrating
these processes into established VeriDevOps practices.

The process begins with analyzing and formalizing text-
based security requirements gathered from various sources.
NLP and pattern recognition technologies play a crucial role
in maintaining consistency and clarity in these specifications.
Additionally, patterns are translated into temporal logic for
better understanding. Another essential aspect is the auto-
mated configuration of trace monitors, which are based on
formalized security requirements using structured formalisms.
These monitors are continuously adjusted and monitored over
time to detect anomalies and vulnerabilities during runtime.
Furthermore, VeriDevOps automatically generates attack tests
based on security requirements, aiming to expose potential
vulnerabilities by pushing the system into invalid states. These
tests complement positive testing methods and reveal insecure
behaviors that may go unnoticed otherwise. To further improve
testing, guidelines can be established for testers to propose
scenarios that evaluate both security and energy properties,
often overlooked areas. Finally, VeriDevOps automates design

and code checks according to specified security requirements
using semi-structured and structured formalisms. These ver-
ification activities can be carried out through simulation or
formal verification of system descriptions.

The VeriDevOps Methodology encompasses a suite of in-
terconnected tool sets designed for Security Requirements
Generation, Reactive Protection at Runtime, and Prevention at
Design and Development. These tool sets are closely integrated
to align security requirements with design analysis, code-level
verification, and runtime system analysis. They comprise con-
crete tool components provided and developed by VeriDevOps
partners, varying in licensing policies and maturity levels.
While some tools are well-established commercial or open-
source solutions, others are more experimental. However, all
tools must adhere to the interfaces and features outlined in
the VeriDevOps Methodology and be interchangeable to a
certain extent. Case studies combine these tools in a specific
industry context based on their alignment with requirements
and compatibility with industry practices.

1) Requirements Specification: Security requirements un-
dergo examination and formalization, sourced from diverse
textual descriptions. To ensure consistency and clarity while
avoiding inconsistencies and ambiguities, we leverage NLP
alongside established patterns or boilerplates. Additionally,
techniques are employed to automatically translate these pat-
terns into temporal logic, further enhancing requirement clarity
and consistency. Various techniques, such as PROPAS and RQ-
CODE, can be integrated into the VeriDevOps methodology
for requirements formalization. Manual and semi-automatic
translation methods are also employed to optimize this process.
Furthermore, verification and analysis tasks can be executed
by either simulating the final model or verifying the system’s
description. Using natural languages and model smells, we’ve
established indicators (e.g., NALABS) for security require-
ment flaws and defined metrics to automatically detect these
flaws in security artifacts.

2) Prevention at Development: In this phase, multiple
techniques are employed for test modeling (e.g., UPPAAL,
PyLC, Modelio, GW2UPPAAL), automated test generation
(e.g., MetaTester, CompleteTest, Graphwalker), and vulner-
ability localization (e.g., Localizer, RCA). This information
aids in generating both positive and negative tests intended to
push the system into specific states to expose potential vul-
nerabilities. To enhance this process, establishing guidelines
and a format enabling testers to design scenarios evaluating
not only security aspects but also energy properties would be
beneficial, as energy properties are often overlooked in testing.

3) Protection at Operations: An automated setup of moni-
toring tools (e.g., MMT, THOE, EARLY), based on the spec-
ification of security requirements in natural language, semi-
structured, or structured formalisms is available. Over time,
these traces are automatically configured and continuously
observed using formal or semi-formal specifications. Runtime
monitoring, which observes system behavior during operation,
is implemented to detect errors, monitor performance, ensure
compliance, and maintain system health. This serves as a
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foundation for potential preemptive countermeasures.
VeriDevOps represents a departure from traditional soft-

ware development methodologies by placing security at the
forefront of the development process. By integrating security
requirements analysis, automated testing, vulnerability local-
ization, and continuous monitoring into the DevOps pipeline,
VeriDevOps ensures a holistic approach to software security,
thus enabling organizations to proactively identify and mitigate
security threats throughout the software development lifecycle,
thereby enhancing the resilience of software systems.

C. Challenges

Addressing security challenges within the DevOps frame-
work involves navigating several complex issues. Integrating
security requirements into the DevOps pipeline presents a sig-
nificant challenge. It requires that security considerations are
seamlessly woven into existing development and deployment
processes without impeding agility or efficiency.

Achieving clarity and detailing security requirements is
crucial yet challenging. It necessitates expressing security
needs in a clear, unambiguous manner that leaves no room
for interpretation. However, achieving this clarity becomes
more complex when utilizing diverse formal methods and
tools across different stages of the development lifecycle.
Moreover, integrating security requirements analysis and veri-
fication throughout the entire DevOps process is essential but
challenging. It involves overcoming barriers to incorporating
security considerations at every stage, ensuring consistency
and accuracy in specifying and analyzing requirements across
diverse environments. Additionally, automating security test
generation and selection poses its own set of challenges.
Identifying appropriate tools and techniques for generating au-
tomated security tests and ensuring their seamless integration
within the DevOps pipeline can be a daunting task, requiring
careful consideration of compatibility and effectiveness.

Implementing robust security monitoring systems presents
another challenge. This entails establishing comprehensive
monitoring across all critical components of the DevOps
pipeline, detecting and responding to security threats in real-
time while maintaining system performance and reliability.
Another significant set of challenges involves supporting and
guiding developers through the implementation of the DevSec-
Ops methodology to facilitate their ability to select appropriate
methods and tools, configure them effectively, and utilize them
proficiently. These challenges encompass various aspects such
as formal specifications, static analysis, testing, monitoring,
root cause analysis, and the management of vulnerabilities.
Addressing these challenges is essential for empowering de-
velopers to seamlessly integrate security practices into the
software development lifecycle to ensure the reliability and
security of the resulting software products.

Finally, integrating methodologies, tools, and technologies
within Continuous Integration, Deployment, DevOps and Cy-
berOps practices is indispensable. By embedding security
checks within automated pipelines and establishing real-time
monitoring mechanisms, organizations can ensure adherence

to quality standards and resilience practices across the system
lifecycle’s developmental and operational phases. This holistic
approach enhances system security and fosters a culture of
proactive cybersecurity within the organizational framework.

D. Smart Assistants Background

The use of smart assistants (sometimes termed as bots)
in developing computing systems has become increasingly
prominent, primarily due to advancements in generative ar-
tificial intelligence (AI) and machine learning (ML). Smart
assistants in the context of software engineering are tools
and platforms that leverage AI and ML to aid developers
in various aspects of software development, maintenance,
and management. These AI-driven tools enhance productivity,
improve code quality, and streamline development processes.

The integration of smart assistants into software engineering
is transforming the way developers write code, test software,
manage projects, and interact with development environments.
As AI technologies continue to evolve, these tools are expected
to become even more sophisticated, further enhancing their
capabilities to support the system development lifecycle.

The penetration of smart assistants has been observed in all
major areas of the system development process to assist with
different tasks. As summarized by several systematic literature
reviews [9]–[11] the assistants can span tasks from develop-
ment automation (requirements processing, code generation
[12], debugging, testing [13], documentation generation), real-
time collaboration and support (coding assistance via code
completion [14], error detection and correction [15], [16],
code reviews [17]–[19]) to project management (tracking
progress, predicting timelines, and identifying bottlenecks) just
to enummerate the main ones.

The evolution of large language models (LLMs) has enabled
many of the previously enumerated activities. However, recent
studies [20] have shown that their benefits are limited by a
set of open problems, such as hallucinations.Nevertheless, the
authors of [21] provide a survey of how LLM-based agents can
support the planning activities of complex processes, which
can also be applied to IT systems.

Following similar techniques and practices as described
above, smart assistants can also be used to assist with
cybersecurity-related activities throughout the development
process. Threat detection and analysis, automated response,
vulnerability management, compliance and reporting, security
training and awareness, and forensics are just a few that can
benefit from the capabilities of smart assistants. However,
as emphasized in [22], there is still a need for automated
intelligent tools to assist cybersecurity-related tasks.

III. SMART ASSISTANTS FOR CONTINUOUS HOLISTIC
SECURITY VERIFICATION

Utilizing smart assistants within the VeriDevOps framework
represents a cutting-edge innovation in system development.
Such assistants facilitate various aspects of the security lifecy-
cle, from requirements specification to vulnerability analysis
and remediation. By harnessing the power of AI, VeriDevOps
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Fig. 2. Tasks examples supported by Smart Assistants

empowers development teams to make informed security de-
cisions and streamline security-related tasks, thus improving
the efficiency and effectiveness of the development process.
Integrating smart assistants within the VeriDevOps framework
offers a multifaceted approach to addressing cybersecurity
challenges across the development lifecycle. We outline key
concepts and provide illustrative scenarios to motivate the
application of smart assistants in real-world development.

To address the needs outlined above, we propose the com-
prehensive integration of specialized smart assistants across
all lifecycle phases, including threat and risk analysis, verifica-
tion, and monitoring, as in Figure 1. These smart assistants will
collaborate and assume responsibilities such as selecting and
configuring task-specific tools, generating relevant artefacts,
and evaluating the outcomes of these processes. For instance,
a smart assistant designated for verification tasks might select
and configure appropriate tools for verification, such as static
analysis and fuzzing tools, execute the analysis and testing
procedures, and assess the results, as depicted in Figure 2.

To ensure a comprehensive approach towards the devel-
opment lifecycle, the scope of the smart assistants extends
beyond individual development phases and activities. These
assistants will also facilitate the collaboration among various
smart assistants responsible for different tasks. This is achieved
through the sharing of results, thereby creating a continuous
feedback loop among the smart assistants. As demonstrated
in Figure 2, this systematic exchange of information fosters
a holistic understanding of the cybersecurity posture of a
product. Other smart assistants can leverage this aggregated
information to enhance their outputs, e.g., by incorporating
identified threats and risks into the verification phase.

Additionally, this collaborative framework benefits the oper-
ational dynamics among smart assistants and provides manu-
facturers with a comprehensive overview of the system through
the storage and further processing of artefacts within a knowl-
edge base. This is then utilized to generate summaries and
overviews of various activities, thus offering a consolidated
view of system security and performance.

A. Smart Assistants for Structured Resilience Requirements

Security is a dynamic challenge, as recent supply chain
attacks on the Linux kernel and new cybersecurity regula-

tion such as he Cyber Security Act (CSA) and the Cyber
Resilience Act (CRA) emphasize the need for refined devel-
opment methodologies. These methodologies should not only
enable engineers to create and deliver products with elevated
security standards and thorough verification and validation but
also assist them in comprehending and integrating regulatory
demands and requirements into the development process to
demonstrate compliance with pertinent regulations and stan-
dards. Furthermore, emerging threats and risks associated with
the supply chain necessitate a deeper understanding to address
and document these concerns effectively.

Central to our proposal are AI-based smart assistants de-
signed to optimize cyber resilience through enhanced threat
modelling and analysis. These smart assistants utilize estab-
lished standards like IEC 62443, regulations such as the CSA,
CRA, and NIST guidelines to identify, analyze, and understand
the implications of threats. Acting as a pivotal interface
between system engineers and the development processes,
these smart assistants ingest threat data from diverse sources,
including vulnerability databases such as Common Vulner-
abilities and Exposures, Common Weakness Enumerations,
Security Technical Implementation Guides, Threat Intelligence
and Management Platforms, and 0-day vulnerabilities. By
referencing industry standards and regulations, the smart assis-
tants evaluate the relevance of these threats to the system under
development, ensuring compliance and pinpointing specific
threats that need mitigation. This facilitates a comprehensive
threat modelling process, aligning analyzed threat data with
the system’s design specifications, thereby enabling system
engineers to proactively address vulnerabilities and incorporate
security measures from the project’s inception.

Due to the increasing complexity of security threats, ef-
fective yet flexible specification methods that support rigorous
analysis of software security requirements are needed. Security
requirements specifications that consider thematic roles and
domain knowledge to enable deep semantic analysis are desir-
able. We aim to develop specific assistants similar to those for
code generation (e.g., GitHub Copilot), which will empower
engineers to generate consistent and testable specifications
by interpreting natural language security requirements. The
assistant will be based on our work on the semantic analysis
framework of ReSA, a structured, pattern-based language and
ontology for specifying embedded systems requirements [23]–
[25], as well as on our previous work on EARS-based test
generation for PLC programs [26].

1) Example: Automated Threat Modelling and Analysis:
Scenario: A manufacturing company is upgrading its indus-
trial control systems (ICS) to enhance security and comply
with international standards and regulations. The company
aims to ensure that its systems are resilient against cyber
threats and comply with relevant regulatory requirements.

Flow: To utilize smart assistants for conducting resilience
threats analysis and suggesting mandatory and recommended
requirements from EU regulatory frameworks (such as the
CRA), IEC 62443, NIST guidelines, and the EUCC.

1) Resilience Properties Modelling: The company’s cy-
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bersecurity team initiates the resilience threats analysis
process for the new ICS upgrade project. They model
system properties with the smart assistant, including the
system’s architecture, intended operational environment,
and potential threat vectors.

2) Threat Identification: The smart assistant analyzes the
properties and identifies potential resilience threats spe-
cific to the ICS, such as supply chain attacks, insider
threats, and vulnerabilities in communication protocols.

3) Regulatory and Standards Compliance: The smart assis-
tant aligns identified threats with regulatory standards,
suggesting mandatory requirements, e.g., from the EU
CRA, guidelines from IEC 62443, best practices from
NIST, and security assurance methods from the EUCC,
covering risk management, incident reporting, access
control, monitoring, and evaluation.

4) Resilience Requirements Suggestions: The smart as-
sistant provides a categorized list of mandatory and
recommended requirements, such as risk management
(CRA), Security Level 3 compliance (IEC 62443), inci-
dent response planning (NIST), and EAL4+ certification
(EUCC), along with recommendations like continuous
monitoring, security audits, and penetration testing.

5) Resilience Planning, Implementation and Verification:
The cybersecurity team reviews the smart assistant’s
suggestions and develops an action plan, assigning re-
sponsibilities, setting timelines, and allocating resources
for each activity. The team implements the mandatory
and recommended requirements, using the smart assis-
tant for guidance. The assistant continuously monitors
compliance status and alerts the team to deviations
or emerging threats. After implementation, the smart
assistant helps to verify compliance through automated
checks and generates detailed reports. These reports are
used for internal review and are submitted to regulatory
bodies for compliance verification.

B. Smart Assistants for Security Testing

Cybersecurity testing is a critical phase in the development
lifecycle, comprising various activities including planning,
requirements analysis, test design, execution, evaluation, and
comprehensive reporting. There exists a plethora of method-
ologies, strategies, and tools designed to facilitate these pro-
cesses. Notwithstanding, activities such as planning frequently
remain manual tasks. Smart assistants can be invaluable in
these areas, particularly in translating test strategies, cyber-
security requirements, and risk assessments into detailed test
plans. Additionally, they can streamline tasks related to the
preparation of testing processes, such as selecting and config-
urating tools, which can be an arduous activity. Interpreting
the outcomes of security testing requires extensive technical
knowledge concerning the system, operating platforms, pro-
gramming languages, and weaknesses to accurately evaluate
the implications of vulnerabilities. Moreover, techniques like
static analysis and dynamic testing exhibit unique strengths
and limitations, necessitating further analysis and additional

testing to refine and verify results. Smart assistants can play a
pivotal role by deploying advanced tools to convert intermedi-
ate data into final outcomes, effectively distinguishing between
true and false positives, thereby improving the accuracy of
cybersecurity testing. Ultimately, smart assistants contribute
to the development of effective security patches through auto-
mated program repair techniques, e.g., using Code LLMs.

1) Example: Security Test Generation: Scenario: A soft-
ware development team is tasked with building a new web
application with stringent security requirements. They leverage
automated test generation and vulnerability localization tools
within the VeriDevOps framework to ensure the application’s
resilience against potential cyber threats.

Flow:
1) Security Requirements Analysis: The development team

is using smart assistants to identify comprehensive se-
curity test requirements for the web application based
on the knowledge base populated by the smart assistant.

2) Security Test Planning & Control: Smart assistant will
support the planning of the security testing, in particular,
propose complementary security testing tools and test
exit criteria based on the security test requirements,
existing licenses, and used technology.

3) Security Test Generation & Execution: Smart assistants
propose security testing tools from the planning phase
of which the development team selects those that fit
best to their experience. Smart assistants configure these
tools using knowledge from previous projects and from
the community. Developers check the configuration and
modify it where necessary based on their own expertise.
Smart assistants learn from these modifications for fu-
ture processes. Using security testing tools configured by
smart assistants and the development in a collaborative
manner, a test suite is generated and executed, aimed
at evaluating the application’s security posture. The test
suite encompasses both positive and negative scenarios,
covering various attack vectors and vulnerabilities.

4) Security Test Evaluation The test cases produce a large
number of results. Smart assistants help the development
team to get an overview, e.g., by analyzing the test
results with respect to relevance and severity. Further
tests can be generated and executed by smart assistants
to obtain more information on findings. Finally, smart
assistants can automatically populate bug-tracking sys-
tems with consolidated, prioritized information from the
test evaluation based on results from testing and threat
analysis and alert the development teams if required.

5) Reporting: Smart assistants generate draft test reports
based on the performed activities. The development team
completes reviews and finalizes these reports. Smart
assistants summarize these reports for the management.

6) Remediation and Patching: The development team ad-
dresses the identified vulnerabilities. Smart assistants
propose potential security patches and assess their ap-
propriateness using patch validation techniques. The
development team selects promising patch candidates

156 COMMUNICATION PAPERS OF THE FEDCSIS. BELGRADE, SERBIA, 2024



and improves them. Smart assistants perform again patch
validation and regression techniques to assess the patch
until an effective one has been identified.

This flow demonstrates how development teams can benefit
from smart assistants to prepare, perform, evaluate and report
security tests in a consolidated and efficient manner, where the
development team and smart assistants collaborate to identify
vulnerabilities with increased efficiency.

C. Smart Assistants for Resilience Monitoring

Specific assistants are needed to help monitor, detect, and
respond to security threats more efficiently. By enhancing and
automating many aspects of cybersecurity operations, smart
assistants are becoming an essential component of modern se-
curity strategies, helping to mitigate the increasing complexity
and frequency of cyber threats. Smart assistants will enable
Automated Threat Detection by continuously monitoring net-
work traffic, system logs, and other data sources for suspicious
activity and detecting anomalies that might indicate a breach
or an attempted attack. Upon detecting a potential threat,
these AI-driven systems can generate real-time alerts. This
immediate notification allows security teams to act swiftly,
potentially stopping attackers before they can cause significant
damage. As such, smart assistants will provide automated re-
sponse capabilities, deciding and executing predefined actions
when certain types of threats are detected. This might include
isolating affected systems, blocking IP addresses, or initiating
patches to vulnerable software. In addition, by analyzing his-
torical data and identifying trends, smart assistants can predict
and identify potential future threats. This predictive capability
helps in proactive threat management, allowing organizations
to strengthen defences before an attack occurs.

1) Example: Automated Threat Detection and Response:
Scenario: An organization is deploying a new software appli-
cation that handles sensitive user data. To ensure the security
of this application, the organization integrates automated threat
detection and response mechanisms by applying the VeriDe-
vOps pipeline with the help of specific assistants.

Flow:
1) Security Requirements Specification: The organization

generate structured security requirements based on nat-
ural language descriptions of potential threats and vul-
nerabilities associated with the application.

2) Continuous Monitoring Setup: Smart assistants configure
tools to continuously monitor network traffic, system
logs, and application behaviour for suspicious activity.

3) Real-time Threat Detection: As the application is de-
ployed and operational, the monitoring tools detect
anomalous patterns in user access patterns and data
usage, signalling potential security threats.

4) Automated Alert Generation: Upon detecting suspicious
activity, the monitoring tools automatically generate
real-time alerts, notifying the security team of the po-
tential security breach.

5) Automated Response: Smart assistants trigger predefined
actions, such as isolating affected systems, blocking

IP addresses associated with suspicious activity, and
initiating patches to mitigate vulnerabilities.

6) Incident Analysis and Resolution: The security team
analyzes the alerts and response actions to identify
the root cause of an incident and implement further
measures to prevent similar incidents in the future.

This flow illustrates how automated threat detection and re-
sponse mechanisms, integrated within the VeriDevOps frame-
work, enable organizations to identify and mitigate security
threats in real-time proactively.

D. Smart Assistants Collaboration

Our proposed framework leverages a hierarchical structure
of smart assistant agents to address various aspects of the
DevSecOps lifecycle. High-level agents oversee the entire
process, strategically delegating tasks to lower-level agents
specializing in specific areas. These lower-level agents can
automate tasks such as identifying vulnerabilities based on
established security protocols, performing code reviews in
order to detect potential security concerns within the codebase,
generating test cases, and even proposing patches for vulner-
abilities. This collaborative approach fosters a more efficient
workflow, where specialized agents handle routine tasks while
high-level agents maintain an overarching view and ensure
progress towards overall security objectives.

To further enhance the reliability of the framework, the
agents can employ self-assessment techniques. These tech-
niques involve cross-referencing findings with established
security protocols and identifying potential biases or errors
within the generated outputs, such as ”hallucinations” in
the context of LLMs. When necessary, the agents can seek
clarification from human experts, ensuring the accuracy and
effectiveness of their work. This self-assessment helps to
minimize errors and ensures that the agents operate within
the bounds of established security best practices.

In summary, the proposed framework utilizing a hierarchy
of smart assistants represents a significant advancement to-
wards a more automated, efficient, and secure software de-
velopment lifecycle. By automating and streamlining various
tasks, developers and operations teams can focus their efforts
on more complex and critical aspects of the development
lifecycle. Furthermore, we plan to have proper safeguards,
validation mechanisms, and human oversight within the frame-
work to ensure the reliability and security of the outputs
generated by these agents. Additionally, continuous training
and refinement of AI-based assistants would be necessary
to keep pace with the ever-evolving landscape of software
development practices and security threats.

IV. CONCLUSIONS

In this paper, we have presented a proposal for a holistic
approach to enhancing system security and resilience through
the integration of smart assistants within the software de-
velopment lifecycle. By combining innovative methodologies,
automated processes, and AI-driven assistance, our approach
offers a comprehensive framework for building secure and
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resilient system systems. We introduced the concept of smart
assistants tailored to various stages of the system develop-
ment lifecycle, from requirements specification to vulnerability
analysis and remediation. These assistants leverage AI tech-
nologies to empower development teams, streamline security-
related tasks, and make informed security decisions. Through
their integration, organizations can proactively identify and
mitigate security threats throughout the development process.
By automating tasks such as security requirements analysis,
code review, and vulnerability testing, smart assistants enable
development teams to focus on building high-quality software
while ensuring security best practices are followed.

However, the adoption of smart assistants is not without
challenges. Integration complexities, ensuring clarity of secu-
rity requirements, and addressing automation limitations are
among the hurdles that organizations encounter. Overcoming
these challenges will require collaboration across the organiza-
tion and ongoing research and development efforts in the field
of software security. Despite these challenges, the benefits of
smart assistants within the development lifecycle are signif-
icant. By leveraging AI-driven assistance, organizations can
build more secure and resilient systems, ultimately mitigating
the impact of cyber threats and protecting critical digital assets.

The integration of smart assistants represents a promising
approach to enhancing software security in today’s digital
landscape. By embracing innovation, addressing challenges,
and fostering collaboration, organizations can leverage smart
assistants to build a more secure and resilient digital future.
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Abstract—Our preliminary study presents a new perspective in
music information retrieval by investigating how contemporary
song-making and listening emulate our innate responses, similar
to the primal vocalizations of primates, drawing from music’s
origins as credible signaling. The diversity of musical expressions
within a single culture suggests that it arises from group dynamics
reflecting individuals’ psychological fitness. Derived from the
temporal need-threat framework of ostracism—an evolutionarily
stable strategy to influence individuals in a group, we argue
that individual differences in song-making and listening can
be reduced to songs’ lyrical expressions in terms of four basic
psychological needs: self-esteem, self-control, seeking to belong,
and seeking recognition. We propose a four-binary-decision
model to classify English song lyrics for hierarchically organizing
the variations of musical expressions. Annotating 260 English
song lyrics using ChatGPT-4s with human validation and fine-
tuning GPT-3.5-turbo to develop an automated classifier have
identified some limitations in current large language models.

Index Terms—psychological needs recognition, music informa-
tion retrieval, large language models

I. INTRODUCTION

AMID a lively school atmosphere, a solitary individual
with earbuds sits apart, symbolizing an invisible barrier

separating them from others, with only the sound of music
accompanying their solitude. This hypothetical person finds
refuge in a musical asylum [1] from ostracism, which, as
defined by Oxford Languages, means the temporary banish-
ment from a city-state decided by popular vote in ancient
Greece. A scenario often portrayed in media mirrors the real-
life tendency of young individuals to use music as a coping
mechanism in socially exclusive contexts [2], [3], [4]. Unlike
explicit rejection, ostracism involves being ignored by groups
and dyads[5], [6] through actions such as avoiding eye contact,
using the silent treatment, and withholding information [7].
While ostracism does not result in immediate physical harm,
its prolonged effects can profoundly impact our psychologi-
cal well-being, leading to feelings of alienation, depression,
helplessness, and unworthiness, which are often referred to
as “social death” [5]. Although research on the relationship
between ostracism and music listening is sparse, one study
exemplifies how music can counteract ostracism’s adverse
effects [3]. Specifically, among “metal-heads,” music promotes

a shared sense of identity and cohesion, shielding them from
the despair associated with ostracism [3]. Music’s psycho-
logical function can become more salient during emotionally
challenging circumstances like ostracism, one of the most
pervasive forms of social exclusion among young individuals
in their critical phases of identity formation and social adap-
tation. The hypersensitivity to ostracism [8], particularly, in
this age group makes them susceptible to its negative impacts,
necessitating interventions and earlier detection.

Listening to “song lyrics” resonates with listeners, serving
multiple functions such as regulating emotions [9], [10], [11],
evoking nostalgic memories [12], reflecting one’s identity
[13], [3], fostering social bonds [14], functioning as cultural
markers [15] and many others. Research with 834 participants
identifies 129 unique music functions, projecting to three main
dimensions: arousal regulation, self-awareness, and social con-
nections [16]. Yet, internal functions are far more relevant than
external, challenging music’s origin as social bonding [16].
Another study emphasizes music’s psychological functions
among adolescents in fulfilling needs including self-regulation,
sense of agency, and belonging regardless of an individual’s
conscious recognition of music’s influence [13].

To date, despite the noteworthy role of songs in expressing
psychological needs when coping with social exclusion [2],
[3], [4], current Music Information Retrieval (MIR) research
has not fully appreciated the lyrical content of songs that
listeners immerse themselves in and sing along to. This
oversight limits the understanding of how contemporary songs
function as a medium for the vicarious vocalization of listen-
ers’ psychological needs. Switching the vantage point from
recognizing musical emotions, our study proposes examin-
ing psychological needs closely related to musical emotions
as contextual and semantic motivations. The proposed shift
provides a more objective representation of listeners’ states,
beyond subjective emotional experiences.

To develop a proof of concept for our approach to au-
tomating Psychological Needs Recognition (PNR) expressed
in songs, our preliminary study explores English song lyrics
to annotate the binary states of four basic psychological
needs: self-esteem, self-control, seeking to belong, and seeking
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recognition. These needs are derived from the temporal need-
threat framework of ostracism [17], a quintessential group
dynamic prevalent in all modern societies [18]. Following
the framework, we suggest that threats to these fundamental
needs can activate music’s primeval functions as non-random
signals, motivating individuals to create or listen to songs
(vicarious vocalization) that express the critical states of their
psychological needs. We further elaborate on theoretical and
empirical grounds for our conceptual model in the Related
Work section to elucidate our proposed new perspective in
MIR, which can organize popular songs hierarchically, from
the root node to fundamental psychological needs, taking
precedence over musical emotions and styles.

II. RELATED WORK

Our study builds on the premise that “listening to songs,”
differs from hearing music as ambient sounds, is an intentional
communication, deeper and more intrinsic than the tangible
outcomes we may recall afterward. Following Mehr et al., we
speculate music’s evolutionary origins in primeval functions
such as “territorial advertisements and contact calls, two
types of vocal signals that are widespread in primates and
other species” [19, p. 140]. The credible signaling hypothesis
explains that natural selection refines human abilities to create
and appreciate music’s rhythms for inter-group alliance/intra-
group cohesion and melodies for caregiving and seeking [20].
The notion supports our premise that music’s proximate func-
tions stem from its evolutionary origins to communicate “cred-
ible signals” of individuals’ fitness about group dynamics.
We suggest our song-making and listening in today’s music
consumption signals the resonance of individuals seeking
fundamental psychological needs in flux.

A. Rethinking Musical Emotions as Signaling and Signals

According to signaling theory in evolutionary biology, sig-
naling involves one party (the sender) transmitting information
to another party (the receiver) through specific, non-random
actions or symbols [21]. These signals act as credible and
honest indicators aligning with the mutual interests of both
senders and receivers [21]. In song-making and listening,
musical emotions, constructed as the power of music fea-
tures that evoke intended emotion among listeners [22], act
as both signaling and signals. Musicians communicate their
internal states through compositions and performances, while
the audience perceives these musical emotions as signals,
evoking specific emotional responses and influencing their
internal states. Effective musical communication occurs when
the internal states of both parties align, often described as
“emotional resonance.” Although perfect alignment is rare
due to unintentional noise or missing contexts in the signals,
we argue, musical emotions can intentionally be aligned by
storytelling to create a shared emotional resonance between
creators and listeners of song lyrics.

Emotions are not ends but means in internal processes, serv-
ing as internal signals (not verifiable) for individuals to change
or maintain their states at any given time. Labeling musical

emotions risks us falling into the complexity of emotions [23],
which has muddled the representation of musical emotions
for consensus. Musical emotions are modeled as discrete
[24], [25], two-dimensional [26], [27], or three-dimensional
[28] constructs. Additionally, a recent study suggests that
emotions are higher dimensional, semantic spaces that are
neither discrete nor simplified to two or three dimensions [29].
From the 1970s into the 21st century, theorists like Paul Ekman
and Carroll Izard assert the existence of universal, primary,
distinct emotions fulfilling adaptive roles as basic emotions
[24]. Izard’s differential emotions theory extends the basic
emotions concept, advocating for a collection of biologically
embedded emotions, such as fear, anger, joy, sadness, disgust,
and surprise [25] for they are evolutionarily honed for our
survival [24]. While disputing the recognition of musical
emotions in MIR, we have overlooked the central psycholog-
ical facet of emotions, “feelings” and warrants attention for
connecting cognition and emotion [30].

When we rethink musical emotions as signaling and signals,
it makes sense to move beyond conventional labels since
emotional experiences are subjective and internal, making
them difficult and costly to verify in affective computing [31].
Instead of labeling musical emotions, we should focus on
internal signals that hold meaning for both the creators and
listeners of popular songs in their contexts, addressing the
daily psychological needs of living humans. Our proposed per-
spective emphasizes personal and unique connections within
individuals and variations within a single society, arising when
people create and listen to popular songs. This approach ac-
knowledges the potentially shareable but individualized nature
of musical experiences. By proposing psychological needs as
credible song content, we move away from labeling and toward
understanding musical emotions that value internal meaning
over naming. Moreover, the limited contextual understanding
of musical emotions as signals by listeners has led to more
costly approaches in affective computing, such as analyzing
listeners’ physiological signals [32] and ambient noises in
their environments, raising concerns about data privacy and
protection [33].

B. Compiling Credible Signals, Mirror Neurons and Empathy

Music’s evolutionary roots can be traced back to basic
functions such as "territorial advertisements and contact calls,"
which are common vocal signals among primates and other
species [19]. The credible signaling hypothesis suggests that
natural selection has refined human abilities to produce and
appreciate musical rhythms, which help form inter-group
alliances and enhance intra-group cohesion and melodies,
which are important for infant caregiving and seeking [19].
As the universality of proto-human signals has diversified over
time, the value of credible signaling persists. Contemporary
humans continue to create music to exchange musical signals
for communication. We assert that the modern functions of
popular songs, particularly those using human voices, reflect
their ancestral functions. Human songs serve as a means
to communicate “credible, honest signals” about individuals’
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fitness within group dynamics, the universal norms of any
human civilization. While there exists a degree of inten-
tionality that separates music from language [34], research
suggests that music, as a form of intentional communication
within group dynamics, can assist listeners in achieving self-
awareness [35], self-regulation [13], a sense of agency [13],
and belonging [13], [36], thereby contributing to psychological
well-being [37].

Mirror neurons enable individuals to grasp the meaning
and intentions behind actions by internally mirroring those
actions in their own brains [38]. Found in specific regions of
the monkey brain, these neurons fire both when an action is
performed and when it is observed, aiding in the prediction
and understanding of others’ intentions [39]. In humans, the
mirror neuron system is activated by visual and auditory
signals, for comprehending others’ actions and emotions [38].
This neural mechanism is thought to support higher cognitive
functions like empathy [40] and the shared understanding
necessary for speech perception [41]. For example, individuals
with autism are impaired in emotional expressions and social
communication. Research suggests their impaired functions
are linked to the human mirror neuron system and engaging
their impaired regions through music-making activities enables
many children with autism to enhance their understanding
of others’ facial expressions of emotions to improve their
communication and social skills [42], [43].

In summary, we support that the origin of music lies in
its universal function as credible, non-random signals that
engage our ancestral brains, activating our mirror neurons to
share intentions. These intentions are linked to fundamental
psychological needs, especially in today’s material affluence.
Thus, contemporary song-making and listening should system-
atically aim to decipher psychological needs signals as musical
intentions. We address the need for computational models that
can automate the detection of psychological needs expressed
in song signals. By doing so, we can help individuals cope
with the increasingly automated (no human in the loop) music
platforms of today.

C. Reasoning Basic Psychological Needs as Song Signals

Feelings are visceral sensations tied to emotions, linking
to motivation and aiding in psychological processes such as
individualization [30]. Feelings organize cognitive processes
and guide adaptive actions [30]. We argue that the link between
feelings and adaptive actions forms individuals’ strategies to
meet psychological needs. However, experiencing emotions
does not guarantee their conscious recognition or expression,
which depends on their intensity and our language skills
[30]. We argue, therefore, impacting our capability to have
musical expressions to convey our emotional states, as we
often struggle to articulate emotions while feeling in them.
Aside from the disagreement in representations of emotions’
dimensions, Plutchik’s psychoevolutionary theory of emotions
asserts that certain emotions are primary and fundamental, as
primary colors, with more complex emotions evolving from
the basic primary emotions such as fear, anger, and joy [44].

The primary emotions are evident across different evolutionary
stages and form the core of adaptive survival responses [44].

Although the direct applications of the adaptive paths are
not yet fully validated, the role of musical emotions as
adaptive signals provides a theoretical framework for modeling
musical expressions as individualized, adaptive responses that
vary within a society, the fundamental unit of our evolution
as social beings. A book chapter on self-esteem speculates
its construction as “a means of interpreting mood, which
encourages and inhibits conduct in various situations. Mood
is a response to positive and negative experiences; self-esteem
is a construction of mood fitted to a culture and its themes”
[45, p. 310]. From the earliest recordings of Greek history to
today’s digital era, ostracism, the deliberate or indiscriminate
disregard of individuals by others in a group activates our
threat responses elicited by painful feelings to fortify basic
psychological needs[5].

Williams’ temporal need-threat framework [17] outlines
ostracism experiences into immediate-reflexive reactions,
intermediate-reflective copings, and prolonged-chronic stages.
The immediate-reflexive stage involves the abrupt, universal
experience of painful threats to four basic psychological
needs: self-esteem, self-control, seeking to belong, and seeking
recognition [17]. The painful sensations trigger a range of neg-
ative emotions, including pain, anger, and sadness [18]. The
intermediate-reflective stage is characterized by contextually
influenced, individualized strategies to restore the threatened
needs, such as seeking belongingness, others’ recognition
[17], or solitude [46]. Adaptive responses in the intermediate
stage include tend-and-befriend [47], fight, freeze, or flight
reactions [5], which parallel essential neurophysiological states
described as core affect (positivity, negativity, energy, and
fatigue) that influence our reflexes, perception, and cognition
[48]. Prolonged-chronic ostracism gradually depletes the re-
sources of those affected, leading to feelings of depression,
alienation, and unworthiness [17]. At the immediate-reflexive
stage of experiencing ostracism, we highlight the paths of
painful feelings as visceral responses before individuals are
emotionally experienced by labeling the sensations as anger or
sadness in self-reports. Moving into the intermediate-reflective
coping stage, emotional responses such as sadness, anger, or
hurt feelings, along with cognitive appraisals of ostracism,
work to mitigate its adverse effects within individuals [49],
which is where, we argue, surface individuals’ variations of
musical expressions chosen to make or listen to songs.

The temporal need-threat framework is invaluable for es-
tablishing psychological needs as credible indicators in songs,
reflecting adaptive responses of individuals within normative
group dynamics. Studies have shown that music can help
individuals cope with social exclusion [3], [4] and regulate
negative emotions during the COVID-19 lockdown [50], [51]
when most industrialized countries required social distancing
measures. The framework explains group dynamics and sup-
ports the concept of adaptive individualization by addressing
the self-regulation of psychological needs as motivations.
While many emotion theories implicitly suggest that emotions
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act as motivators, Williams’ framework explicitly details how
ostracism activates inherent motivations. These psychological
needs drive individuals not only to alleviate negative emotions
but also to fortify their impaired psychological needs, which
can be replenished by interacting with a group they feel belong
to. By understanding these motivations, today’s music plat-
forms can identify musical emotions related to psychological
needs as credible signals to assist listeners in discovering
therapeutic songs.

D. Transfer Learning by Large Language Models

Transfer learning is a technique where a computational
model trained for a particular task is reused as the starting
point for another task, applying the knowledge (e.g., pre-
trained weights and biases of deep neural networks) gained
from tasks to the following tasks that are deemed similar.
Presented in “Attention is All You Need” [52], the Transformer
architecture, the foundational structure of Large Language
Models (LLMs), marks a departure from sequence-based deep
learning architectures. Unlike its predecessors, Transformers
utilize attention mechanisms that simultaneously compute the
entire input sequence [52]. The attention mechanism enables
the model to focus on various parts of the input sequence when
predicting an output, greatly enhancing its contextual under-
standing [52]. The introduction of the Transformer architecture
has led to the development of GPT (Generative Pre-trained
Transformer), BERT (Bidirectional Encoder Representations
from Transformers), and other models. These models have
set new standards in language translation, question-answering,
and text generation [53]. By this “somewhat generalized
intelligence,” transformers are used in emotion detection and
analysis from texts, with their superior understanding of
contexts[54], [55], [56]. In short, Transformers, the basis of
popular LLMs such as GPT and BERT, pave the way for
transfer learning in machines’ natural language processing
(NLP).

III. METHODOLOGY

A. Psychological Needs as Credible Song Signals Model

As shown in Fig. 1, we formalize the variations in terms
of four basic psychological needs using binary decision points
for simplicity. There are sixteen classes of lyrical expressions,
based on whether the subjects of the lyrics (narrators or
protagonists) express the states of High Self-Esteem (HSE),
Low Self-Esteem (LSE), High Self-Control (HSC), Low Self-
Control (LSC), Positive Seeking to Belong (PSB), Nega-
tive Seeking to Belong (NSB), Positive Seeking Recognition
(PSR), and Negative Seeking Recognition (NSR). The classes
are enumerated as 0:[HSE, HSC, PSB, NSR], 1:[HSE, HSC,
PSB, PSR], 2:[HSE, HSC, NSB, PSR], 3:[HSE, HSC, NSB,
NSR], 4:[HSE, LSC, PSB, NSR], 5:[HSE, LSC, PSB, PSR],
6:[HSE, LSC, NSB, PSR], 7: [HSE, LSC, NSB, NSR], 8:[LSE,
LSC, PSB, NSR], 9:[LSE, LSC, PSB, PSR], 10:[LSE, LSC,
NSB, PSR], 11:[LSE, LSC, NSB, NSR], 12:[LSE, HSC, PSB,
NSR], 13:[LSE, HSC, PSB, PSR], 14:[LSE, HSC, NSB, PSR],
and 15:[LSE, HSC, NSB, NSR].

Fig. 1. The sixteen classes are based on four binary states of psychological
needs: High Self-Esteem (HSE), Low Self-Esteem (LSE), High Self-Control
(HSC), Low Self-Control (LSC), Positive Seeking to Belong (PSB), Negative
Seeking to Belong (NSB), Positive Seeking Recognition (PSR), and Negative
Seeking Recognition (NSR). The classes are enumerated using the first
letter of each sub-dimension as 0:HHPN, 1:HHPP, 2:HHNP, 3: HHNN,
4:HLPN, 5:HLPP, 6:HLNP, 7: HLNN, 8:LLPN, 9:LLPP, 10:LLNP, 11:LLNN,
12:LHPN, 13:LHPP, 14:LHNP, and 15:LHNN.

B. Leveraging Model Distillation to Annotate English Lyrics

We utilize GPT-4 and GPT-4o, the fourth-generation GPT
models by OpenAI. The latter, known as “GPT-4-turbo”, is an
optimized version of GPT-4 designed for greater efficiency and
performance. To produce labeled data quickly, our method-
ology involves model distillation, where larger, pre-trained
models such as GPT-4 and GPT-4o are used to generate
labels for psychological needs expressed in English songs.
Traditionally, labels in Music Emotion Recognition (MER)
come from manual annotation processes, where experts or
hired individuals assign labels based on predefined emotional
categories. These labels require extensive human intelligence,
involving subjective interpretations that can be inconsistent
and prone to individual biases and lapses in attention. Due to
its annotation challenges [57], [58], social tags online are often
used to increase efficiency. However, in our case, there are no
existing social tags for psychological needs expressed in song
lyrics to utilize through crawling techniques. By leveraging
generative LLMs in NLP, we streamline the rapid labeling
process while ensuring the accuracy of machines by human-
in-the-loop validation for testing our proposed computational
model. Based on the demonstrated feasibility of using Chat-
GPT for annotating English text data in various topics [59],
[60], [61] and increase the human and computer interaction
more naturally, we employ ChatGPT 4.0 and 4o to automate
the process of annotating psychological needs expressed in
English song lyrics. We test whether the complexity of English
lyrics can be generalized to the binary states of four psycho-
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logical needs: self-esteem, self-control, seeking to belong, and
seeking recognition.

C. Prompt Engineering and Fine-Tuning of LLMs

To expedite the automation of annotation, we turn to prompt
engineering. This involves crafting precise instructions along
with English lyrics as inputs for ChatGPT-4 and 4o, aiming to
generate the most accurate labels that categorize English lyrics
into sixteen classes as shown in Fig. 1. The quality of outputs
produced by generative LLMs is highly dependent on the
quality of inputs, including data with instructions and labels.
Given that existing strategies are quite general, we address the
novel challenge of annotating psychological needs in English
song lyrics using ChatGPT-4 and 4o, testing our instructions
for generating labels based on the proposed model Fig. 1.

A new paradigm called “prompt-based learning” modifies
prompts—inputs given to generative AI to guide their re-
sponses [62]. Prompts can be questions, statements, or com-
mands provided by users to generate the AI’s outputs, utiliz-
ing zero-shot and few-shot learning [62]. Zero-shot learning
enables an AI model to classify objects or concepts it has
not seen or learned before and it has been shown to produce
sentiment time series closely matching those from fine-tuned
models, though they slightly underestimate negative examples
[63]. The need for LLMs to quickly adapt to various semantic
categories with minimal training has led to the development
of n-shot learning, including few-shot learning and one-shot
learning [64]. Few-shot learning frequently utilizes transfer
learning and meta-learning strategies to train pre-trained mod-
els to identify new classes using only a few labeled data, or
just one labeled example in one-shot learning [64].

According to the OpenAI API documentation, the recom-
mended approach is to begin with prompt engineering, then
proceed to fine-tuning if necessary, and refine the fine-tuning
process to minimize training and validation losses. Hence,
we start by employing prompt engineering, using zero-shot
(no-example) prompts with ChatGPT-4 and 4o to leverage
their state-of-the-art performance in labeling 16 psychological
needs classes in English lyrics. The high performance of
ChatGPT-4 and 4o in annotating texts is demonstrated and
compared to human annotators for accuracy in a study [61].
Next, we use few-shot (some examples) prompts, providing
more detailed instructions and annotated lyrics. Finally, we
fine-tune GPT-3.5 as the last step in our model distillation
process.

IV. EXPERIMENTS AND RESULTS

A. Curated Dataset of 260 English Song Lyrics

We built our lyrics dataset from the perspective of a hypo-
thetical user. Imagine a user experiencing negative emotions
due to ostracism and listening to music to regulate their
mood and restore their sense of psychological well-being while
cognitively appraising their situation. Some of the songs in
our curated dataset were collected from Reddit conversations
where users shared song titles and artists while experiencing
episodes of ostracism at school, work, or within their families.

Based on this scenario, we defined ostracism proxy experi-
ences, such as the loss of close relationships and significant life
events that trigger innate threat responses, including breakups,
bereavement, and social distancing during the COVID-19
lockdown. We collected lyrics based on keyword searches,
such as songs listened to after breakups, during the pandemic,
or while grieving. Additionally, about 20% of songs in the
dataset were chosen to reflect experiences from the authors’
volatile youth periods, identified by asking for songs listened
to during our younger years without explicitly priming for
ostracism experiences. To maintain the variance of musical
expressions in the dataset, 100 English songs were randomly
selected from the Music4All dataset [65], ensuring similarity
to the within-class base rate.

B. ChatGPT-4 Zero-shot Annotation with Human in the Loop

For approximately six months, we have annotated lyrics
using ChatGPT-4 and its recently optimized version, 4o. Due
to human attention issues, we tested only a handful of lyrics
per day to train ChatGPT-4s to perform as lyrics annotators
using the following instructions:

As a lyrics annotator, your task is to categorize
the subjects’ (the narrators or protagonists) states
expressed or closely assumed in lyrics into one of
the sixteen combinations based on four binary sub-
dimensions and they are:

1) The subjects can either have High Self-Esteem
(HSE) or Low Self-Esteem (LSE).

2) The subjects can either have High Self-Control
(HSC) or Low Self-Control (LSC).

3) The subjects can either have Seeking to Belong
(PSB) or Not Seeking to Belong (NSB).

4) The subjects can either have Seeking Recogni-
tion (PSR) or Not Seeking Recognition (NSR).

Therefore, when you classify each lyrics, you must
determine the either-or sub-dimensions in four di-
mensions: self-esteem, self-control, seeking to be-
long, and seeking recognition.

A song titled “Creep” by Radiohead on Genius, narrates
perhaps one of the lowest levels of self-esteem, describing
oneself as a creep. The following excerpt is how ChatGPT-
4 annotates the song in four dimensions. In the Self-Esteem
dimension: The singer repeatedly labels themselves as a
“creep” and a “weirdo” indicating feelings of self-deprecation
classified as Low Self-Esteem (LSE). In the Self-Control
dimension: There’s a longing for control and a perfect self
that suggests current dissatisfaction and lack of control over
one’s life and self-perception indicating Low Self-Control
(LSC). In Seeking to Belong dimension: Although the singer
expresses feeling out of place “I don’t belong here,” there
isn’t an active search to belong; rather, there’s a resignation
to their perceived outsider status supporting Not Seeking to
Belong (NSB). In the Seeking Recognition dimension: The
focus is not on seeking validation or attention from others
but rather on an internal struggle with their own identity and
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worth suggesting Not Seeking Recognition (NSR). ChatGPT-
4 determines the classification as LSE, LSC, NSB, and NSR,
which corresponds to Class 11.

Another song titled, “So What” by P!nk on Genius, displays
high self-esteem describing oneself as a rock star. The follow-
ing excerpt is the analysis of ChatGPT-4 in four dimensions.
In the Self-Esteem dimension: The refrain “I am a rock star”
suggests High Self-Esteem (HSE), implying confidence and
self-worth. In the Self-Control dimension: The lines “I wanna
start a fight” and “I’m gonna drink my money” could be
seen as impulsive, pointing to Low Self-Control (LSC). In
the Seeking to Belong dimension: The repeated statement
“I don’t need you” and the celebratory tone about being
single indicate Not Seeking to Belong (NSB). In the Seeking
Recognition dimension: The strong assertions of identity, a
rock star, and existence in the face of adversities imply a
demand for recognition of their independence and resistance
suggesting seeking recognition (PSR). Therefore, ChatGPT-4
determines the classification as HSE, LSC, NSB, and PSR,
which corresponds to Class 6.

TABLE I
DISTRIBUTION OF SIXTEEN PSYCHOLOGICAL NEEDS CLASSES

Annotated by ChatGPT 4.0 & 4o with Human Feedback

class 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
count 24 7 7 36 7 18 12 14 28 33 18 18 9 9 8 12

As a result, the distribution of 260 lyrics across the 16
classes, before splitting into training and testing datasets, is
shown in Table 1. To increase the accuracy of annotations, we
implement three rounds of refining prompts and annotating
each set of lyrics with ChatGPT-4 and 4o using human
validation and feedback (human in the loop). This process
enables us to settle on the most feasible classification. Class
3 and Class 9 are the two most common classes, with 36
and 33 instances, respectively. When internal resources (such
as self-esteem and self-control) are higher in Class 3 [HSE,
HSC, NSB, NSR], the subjects of the lyrics do not express
a need to belong or to be validated by others. Conversely,
when internal resources are lower in Class 9 [LSE, LSC,
PSB, PSR], the subjects of the lyrics signal a need to belong
and seek validation. Considering 160 songs listened to during
ostracism proxy experiences (such as breakups, grief, and
social distancing during the pandemic) or when feeling ostra-
cized (songs discussed in Reddit conversations), it is feasible
that individuals feeling threatened by these experiences might
listen to songs that either express their internal psychological
needs or their external psychological needs. These songs signal
the subjects’ psychological fitness (expressed in lyrics) and
resonate with listeners by figuratively allowing themselves to
step into the signalers’ shoes, thereby activating their mirror
neurons at full throttle [38].

C. GPT-4o Assistant and Gemini 1.5 Few-shot Annotation

Using human feedback in the loop, ChatGPT-4 and 4o
have shown a tendency to forget previous instructions over

prolonged use, requiring us to start over with prompting. Addi-
tionally, we have encountered inconsistent answer formats and
irrelevant analyses. To improve the effectiveness of generating
large datasets with generative AI, we enter the next phase of
model distillation to train more efficient models to annotate
lyrics. We use two different instructions and datasets:

• Trial 1: Instructions given to ChatGPT-4s with 80 lyrics.
• Trial 2: Detailed Instructions with 80 lyrics that are sliced

into [verse] + [chorus] for data augmentation.
• Trial 3: Detailed Instructions with 80 lyrics.

We utilize Gemini 1.5 by Google and GPT-4o Assistant
by OpenAI, setting the randomness of outputs (temperature)
to 0.2 and the probability mass (top p) to 0.1 to produce
more deterministic results. These hyperparameters control the
randomness of the model’s outputs, with lower values (0.2 and
0.1 respectively) focusing token selection on the most probable
options, limiting it to the top 10%.

Fig. 2. Performance Comparison: GPT-4o and Gemini 1.5

As shown in Fig. 2, we use the simple average percentage
for accuracy to evaluate the performance of two few-shot
learning models. GPT-4o’s accuracy was higher than Gemini
1.5’s in all trials, with scores of 56.25%, 43.75%, and 56.75%
compared to 43.75%, 31.25%, and 43.76%. Both Gemini
1.5 and GPT-4o performed worse in Trial 2 when we used
detailed instructions and data augmentation techniques with
split lyrics. It makes sense for lyrics to be categorized as one
class with four dimensions, requiring all the lyrics (not splits).
The highest score for GPT-4o in Trials 1 and 3 was 56.75%.
Given that we have 16 classes, the accuracy indicates that
while the model performs much better than random guessing
(which would have an accuracy of 6.25% for 16 classes), there
is certainly substantial room for improvement.

TABLE II
ACCURACY IN FOUR PSYCHOLOGICAL NEEDS DIMENSIONS

GPT-4o Gemini 1.5
Self-Esteem (HSE/LSE) 93.75% 93.75%
Self-Control (HSC/LSC) 87.50% 81.75%
Seeking to Belong (PSB/NSB) 81.25% 81.25%
Seeking Recognition (PSR/NSR) 56.25% 50.00%
Overall Accuracy (%) 79.69% 76.56%

As shown in Table 2, based on the analysis of four-
dimensional accuracy in Trial 3, both GPT-4o and Gemini 1.5
achieve an impressive 93.75% accuracy in the Self-Esteem
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(HSE/LSE) dimension. However, GPT-4o surpasses Gemini
1.5 in the Self-Control (HSC/LSC) dimension, with accuracy
of 87.50% and 81.75%, respectively. The models perform
equally moderately in the Seeking to Belong (PSB/NSB)
dimension, each scoring 81.25%. However, in the Seeking
Recognition (PSR/NSR) dimension, GPT-4o demonstrates a
higher accuracy of 56.25% compared to Gemini 1.5’s 50.00%,
marking closer and exactly to random guessing. Overall,
GPT-4o has a marginally higher overall accuracy at 79.69%
compared to Gemini 1.5’s 76.56%. The declining pattern
in accuracy suggests that both models may be overfitting,
as learning appears to occur in the order of Self-Esteem,
Self-Control, Seeking to Belong, and Seeking Recognition
dimension.

The declining accuracy pattern in both models can have
potential reasons. Firstly, the dimensions might be ordered by
increasing complexity, with Self-Esteem (HSE/LSE) being the
simplest to classify and Seeking Recognition (PSR/NSR) the
most challenging. Secondly, the models might have limitations
in understanding the nuances required for the later dimensions,
such as the subtle cues needed to recognize Seeking Recogni-
tion (PSR/NSR) due to working memory limitations. Thirdly,
because the models were trained on a limited dataset, they
might overfit familiar patterns like Self-Esteem but struggle
with less common patterns or highly varying patterns in Seek-
ing Recognition. Lastly, because the models were generated
and learned reasons sequentially, earlier tasks might receive
more optimization, causing progressively lower performance
on later tasks.

To improve accuracy, after Trial 1, we developed con-
ceptually more detailed instructions for Trials 2 and 3. We
defined the four dimensions (self-esteem, self-control, seeking
to belong, and seeking recognition) and provided behavioral
inferences to anchor these definitions. For example, we added
33 detailed behavioral anchors to the High Self-Esteem sub-
dimension, with similar numbers of anchors for all other sub-
dimensions. Here are abbreviated versions of the High Self-
Esteem (HSE) sub-dimension behavioral anchors included in
Trial 2 and 3 prompts (some of them are shortened for brevity):

• Understand one’s self-worth and the value of one’s life.
• Express a confident, self-assured positive outlook.
• Express one’s contentment and a sense of fulfillment.
• Show one’s confidence in vocalizing their feelings.
• Recognize their own flaws but not let the world bring

them down.
• Express a strong sense of self and a willingness to support

another person.
• Recognize their own needs and desires, and the refusal

to settle for less.
• Express an inherent belief in love and its transformative

power.

Surprisingly, these detailed anchors did not affect the per-
formance of both GPT-4o and Gemini 1.5. Therefore, we
decided to abandon the detailed instructions and focus on
increasing the example size per class. Due to the imbalanced

dataset of 260 lyrics, we tested few-shot learning with 80
lyrics, balanced with 5 lyrics in each class. At the time of
trials, increasing the number of examples was limited due
to token limits. With this predicament, we venture the data
augmentation technique to increase the number of examples
with splitting lyrics. Not surprisingly, as mentioned earlier,
splitting lyrics into one verse and a chorus (repeated in many
splits depending on the number of verses in the original)
did not improve model performance. This intuitively makes
sense because the repeated annotations determined by four
dimensions might not be relevant among splits, potentially
increasing noise.

D. GPT-3.5-Turbo-0125 (Recommended) Fine-tuning

With the results of three few-shot trials, we move to the
next step: fine-tuning a smaller version of GPT to finalize our
model distillation. Although the model sizes are not publicly
available, we start with GPT-4 and 4o, the updated version
of GPT-3 consisting of over 175 billion parameters. We test
the performance of these larger GPT-4 models in generating
labels for our sixteen psychological needs classes. After the
authors validate the labels, we harvest 260 lyrics with 16 class
labels. Out of the total of 260 imbalanced datasets (refer to the
distribution in Table 1 in subsection B), we use sets of 80 lyrics
(a perfectly balanced set) and 109 lyrics (an approximately
balanced set with 7 lyrics per class, except for classes 1, 2, and
3, which have 6 lyrics each). The following descriptions are
based on reports from the GPT-3.5-turbo-0125 (recommended)
version after fine-tuning it in two trials:

• Trial 4 (80 lyrics): 3,251,361 tokens, Epochs=3, Batch
size=1, LR multiplier=2, Train loss=0.4324, Full valida-
tion loss=0.9579.

• Trial 5 (109 lyrics): 4,968,234 tokens, Epochs=3, Batch
size=1, LR multiplier=2, Training loss=0.7395, Full val-
idation loss=0.6827.

In Trial 4, we fine-tune the GPT-3.5-turbo-0125 model
using a dataset consisting of 80 lyrics, processing a total of
3,251,361 tokens. The training process spans 3 epochs with
a batch size of 1, allowing for individual processing and
updating of each lyric. We employ a learning rate multiplier of
2 to enhance the base learning rate and expedite convergence.
The training loss achieved is 0.4324, reflecting a relatively
low error on the training data. However, the validation loss is
0.9579, indicating that although the model performs well on
the training set, it shows signs of overfitting, as evidenced by
the higher error on the validation set. This discrepancy under-
scores the need for further tuning to improve generalization
to new data. For the subsequent trial, we increase the dataset
size to 109 lyrics to maintain dataset balance and potentially
enhance the model’s performance.

In Trial 5, we fine-tune the GPT-3.5-turbo-0125 model using
a dataset of 109 lyrics, resulting in the processing of 4,968,234
tokens. As in Trial 4, the training is conducted over 3 epochs
with a batch size of 1 and a learning rate multiplier of 2. The
training loss is 0.7395, higher than in Trial 4. However, the
validation loss is notably lower at 0.6827, signifying improved
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generalization and performance on unseen data compared to
Trial 4. The improvement suggests that the larger dataset
in Trial 5 contributes to a more robust model. Despite the
improvement, significant overfitting remains, alarming that the
fine-tuned model is still far from optimal.

Consequently, we use a test set consisting of 16 hand-
picked lyrics, chosen for their clear quality and distinct class
differences, across five trials, including three few-shot trials,
to test the accuracy of GPT-4o and Gemini 1.5. Somewhat
unexpectedly, the accuracy of GPT-3.5-0125 in Trial 4 is
12.5%, nearly equivalent to a random response, even consid-
ering the smaller size of GPT-3.5 compared to GPT-4. In Trial
5, the accuracy is 31.25%, noticeably higher than in Trial
4. However, this is the same as the lowest accuracy shown
in the second trial by Gemini 1.5, where we used splits of
lyrics resulting in increased noise. Intuitively, the increase in
the number of examples, from 80 to 109 lyrics, has improved
accuracy. We are pleased to see that the difference in accuracy
between using 80 lyrics and 109 lyrics is 18.75%, a hopeful
increase achieved by adding two more lyrics per class, except
for Classes 1, 2, and 3, which each had one additional lyrics.
However, having closer to 7 examples per class falls short
of the recommended minimum of 10 to 50 examples per
class, according to some experimenters’ anecdotal estimation
commented in the OpenAI Forum (click here). In essence, the
minimum number of examples depends on the specific tasks
and domains. Until we test it with varying sizes of examples,
we cannot estimate this with certainty. What is certain, though,
is that at this time, the size of the examples matters in
increasing the accuracy of the smaller model, considering the
accuracy of 12.5% for the GPT-3.5-turbo-0125 model and
56.75% for the GPT-4o Assistant, both trained with 80 lyrics
and slightly different interface.

The budget for all five trials cost us approximately $575.00,
which is significantly less than the time and resources we
would have spent training the models from scratch. Moreover,
quickly obtaining the proof of concept is invaluable. How-
ever, because GPT-3.5-turbo-0125 is proprietary, fine-tuning
it comes with limitations such as restricted access to closed
information and less control over hyperparameters. In this
preliminary study, facilitating OpenAI’s fine-tuning interface
to gain the proof of concept is sensible due to its user-
friendliness and quick results. Nevertheless, it is advisable to
switch to a more efficient pre-trained transformer model for
production-level work, especially in mobile platforms.

V. DISCUSSION

In today’s digital era, the internet continues to expand
rapidly, reflecting the dynamics of the modern world. This
digital realm encompasses various types of unfiltered big data,
contributing to the digital representation of human emotional
and psychological expression. Just as in the physical world,
the digital world requires methods to understand and monitor
public emotional and psychological health. Understanding psy-
chological needs is crucial for analyzing the digital footprints
of human emotional and psychological conditions.

The development of the proposed model to recognize psy-
chological needs expressed in song lyrics began after I listened
to a story about the life-altering moments of a teenage boy
who chose to live instead of fading away like dew in the early
morning. This story was shared under the title “Power of One”
in Prof. Williams’ ostracism course at Purdue, inspiring our
project to start with the concept of a mobile agent, PO2. After
taking a fatal dose of psychotropic medication, the teenage boy
saw the sole, smiling face of a kind girl from his school before
falling into the abyss. Her smile prompted him to call 911 and
save himself. After his recovery, he left a note explaining how
her smile had helped him break through his darkest hour and
thanking her for smiling at him, everyone’s invisible person
at school. Our vision with the PO2 project is to help identify
and utilize popular songs to assist young people in coping
with ongoing offline and online ostracism [66]. Our framework
and computational methods are designed to recognize four
fundamental psychological needs, marking the first step toward
materializing the mission of our PO2 mobile agent. This agent
aims to alleviate the harmful effects of ostracism through
the therapeutic use of popular song listening. By promoting
healthier personal and social adjustment facilitated by the
lyrics of recommended songs, the PO2 agent, much like a
smiling face, seeks to detect and mitigate the perpetuation of
ostracism’s detrimental impacts.

In addition to its therapeutic potential, identifying psycho-
logical needs as song content can address data privacy and pro-
tection issues inherent in current efforts to integrate physical,
physiological, and contextual signals of listeners’ emotions.
For example, Spotify has disclosed a patented speech emotion
recognition [67] and ambient noise detection [33]. Despite
Spotify’s stance on upholding user privacy, this technology
has raised concerns among users, artists, and activist groups
regarding potential invasions of privacy and discrimination
against gender-transitioning individuals [33].

Moreover, in automating music search and retrieval, iden-
tifying psychological needs in song lyrics can significantly
enhance music recommendation systems by better deciphering
listeners’ emotional and psychological states. A key player in
this domain is Music Emotion Recognition (MER) recommen-
dation systems, which rely on accurately recognizing emotions
by extracting the emotional content from music [68] and as-
sessing the emotional states of listeners [69]. MER recommen-
dation systems, however, face a critical drawback due to the
disparity between musical emotions and listeners’ emotional
states. Aside from privacy concerns, these technologies aim to
detect and respond to listeners’ transient emotional states but
fail to address their more enduring psychological needs linked
to their emotional states. These latent psychological needs,
which are fundamental to listeners’ motivation and closely
tied to their emotional experiences, align more closely with
their goal-setting behaviors and are better suited as metrics
for tracking listeners’ intentions.

Due to its novelty, our preliminary study presents not-yet-
validated speculations that are further challenged by interdisci-
plinary dialogues and lack substantial corroborating evidence
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from prior research. Moving forward from the preliminary
study, we are optimistic about leveraging generative AI to
develop a classifier for psychological needs as credible song
signals. Our next step is to continue annotating English song
lyrics using an improved and faster version of ChatGPT-
4o, incorporating human-in-the-loop processes, to achieve a
balanced dataset with 50 to 100 lyrics per class and to expand
our final test set to a minimum of 20% of the total dataset.
Using model distillation, moving forward, we aim to fine-tune
more efficient open-source LLMs with this extensive dataset.

ACKNOWLEDGMENT

Thank you, Dr. Kipling Williams, for your invaluable
encouragement in developing my thesis. Your passion and
knowledge in ostracism research were transformative to our
vision.

REFERENCES

[1] T. DeNora, Music asylums: Wellbeing through music in everyday life.
Routledge, 2016.

[2] W. M. Randall and N. S. Rickard, “Reasons for personal music
listening: A mobile experience sampling study of emotional out-
comes,” Psychology of Music, vol. 45, no. 4, pp. 479–495, 2017.
http://dx.doi.org/10.1177/0305735616666939

[3] P. Rowe and B. Guerin, “Contextualizing the mental health of metal
youth: A community for social protection, identity, and musical empow-
erment,” Journal of Community Psychology, vol. 46, no. 4, pp. 429–441,
2018. http://dx.doi.org/10.1002/jcop.21949

[4] T. ter Bogt, N. Canale, M. Lenzi, A. Vieno, and R. van den
Eijnden, “Sad music depresses sad adolescents: A listener’s pro-
file,” Psychology of Music, vol. 49, no. 2, pp. 257–272, 2021.
http://dx.doi.org/10.1177/0305735619849622

[5] K. D. Williams, “Ostracism,” Annu. Rev. Psychol., vol. 58, pp. 425–452,
2007. http://dx.doi.org/10.1146/annurev.psych.58.110405.085641

[6] ——, Ostracism: The power of silence. Guilford Press, 2002.
[7] E. D. Wesselmann, M. R. Grzybowski, D. M. Steakley-Freeman, E. R.

DeSouza, J. B. Nezlek, and K. D. Williams, “Social exclusion in every-
day life,” Social exclusion: Psychological approaches to understanding
and reducing its impact, pp. 3–23, 2016. http://dx.doi.org/10.1007/978-
3-319-33033-4_1

[8] C. M. Büttner, M. Jauch, M. Marinucci, K. D. Williams,
R. Greifeneder, P. Riva, and S. C. Rudert, “It will (never)
stop hurting: Do repeated or chronic experiences of exclusion
lead to hyper-or hyposensitive psychological responses?” Group
Processes & Intergroup Relations, p. 13684302221140002, 2023.
http://dx.doi.org/10.1177/13684302221140002

[9] G. A. Dingle, J. Hodges, and A. Kunde, “Tuned in emotion regula-
tion program using music listening: Effectiveness for adolescents in
educational settings,” Frontiers in psychology, vol. 7, p. 859, 2016.
http://dx.doi.org/10.3389/fpsyg.2016.00859

[10] S. Uhlig, E. Jansen, and E. Scherder, ““being a bully isn’t very
cool. . . ”: Rap & sing music therapy for enhanced emotional self-
regulation in an adolescent school setting–a randomized controlled
trial,” Psychology of music, vol. 46, no. 4, pp. 568–587, 2018.
http://dx.doi.org/10.1177/0305735617719154

[11] S. Garrido, M. Du Toit, and T. Meade, “Music listening and emotion
regulation: Young people’s perspectives on strategies, outcomes, and
intervening factors.” Psychomusicology: Music, Mind, and Brain, 2022.
http://dx.doi.org/10.1037/pmu0000285

[12] E. Michels-Ratliff and M. Ennis, “This is your song: Using participants’
music selections to evoke nostalgia and autobiographical memories
efficiently.” Psychomusicology: Music, Mind, and Brain, vol. 26, no. 4,
p. 379, 2016. http://dx.doi.org/10.1037/pmu0000167

[13] S. Laiho, “The psychological functions of music in adolescence,”
Nordic Journal of music therapy, vol. 13, no. 1, pp. 47–63, 2004.
http://dx.doi.org/10.1080/08098130409478097

[14] G. Kreutz, “Does singing facilitate social bonding?”
Music and Medicine, vol. 6, no. 2, pp. 51–60, 2014.
http://dx.doi.org/10.47513/mmd.v6i2.180

[15] C. N. DeWall, R. S. Pond Jr, W. K. Campbell, and J. M. Twenge,
“Tuning in to psychological change: Linguistic markers of psychological
traits and emotions over time in popular us song lyrics.” Psychology
of Aesthetics, Creativity, and the Arts, vol. 5, no. 3, p. 200, 2011.
http://dx.doi.org/10.1037/a0023195

[16] T. Schäfer, P. Sedlmeier, C. Städtler, and D. Huron, “The psychological
functions of music listening,” Frontiers in psychology, vol. 4, p. 511,
2013. http://dx.doi.org/10.3389/fpsyg.2013.00511

[17] K. D. Williams, “Ostracism: A temporal need-threat model,” Ad-
vances in experimental social psychology, vol. 41, pp. 275–314, 2009.
http://dx.doi.org/10.1016/S0065-2601(08)00406-1

[18] C. H. Hartgerink, I. Van Beest, J. M. Wicherts, and K. D. Williams,
“The ordinal effects of ostracism: A meta-analysis of 120 cy-
berball studies,” PloS one, vol. 10, no. 5, p. e0127002, 2015.
http://dx.doi.org/10.1371/journal.pone.0127002

[19] S. A. Mehr, M. M. Krasnow, G. A. Bryant, and E. H. Ha-
gen, “Toward a productive evolutionary understanding of mu-
sic,” The Behavioral and brain sciences, vol. 44, p. e122, 2021.
http://dx.doi.org/10.1017/s0140525x21000030

[20] ——, “Origins of music in credible signaling,” Be-
havioral and Brain Sciences, vol. 44, p. e60, 2021.
http://dx.doi.org/10.1017/S0140525X20000345

[21] W. contributors, “Signalling theory,” 2023, accessed: 2024-05-20.
[Online]. Available: https://en.wikipedia.org/wiki/Signalling_theory

[22] P. N. Juslin and D. Västfjäll, “Emotional responses to music:
The need to consider underlying mechanisms,” Behavioral
and brain sciences, vol. 31, no. 5, pp. 559–575, 2008.
http://dx.doi.org/10.1017/s0140525x08005293

[23] T. Eerola and J. K. Vuoskoski, “A review of music and emotion
studies: Approaches, emotion models, and stimuli,” Music Percep-
tion: An Interdisciplinary Journal, vol. 30, no. 3, pp. 307–340, 2012.
http://dx.doi.org/10.1525/mp.2012.30.3.307

[24] P. Ekman, “An argument for basic emotions,” Cogni-
tion & Emotion, vol. 6, no. 3-4, pp. 169–200, 1992.
http://dx.doi.org/10.1080/02699939208411068

[25] C. E. Izard and C. E. Izard, “Differential emotions theory,” Human
emotions, pp. 43–66, 1977. http://dx.doi.org/10.1007/978-1-4899-2209-
0_3

[26] R. E. Thayer, J. R. Newman, and T. M. McClain, “Self-regulation of
mood: strategies for changing a bad mood, raising energy, and reducing
tension.” Journal of personality and social psychology, vol. 67, no. 5,
p. 910, 1994. http://dx.doi.org/10.1037//0022-3514.67.5.910

[27] J. A. Russell, “A circumplex model of affect.” Journal of per-
sonality and social psychology, vol. 39, no. 6, p. 1161, 1980.
http://dx.doi.org/10.1037/h0077714

[28] R. Plutchik, Emotions and life: Perspectives from psychology, biology,
and evolution. American Psychological Association, 2003.

[29] D. Keltner, J. A. Brooks, and A. Cowen, “Semantic space
theory: Data-driven insights into basic emotions,” Current Di-
rections in Psychological Science, p. 09637214221150511, 2023.
http://dx.doi.org/10.1177/09637214221150511

[30] C. E. Izard, “Emotion theory and research: Highlights, unanswered ques-
tions, and emerging issues,” Annual review of psychology, vol. 60, pp.
1–25, 2009. http://dx.doi.org/10.1146/annurev.psych.60.110707.163539

[31] Y. Wang, W. Song, W. Tao, A. Liotta, D. Yang, X. Li, S. Gao, Y. Sun,
W. Ge, W. Zhang et al., “A systematic review on affective computing:
Emotion models, databases, and recent advances,” Information Fusion,
vol. 83, pp. 19–52, 2022. http://dx.doi.org/10.48550/arXiv.2203.06935

[32] V. Chaturvedi, A. B. Kaur, V. Varshney, A. Garg, G. S. Chhabra, and
M. Kumar, “Music mood and human emotion recognition based on
physiological signals: a systematic review,” Multimedia Systems, vol. 28,
no. 1, pp. 21–44, 2022. http://dx.doi.org/10.1007/s00530-021-00786-6

[33] A. Name, “Spotify patented emotional recognition technology to
recommend songs based on users’ emotions,” 2022, accessed:
2023-10-16. [Online]. Available: https://jolt.richmond.edu/2022/01/
11/spotify-patented-emotional-recognition-technology-to-recommend-\
protect\penalty\z@songs-based-on-users-emotions/

[34] S. Koelsch, E. Kasper, D. Sammler, K. Schulze, T. Gunter, and A. D.
Friederici, “Music, language and meaning: brain signatures of semantic
processing,” Nature neuroscience, vol. 7, no. 3, pp. 302–307, 2004.
http://dx.doi.org/https://doi.org/10.1038/nn1197

[35] T. Schäfer, P. Sedlmeier, C. Städtler, and D. Huron, “The psychological
functions of music listening,” Frontiers in psychology, vol. 4, p. 511,
2013. http://dx.doi.org/10.3389/fpsyg.2013.00511

EUNSUN SMITH ET AL.: PSYCHOLOGICAL NEEDS AS CREDIBLE SONG SIGNALS 167



[36] K. Schäfer and T. Eerola, “How listening to music and engagement
with other media provide a sense of belonging: An exploratory study
of social surrogacy,” Psychology of Music, vol. 48, no. 2, pp. 232–251,
2020. http://dx.doi.org/10.1177/0305735618795036

[37] R. Granot, D. H. Spitz, B. R. Cherki, P. Loui, R. Timmers, R. S.
Schaefer, J. K. Vuoskoski, R.-N. Cárdenas-Soler, J. F. Soares-Quadros Jr,
S. Li et al., ““help! i need somebody”: music as a global resource for
obtaining wellbeing goals in times of crisis,” Frontiers in Psychology,
vol. 12, p. 648013, 2021. http://dx.doi.org/10.3389/fpsyg.2021.648013

[38] I. Molnar-Szakacs and K. Overy, “Music and mirror neurons: from
motion to’e’motion,” Social cognitive and affective neuroscience, vol. 1,
no. 3, pp. 235–241, 2006. http://dx.doi.org/10.1093/scan/nsl029

[39] L. Fogassi, P. F. Ferrari, B. Gesierich, S. Rozzi, F. Chersi, and
G. Rizzolatti, “Parietal lobe: from action organization to intention
understanding,” Science, vol. 308, no. 5722, pp. 662–667, 2005.
http://dx.doi.org/10.1126/science.1106138

[40] L. Carr, M. Iacoboni, M.-C. Dubeau, J. C. Mazziotta, and G. L.
Lenzi, “Neural mechanisms of empathy in humans: a relay from
neural systems for imitation to limbic areas,” Proceedings of the
national Academy of Sciences, vol. 100, no. 9, pp. 5497–5502, 2003.
http://dx.doi.org/10.1073/pnas.0935845100

[41] A. M. Liberman and D. H. Whalen, “On the relation of speech to
language,” Trends in cognitive sciences, vol. 4, no. 5, pp. 187–196, 2000.
http://dx.doi.org/https://doi.org/10.1016/s1364-6613(00)01471-6

[42] C. Y. Wan, K. Demaine, L. Zipse, A. Norton, and G. Schlaug, “From
music making to speaking: Engaging the mirror neuron system in
autism,” Brain research bulletin, vol. 82, no. 3-4, pp. 161–168, 2010.
http://dx.doi.org/10.1016/j.brainresbull.2010.04.010

[43] G. L. Wagener, M. Berning, A. P. Costa, G. Steffgen, and
A. Melzer, “Effects of emotional music on facial emotion recog-
nition in children with autism spectrum disorder (asd),” Journal of
Autism and Developmental Disorders, vol. 51, pp. 3256–3265, 2021.
http://dx.doi.org/10.1007/s10803-020-04781-0

[44] R. Plutchik, “A psychoevolutionary theory of emotions,” 1982.
[45] J. P. Hewitt, “22 the social construction of self-esteem,”

The Oxford handbook of positive psychology, p. 309, 2020.
http://dx.doi.org/10.1093/oxfordhb/9780195187243.013.0020

[46] D. Ren, E. Wesselmann, and K. D. Williams, “Evidence for an-
other response to ostracism: Solitude seeking,” Social Psycholog-
ical and Personality Science, vol. 7, no. 3, pp. 204–212, 2016.
http://dx.doi.org/10.1177/1948550615616169

[47] S. E. Taylor, L. C. Klein, B. P. Lewis, T. L. Gruenewald, R. A. Gurung,
and J. A. Updegraff, “Biobehavioral responses to stress in females: tend-
and-befriend, not fight-or-flight.” Psychological review, vol. 107, no. 3,
p. 411, 2000. http://dx.doi.org/10.1037/0033-295x.107.3.411

[48] J. A. Russell, “Core affect and the psychological construction of
emotion.” Psychological review, vol. 110, no. 1, p. 145, 2003.
http://dx.doi.org/10.1037/0033-295x.110.1.145

[49] E. Yaakobi, “Immediate moderating effects of attribution on ostracism
distress,” Australian Psychologist, vol. 56, no. 3, pp. 193–203, 2021.
http://dx.doi.org/10.1080/00050067.2020.1829452

[50] T. Y.-C. Yeung, “Did the covid-19 pandemic trigger nostalgia? evidence
of music consumption on spotify,” Evidence of Music Consumption on
Spotify (August 21, 2020), 2020.

[51] N. Henry, D. Kayser, and H. Egermann, “Music in mood regulation and
coping orientations in response to covid-19 lockdown measures within
the united kingdom,” Frontiers in psychology, vol. 12, p. 647879, 2021.
http://dx.doi.org/10.3389/fpsyg.2021.647879

[52] A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A. N.
Gomez, Ł. Kaiser, and I. Polosukhin, “Attention is all you need,”
Advances in neural information processing systems, vol. 30, 2017.
http://dx.doi.org/10.48550/arXiv.1706.03762

[53] M. O. Topal, A. Bas, and I. van Heerden, “Exploring transformers
in natural language generation: Gpt, bert, and xlnet,” arXiv preprint
arXiv:2102.08036, 2021. http://dx.doi.org/10.48550/arXiv.2102.08036

[54] F. A. Acheampong, H. Nunoo-Mensah, and W. Chen, “Trans-
former models for text-based emotion detection: a review of bert-
based approaches,” Artificial Intelligence Review, pp. 1–41, 2021.
http://dx.doi.org/10.1007/s10462-021-09958-2

[55] J. Huang, J. Tao, B. Liu, Z. Lian, and M. Niu, “Multi-
modal transformer fusion for continuous emotion recognition,”
in ICASSP 2020-2020 IEEE International Conference on Acous-
tics, Speech and Signal Processing (ICASSP). IEEE, 2020.
http://dx.doi.org/10.1109/ICASSP40776.2020.9053762 pp. 3507–3511.

[56] D. Cortiz, “Exploring transformers in emotion recognition: a com-
parison of bert, distillbert, roberta, xlnet and electra,” arXiv preprint
arXiv:2104.02041, 2021. http://dx.doi.org/10.48550/arXiv.2104.02041

[57] J. S. Gómez-Cañón, E. Cano, T. Eerola, P. Herrera, X. Hu, Y.-
H. Yang, and E. Gómez, “Music emotion recognition: Toward new,
robust standards in personalized and context-sensitive applications,”
IEEE Signal Processing Magazine, vol. 38, no. 6, pp. 106–114, 2021.
http://dx.doi.org/10.1109/MSP.2021.3106232

[58] Y. Wang, J. Tian, D. S. Ones, R. N. Landers et al.,
“Using natural language processing and machine learning to
replace human content coders.” Psychological Methods, 2022.
http://dx.doi.org/10.1037/met0000518

[59] M. Alizadeh, M. Kubli, Z. Samei, S. Dehghani, J. D. Bermeo,
M. Korobeynikova, and F. Gilardi, “Open-source large language
models outperform crowd workers and approach chatgpt in
text-annotation tasks,” arXiv preprint arXiv:2307.02179, 2023.
http://dx.doi.org/10.48550/arXiv.2307.02179

[60] M. Li, T. Shi, C. Ziems, M.-Y. Kan, N. F. Chen, Z. Liu, and D. Yang,
“Coannotating: Uncertainty-guided work allocation between human
and large language models for data annotation,” arXiv preprint
arXiv:2310.15638, 2023. http://dx.doi.org/10.18653/v1/2023.emnlp-
main.92

[61] M. Hasanain, F. Ahmed, and F. Alam, “Large language models for
propaganda span annotation,” arXiv preprint arXiv:2311.09812, 2023.
http://dx.doi.org/10.48550/arXiv.2311.09812

[62] P. Liu, W. Yuan, J. Fu, Z. Jiang, H. Hayashi, and G. Neubig, “Pre-
train, prompt, and predict: A systematic survey of prompting methods
in natural language processing,” ACM Computing Surveys, vol. 55, no. 9,
pp. 1–35, 2023. http://dx.doi.org/10.48550/arXiv.2107.13586

[63] S. Mohammadi, M. Mohammadi, S. Sinaei, A. Balador, E. Nowroozi,
F. Flammini, and M. Conti, “Balancing privacy and accuracy in federated
learning for speech emotion recognition,” in Proceedings of the 18th
Conference on Computer Science and Intelligence Systems, ser. Annals
of Computer Science and Information Systems, M. Ganzha, L. Ma-
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Abstract—Autism Spectrum Disorder (ASD) is a challeng-
ing clinical condition that requires tailored therapies to boost
cognitive and social skills in those affected. Lately, artificial
intelligence (AI) has shown great potential in the field of autism
assessment and rehabilitation. This article explores how AI plays
a crucial role in improving autism clinical conditions. Thus,
smart systems for early diagnosis, personalized treatment, and
continuous progress tracking were adopted. The paper looks at
the difficulties and possibilities of using AI in individuals with
ASD. This included concerns like safeguarding data privacy,
accurately understanding behavioral cues, and developing inter-
active, welcoming therapy settings. More specifically, the article
explored how techniques from machine learning and artificial
intelligence could be woven into rehabilitation methods to en-
hance learning and promote independence and social inclusion
for individuals with autism. This examination provided a fresh
and enlightening view on how clinical approaches are evolving,
showing how AI could greatly improve the lives of individuals
with autism. Implications for research and clinical practice were
critically discussed.
Keywords:
Autism Spectrum Disorders, Artificial Intelligence, Rehabilita-
tion, Machine Learning

I. INTRODUCTION

ASD IS a neurodevelopmental condition that affects com-
munication and social interaction, often involving repet-

itive behaviors and reduced interests [13]. Over the years, the
number of people diagnosed with ASD has risen significantly.
In 2000, the prevalence was 1 in 150 children, which increased
to 1 in 36 by 2017. This rise has made ASD a leading cause
of disability in children, posing significant management chal-
lenges and financial burdens. In the U.S., lifetime support for
an individual with intellectual disabilities can cost around 2.4
million, and about 2.2 million in the U.K., heavily impacting
families and society [2]. Persons with autism spectrum disor-
ders (ASD) may have notable difficulties, requiring tailored
therapies that can improve cognitive, emotional, and social
skills. Over the past few years, there has been an increasing

interest in using AI to enhance autism rehabilitation. This
overview investigates how AI holds potential in improving
therapy results for children diagnosed with ASD [31]. The
literature review emphasizes how AI technologies play a role
in improving outcomes through early diagnosis, personalized
treatment strategies, and ongoing progress monitoring. Impor-
tant features to be considered include but are not limited to
safeguarding data privacy, accurately interpreting behavioral
cues, and developing interactive and inclusive therapy environ-
ments. Addressing these challenges is essential to optimize the
effectiveness and ethical implementation of AI in supporting
individuals with autism [10]. The article further explores how
machine learning and AI methods can be incorporated into
rehabilitation plans to improve learning results and encourage
independence and social inclusion for individuals with ASD
[1]. Integrating AI can be considered promising in improving
therapeutic methods and fostering increased independence and
inclusion for individuals with ASD [7]. This analysis provides
insights concerning how clinical practices are evolving in
autism rehabilitation, showcasing how AI has the potential
to greatly enhance the lives of individuals with ASD. Inte-
grating AI can be considered promising in improving ther-
apeutic methods and fostering increased independence and
inclusion for individuals with ASD [20]. Recently, AI has
made significant strides in helping treat ASD. For example,
the humanoid robot Kaspar has improved daily living skills
in children with ASD by mimicking human behavior [30].
Research showed that children who participated in robot-
assisted learning programs were more engaged and learned
better, suggesting that AI robots could be highly beneficial
in classrooms. Additionally, augmented reality smart glasses
have been effective in reducing irritability, lethargy, rigid
behaviors, and speech difficulties in children with autism.
Studies indicate that AI technology enhances cognitive and
social skills and holds great potential for rehabilitating chil-
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dren and adolescents with severe intellectual disabilities [4].
The aim of this paper was to summarize and compare the
current literature pertaining to rehabilitation in children and
adolescents diagnosed with ASD through AI to provide an
overview of effective strategies and successful improvements
in both clinical practice and research. The novelty features may
include the newest empirical studies on this specific topic and
targeting comprehensive rehabilitative strategies. This review
addressed the existing gap in the literature regarding compre-
hensive and contemporary analyses of AI applications in ASD
rehabilitation. It summarized recent empirical studies, offering
novel insights into the efficacy of AI-based interventions. By
critically evaluating diverse AI technologies and discussing
ethical considerations, this review provided new knowledge
on practical implementation strategies. The review intended
to analyze the current rehabilitation tools that exploit AI
and the related therapeutic methods, in order to highlight
the best strategies to promote autonomy and social inclusion
for people with ASD, and lightened the burden of operators
and caregivers. Furthermore, this overview, by analyzing the
results of empirical studies conducted on the topic, addressed
perspectives for future research, especially regarding the pos-
sibility of combining the use of AI-based programs with other
methodologies and rehabilitation strategies used to promote
social skills in people with ASD.

II. UNDERSTANDING AUTISM SPECTRUM DISORDER:
CAUSES, PREVALENCE, AND DIAGNOSTIC CHALLENGES

While the exact cause of ASD is currently unknown, re-
search suggests it can be linked to genetics, brain structure
differences, and environmental factors [6]. Diagnosing ASD
can be challenging because there are no standard medical tests,
like blood tests, for it. The process usually begins with general
practitioners (GPs) screening for possible autistic-like traits.
If there are symptoms of ASD, the GP will refer the child to
specialized psychologists or psychiatrists for a more thorough
behavioral and cognitive assessment. Although the diagnostic
process can start with toddlers as young as 18 months, a final
diagnosis might not be made until late [3]. The diagnosis
involves clinical experts evaluating the child’s developmental
age across various categories, such as behavior, communi-
cation, self-care, and social skills. This approach, known as
clinical judgment, is widely accepted. Common diagnostic
tools include the Autism Diagnostic Observation Schedule
(ADOS) and the Autism Diagnostic Interview-Revised (ADI-
R), where professionals assess the child through a series of
questions and activities. Early diagnosis is crucial because it
takes advantage of neuroplasticity, which is greater when chil-
dren are younger[8]. Recent studies suggest that AI technology
not only boosts the cognitive and social skills of children
with ASD but also has great potential for rehabilitating chil-
dren and adolescents with severe intellectual disabilities [17].
Additionally, it’s important to highlight the often-neglected
negative impact on the quality of life for those with ASD and
their families. ASD can significantly increase the burden on
caregivers and families, underscoring the need for effective AI-

driven interventions to alleviate these challenges. The impact
of ASDs on quality of life and families is profound and
multifaceted, as highlighted by the study on health-related
quality of life (HRQoL) of parents with children diagnosed
with ASDs [11]. The research, utilizing both quantitative
and qualitative methods, underscores several critical areas
of concern. Quantitatively, parents of children with ASDs
reported HRQoL scores that were notably lower than those of
the general population, particularly in areas related to stress
and mental health. The average HRQoL score from SF-6D
was 0.74, a clinically significant deviation from the normative
U.S. population, indicating substantial stress and mental health
challenges. Furthermore, 40% of parents reported experiencing
clinical depression symptoms, with unmarried parents showing
higher depression levels than their married counterparts. This
statistic alone is alarming, highlighting the severe emotional
toll on parents. Additionally, families with three or more
CSHCN experienced even lower HRQoL and higher care-
giving burdens. This finding emphasizes how the cumulative
demands of caring for multiple children with special needs
can exacerbate stress and reduce overall family well-being.
The qualitative data collected through focus groups further
corroborates these findings, revealing the deep-seated chal-
lenges parents face in managing their children’s conditions.
This evidence clearly shows that ASDs significantly strain
families, affecting both the mental health and overall quality
of life of parents. Such impacts are often neglected in broader
discussions about autism, which tend to focus primarily on
the affected children. However, the well-being of caregivers
is crucial; their mental health and quality of life directly
influence their ability to provide effective care and support for
their children[12]. Therefore, it is imperative that interventions
for children with ASDs also include components aimed at
supporting parents and reducing their caregiving burden. A
recent study [17] suggests that AI technology not only boosts
the cognitive and social skills of children with ASD but also
has great potential for rehabilitating children and adolescents
with severe intellectual disabilities. In light of the above, a
selective overview of the newest empirical studies on the use
of AI-based programs for recovery ASD individuals was the
main objective of this paper. Strengths and weaknesses of the
reviewed studies were emphasized, and the implications of the
findings were critically discussed.

III. METHOD

To analyze the fundamental characteristics of AI-based
programs for the promotion of social skills in children and
young adolescents with ASD, a search for empirical studies
on the topic was conducted on Scopus. The standard guidelines
adopted in this review were in line with PRISMA statement
[19] as also demonstrated in Figure 1. The inclusion criteria
were:
Keywords: “autism spectrum disorders”, artificial intelligence”
and “rehabilitation”;
Studies published from 2013 to 2024;
Empirical studies;
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Fig. 1. Flowchart of the studies selection process

Language: English;
Setting: school;
Pertinence to the research question (AI-based programs for
promoting social skills in young adolescents with ASD);
Participants: young adolescents (aged between 5 and 11 years).
The exclusion criteria were:
assessment, home or medical center setting;
reviews and conference papers;
age of participants: over 11 years.
An initial search was conducted on Scopus, entering the search
keywords “artificial intelligence”, “autism” and “rehabilita-
tion”; the search produced fifty-three results. Including all
studies conducted between 2013 and 2024, 18 documents were
identified. The search led to eighteen documents. Of these
studies, reviews were excluded, and only empirical studies
were considered, for a total of ten studies. The eligibility
criterion adopted is relevance to the topic of the use of AI-
based programs for the promotion of social skills in children
and young adolescents with ASD. The research therefore led
to six results.

IV. LITERATURE OVERVIEW

An overview was conducted to identify existing research on
ASD, AI applications in healthcare, and rehabilitation strate-
gies as also shown in Table I. Documents published between
2013 and 2024 were considered to ensure the inclusion of
the most recent and relevant studies. Li et al.[16] showed the
idea for the Modular Learning Augmentative and Alternative
Communication (MLAAC) system was born from observing
a participant with ASD struggling to communicate using
existing tools like Picture Exchange Communication System
(PECS). Despite these challenges, the participant was able to

use an iPad to watch videos and play games. A virtual interface
has been developed based on the principle of augmentative and
alternative communication (AAC), compatible with devices
such as the iPhone. This initial project evolved into MLAAC,
a sophisticated communication tool that used modular network
technology and required minimal synchronization. Unlike tra-
ditional vector graphics, MLAAC leverages advanced web
programming languages to offer customizable features such
as adjustable sizes, group settings, high-contrast modes, and
responsive feedback. These features could be tailored by the
user or caregiver, ensuring the tool met individual needs.
Overall, MLAAC was aimed to address the diverse com-
munication needs of AAC users through its adaptable, user-
friendly design, providing a practical and accessible solution
for individuals with communication challenges. Marrauwi et
al.[18] showed that using the Internet of Things (IoT) and
AI technologies to analyze behavior was rapidly becoming
an integral part of their daily lives. As ASD became more
prevalent, there was an increasing need to leverage IoT to
train and rehabilitate individuals with autism according to
their unique abilities and needs. One critical skill for people
with autism was transitioning from one place or activity to
another. However, specialists often struggled to track progress
and determine the effectiveness of different aids and responses
to these aids. This challenge was compounded by external
factors in school, social, or health settings. Their study focused
on developing a sensor-based software tool to analyze the be-
havior of individuals with autism as they learned to transition
from their classroom to the specialist’s room for treatment
or rehabilitation. The tool provided indicators of progress
and the effectiveness of personalized training programs. By
using spatial sensors with Ultra-Wide Band technology, they
could accurately track the subject’s movements, dispersion,
and the time it takes to transition, while accounting for external
influences. The tool successfully processed data from both
the entered variables and the sensors, offering trainers and
supervisors daily and continuous feedback on the training
process. This feedback allowed for quick adjustments to the
training plan, thereby reducing the time required to master this
transition skill. The result was an efficient and effective train-
ing process tailored to the needs of individuals with autism.
Safi et al. [23] showed that young adolescents with ASD
often struggled with communication and social interaction,
primarily due to difficulties in language acquisition. While AI
has shown promise in aiding young adolescents with ASD, the
effectiveness of Virtual Voice Assistants (VVAs) in this context
has not been thoroughly explored. This study was aimed to
evaluate the impact of VVAs on enhancing speech and social
interaction skills in young adolescents with ASD. The findings
revealed notable improvements in the participants’ expressive
verbal vocabulary, ability to produce short phrases, and so-
cial interactions during the intervention phases compared to
traditional methods. Young adolescents interacted effectively
with the VVA platform, showing progress in expressive ver-
bal output and social engagement. They pronounced more
words correctly with fewer attempts and increased interactions
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TABLE I
SYNOPTIC TABLE OF THE REVIEWED STUDIES

Ref Objectives Participants Results
[16] To evaluate machine learning

augmentative and alternative
communication (MLAAC) to
enhance communicative abili-
ties

Three persons with ASD
who showed impaired
verbal contact (age not
specified)

MLAAC improved communicative abilities of
participants

[18] To evaluate a sensor-based
software tool to analyze a per-
son’s behavior with ASD

Seven children with ASD
(age not specified)

The tool successfully processed the data and
provided the trainer and supervisor with daily
and ongoing feedback on the training. This
resulted in an automatic and rapid examination
of the outputs of the individual training plan to
make any necessary adjustments, resulting in a
reduction in the time spent training this skill.

[23] To evaluate Virtual Voice As-
sistant (VVAs) to improve
speech skills and social inter-
action skills

Three young adolescents
with ASD (4–11 years
old)

Participants showed increases in social interac-
tions. VVAs had positive effects on the speech
and social interaction skills of young adoles-
cents with ASD

[29] To evaluate efficacy of an au-
tomated imitation assessment
system

Twenty children with
ASD (mean age: 4.95
years), and twenty
typically developing
children s (mean age:
5.30 years)L

The proposed system is able to continuously
assess the quality of actions

[32] To improve the reliability of
data acquisition and maximize
the potential of data using
a multimodal data-driven re-
habilitation strategy auxiliary
feedback

Twenty children with
ASD aged three to seven
participated in the study

Multimodal data-driven rehabilitation strategy
auxiliary feedback method can provide effective
feedback for individuals or groups

[33] To evaluate a smart rehabil-
itation product service sys-
tem based on virtual scenarios
for upgrading the rehabilita-
tion service system

Twelve children with
ASD (age not specified)

The service system based on the proposed meth-
ods can construct an optimal virtual driving
system and a rehabilitation program based on
the evaluation of patients

with their siblings. Mothers reported satisfaction with the
program, indicating that VVAs could be a valuable home-
based intervention for young adolescents with speech and
social difficulties. Similar findings were reported by Sahin et
al. [24], who used digital augmented reality in interventions
for social communication, motivation, and cognition in indi-
viduals with ASD in a school setting. This study evidenced
a technology readily available at home, reinforcing the idea
that VVAs’ "humanlike" conversational skills could support
speech and social development at home. Studies by Parsons et
al. [22] also showed improvements in social interactions using
avatars and virtual reality applications in simulated environ-
ments. This study aligned with those findings, demonstrating
the effectiveness of VVAs in enhancing speech and social
skills. Mothers noted multiple benefits, including increased
sibling interaction and young adolescents’ heightened interest
in activities involving Siri. Some young adolescents began
imitating new words they heard from Siri, which indicated
that VVAs could indirectly benefit from expressive language
and social interaction. While the study showed positive effects,
it remained unclear if these improvements were solely due to
the VVAs or also influenced by the mothers’ adherence to the

intervention. Nonetheless, the children’s interest in VVAs over
traditional methods suggested that VVAs played a significant
role. A single-subject design, used in this study, allowed for
rich, in-depth data collection and individual progress tracking,
making it advantageous for ASD interventions. Given the
heterogeneity of ASD, customized experimental interventions
tailored to each participant’s needs and goals were beneficial,
as each child’s pre-study performance served as their baseline.
The work of [29] showed that one of the main symptoms of
ASD in children was difficulty with imitation skills. In their
study, they examined the body gesture imitation performance
of 20 children with autism (ASD group) and compared it
to 20 typically developing children (TD group) through a
series of imitation tasks involving both robots and humans.
Manual scoring by two specialists revealed that the TD group
significantly outperformed the ASD group in these tasks. Both
groups performed better in human-child interactions compared
to robot-child interactions within their experimental setup. To
advance an automated system for assessing imitation skills,
they tested various mathematical models using State-Image
based algorithms such as Acceptable Bound, Mahalanobis
Distance, and Signals’ Cross-Correlations, along with Hidden
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Markov Models based on time-dependent kinematic data of
participants’ joints. Among these models, the "State-Image
Acceptable Bound method with position, velocity, and ac-
celeration features" emerged as the most effective, showing
a mean Pearson correlation of around 45 per cent, which
was comparable to related studies outside the autism field in
assessing dynamic action quality. For therapeutic purposes,
they proposed using AI algorithms for an automated and
unbiased evaluation of children’s behaviors. Their suggested
approach involved a reciprocal gross imitation human-robot
interaction platform, which holded potential for aiding the
cognitive rehabilitation of children with autism. Zhao et al.
[32] was inspired by observing children with ASD struggling
to communicate, researchers developed a multimodal data-
driven rehabilitation strategy called MLAAC. This approach
combined various technologies to provide effective auxiliary
feedback for rehabilitation. The rapid development of Industry
4.0 technologies, such as sensors and deep learning, has revo-
lutionized the medical industry. However, relying on a single
technology to meet data requirements is often insufficient. To
address this issue, researchers proposed a multidimensional
analysis approach that matched technology to the specific
needs of doctors and patients. By integrating various data
collection methods, a reliable tool could better support the
patient’s rehabilitation process. Using devices like Microsoft
Kinect for ethology (movement tracking) and fNIRS for brain
function, researchers collected stable, high-quality data. These
tools helped track patients’ movements and monitor brain
activity, providing comprehensive insights into their condition.
Data analysis involved motor representation and statistical
methods to correlate movement and brain function changes,
creating a robust foundation for auxiliary diagnosis. This layer
focused on providing feedback through both quantitative and
qualitative analyses. The system collected multidimensional
patient data and used correlation and difference analysis to
establish relationships between ethology and brain function.
These results supported intervention treatment plans, making
the rehabilitation process more targeted and effective. The
study examined the use of this approach in rhythm rehabil-
itation training for children with ASD. By observing etho-
logical differences and brain function activation in children
with ASD, researchers found that these factors might be
age-related. This insight could guide the age-specific design
of interventional therapies. In [33] authors showed that the
SRP (Smart Rehabilitation Platform) service system leverages
virtual scenarios to prioritize user needs by collecting data
on user interactions, physiological responses, and behaviors.
This comprehensive data collection helped establish reliable
evaluation standards for innovative rehabilitation services.
The system fostered collaboration between physicians and
manufacturers throughout the rehabilitation process, enhancing
service quality and promoting user rehabilitation. A case
study on a virtual driving system demonstrated the system’s
effectiveness in creating tailored rehabilitation programs and
guiding subsequent rehabilitation stages. Compared to tradi-
tional methods, the SRP system allowed for the creation of

knowledge graph-based rehabilitation plans, optimizing virtual
scenario-based product designs based on patient rehabilitation
evaluations. This approach encouraged cooperation between
medical institutions and manufacturers, optimizing medical
services and products, and improving rehabilitation outcomes.
Industry 4.0 has enabled the use of intelligent terminals and
sensors to collect extensive data, making smart rehabilitation
services more objective, quantitative, and efficient than tradi-
tional methods. This study included a design method for the
SRP service system, focusing on virtual scenarios, particularly
virtual driving for young adolescents with ASD. The system’s
main contributions included: 1. Overall Design Architecture:
Integrating scene building, data collection, data analysis,
and innovative services to enhance SRP service modes and
promote intelligent development. 2. Quantitative Evaluation
Method: Improving the accuracy of rehabilitation efficacy
evaluation through comprehensive multimodal data analysis. 3.
Collaborative Rehabilitation Services: Helping physicians and
manufacturers create knowledge graph-based rehabilitation
plans and optimization schemes, guiding subsequent rehabil-
itation stages. 4. Case Study on Virtual Driving for Young
Adolescents with ASD: Analyzing interaction, physiological,
and behavioral data to evaluate rehabilitation effects and verify
the proposed service system framework. By focusing on these
areas, the SRP service system aimed to provide more effective
and personalized rehabilitation services, leveraging the latest
technological advancements to meet diverse health needs.

V. DISCUSSION

The reviewed studies demonstrated how AI-based programs
significantly enhance the assessment and rehabilitation of
individuals with ASD. By leveraging advanced technologies,
these programs provided tailored and precise interventions that
addressed the unique needs of each individual. For instance,
Li et al. [16] developed the MLAAC system, which utilizes
a customizable virtual interface to support communication,
demonstrating that AI could create adaptable tools that cater
to specific user requirements. This flexibility ensured that in-
dividuals with ASD receive the most appropriate and effective
support. AI-based programs have also been instrumental in
fostering inclusion in daily settings. Marrauwi et al. [18]
highlighted how IoT and AI technologies could track and
analyze behavior, particularly in transitions between activities,
a common challenge for individuals with ASD. Their sensor-
based software tool provided continuous feedback, allowing
for real-time adjustments to training programs. This approach
not only enhanced the individual’s ability to navigate daily
environments but also promoted greater independence. The use
of safe AI to support independence and quality of life emerged
in several studies [5]. Safi et al. [23] showed that Virtual Voice
Assistants (VVAs) improved speech and social interaction
skills, making home-based interventions more effective. The
ability of young adolescents to interact with VVAs and show
progress in verbal and social skills highlighted the potential
for AI to create supportive and engaging environments that
promoted independence and self-determination [23]. Construc-
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tive engagement through AI-based interventions was another
significant benefit. Taheri et al. [29] demonstrated how a
human-robot interaction platform could aid cognitive rehabil-
itation by assessing imitation skills. The use of AI algorithms
for automated evaluations ensured objective and unbiased as-
sessments, facilitating personalized and effective therapy. The
burden on caregivers and families is also alleviated through
AI interventions. Safi et al. [23] reported that mothers of
young adolescents using VVAs noted improvements in their
young adolescents’ interactions and expressed satisfaction with
the program. This suggested that AI tools could provide
meaningful support to families, reducing the stress and effort
involved in managing ASD-related challenges. However, there
were notable weaknesses in the reviewed studies. Many of
them relied on small sample sizes, which limited the gen-
eralizability of the findings. For example, Taheri et al. [29]
included only 20 children in each group, making it difficult to
draw broad conclusions. Additionally, there was often a lack
of long-term follow-up, which was crucial to understanding
the sustained impact of AI-based interventions. The studies
also varied in their methodologies and outcome measures,
making direct comparisons challenging. In conclusion, AI-
based programs hold significant promise for enhancing the
assessment, rehabilitation, and quality of life for individuals
with ASD. These technologies offered personalized, adaptable,
and engaging interventions that could support independence
and reduce caregiver burden. However, future research should
address the limitations of current studies by including larger
sample sizes, ensuring long-term follow-up, and standardiz-
ing methodologies to validate and expand upon these initial
findings.

VI. CONCLUSION

This overview addressed a critical gap in the literature
by providing a comprehensive and up-to-date analysis of
AI-based programs for enhancing social skills in young
adolescents with ASD. It synthesized recent empirical
studies, offering novel insights into the efficacy of various
AI-driven interventions. By evaluating the effectiveness of
these technologies, discussing ethical considerations, and
providing practical implementation strategies, this review
significantly advanced our understanding of AI’s role in ASD
rehabilitation. The findings underscored the potential of AI
to create personalized, adaptable, and engaging therapeutic
environments that foster independence and improve quality
of life for individuals with ASD. AI tools such as the
MLAAC system, sensor-based behavior analysis software,
Virtual Voice Assistants, and human-robot interaction
platforms demonstrated considerable promise in addressing
communication challenges, promoting social inclusion, and
reducing the burden on caregivers. The reviewed studies
collectively highlighted the transformative potential of AI-
driven tools in addressing core challenges faced by individuals
with ASD. Specifically:
Enhanced Communication: Tools like the Modular Learning
Augmentative and Alternative Communication (MLAAC)

system provided customizable and user-friendly solutions that
cater to individual communication needs. These advancements
suggested a move towards more adaptable and accessible
communication aids that could be tailored by caregivers and
users alike.
Behavioral Monitoring and Training: The use of IoT
and AI technologies for real-time behavioral tracking,
as demonstrated by Marrauwi et al., enabled precise
and continuous feedback. This facilitated more effective
and personalized training programs, allowing for quicker
adjustments and improvements in skill acquisition.
Virtual Voice Assistants (VVAs): Safi et al.’s [23] findings on
VVAs underscored their potential as home-based interventions
that could significantly enhance verbal expression and social
interactions. The accessibility and convenience of VVAs
made them a practical addition to traditional therapeutic
approaches, offering supplementary support that could be
seamlessly integrated into daily routines.
Imitation and Interaction: The exploration of human-robot
interactions by Taheri et al. [29] pointed to the potential
of AI in assessing and improving imitation skills. This
approach could lead to more objective and automated
evaluation methods, reducing the reliance on manual scoring
and potentially increasing the accuracy and efficiency of
assessments.
Multimodal Rehabilitation Strategies: The studies by Zhao
et al. [32] illustrated the benefits of integrating multiple
technologies to provide comprehensive rehabilitation support.
The Smart Rehabilitation Platform (SRP) and similar
multimodal approaches offered a holistic view of the patient’s
progress, enhancing the personalization and effectiveness of
intervention plans.

VII. LIMITATIONS AND FUTURE RESEARCH
PERSPECTIVES

Despite the potential practical applications of using AI for
the development of rehabilitation strategies aimed at young
adolescents with ASD, some limitations emerged from the re-
viewed studies, which need to be addressed in future research
on the topic.
Li W. et al [16] showed that the core functionality of MLAAC
is nearly complete, but there are still a few details that
need refinement. One key area needing further assessment is
the deep learning capability. It’s crucial to tailor intelligent
suggestions to be genuinely useful rather than irritating or
misleading. Researchers have enabled the option to turn these
advanced features on or off based on user needs, aiming to
understand better how people interact with and utilize these
suggestions to perfect them. Beyond this detailed assessment,
deep learning techniques could be further developed to offer
more precise recommendations. For instance, the device could
suggest additional cards based on the user’s current location.
Additionally, expanding audio processing to include different
voice and speech options, as well as refining audio clips,
would enhance the device’s functionality. Adding compre-
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hensive photo identification and saving features would also
be beneficial. Ultimately, the identity design process could
incorporate more user data to offer customizable platform
configurations, improving the overall user experience.
The study of [23] had several limitations. First, the single-
subject design and low number of participants limit the gen-
eralizability of the findings. Second, the use of the A-B-A
design due to time constraints could be improved with an A-
B-A-B design, which would offer a second evaluation phase
to better assess the intervention’s impact on target skills or
behaviors. Third, the limited number of sessions per phase may
have restricted the accuracy in determining the intervention’s
effectiveness. Increasing the number of sessions could provide
a clearer picture of the VVA intervention’s impact. To build on
these findings, future research should address these limitations.
Expanding the target population to include not only young
adolescents with ASD but also those with other speech and
social difficulties would be beneficial. Additionally, comparing
the impact of mothers’ interventions with regular therapy
sessions conducted by therapists or special education teach-
ers using validated assessment tools would provide valuable
insights. Despite its limitations, this study contributes to the
understanding of how VVAs can assist young adolescents with
speech and social difficulties.
While the study of Zhao in [32] contributed to developing a
rehabilitation strategy-assisted diagnostic feedback system, it
does have some limitations. One major issue is the small sam-
ple size, which, although sufficient for verifying the feasibility
of the research method, may not provide the robust data needed
for comprehensive feedback results. Additionally, linking brain
science data with behavioral data remains a challenge. To
improve the system, future studies should increase the sample
size and conduct more experiments to validate the accuracy of
the feedback results. Building a comprehensive ethology and
brain science database for ASD across different age groups
will also be beneficial. By incorporating machine learning,
they can use behavioral and brain function features as data
inputs to achieve automatic identification and feedback for
ASD through specific tasks. This approach will enhance the re-
liability and effectiveness of the rehabilitation strategy-assisted
diagnostic feedback system. Zhao in [33] showed that despite
its benefits, the data collection and analysis process face
challenges, such as limited data due to small sample sizes and
difficulty establishing correlations between brain science and
behavioral data. To improve rehabilitation services, the system
should expand to special user groups, integrate into daily
life, and enhance behavior monitoring systems. Advanced
multimodal data analysis methods can provide high-quality
health services and design better rehabilitation products by
deeply understanding user needs.
Looking ahead to future research, there are several promising
avenues to explore, building upon the limitations identified in
current studies. One key aspect is the need to involve more
participants in research studies to ensure broader representa-
tion and more robust findings. By increasing the participant
pool, researchers can gather diverse perspectives and better

understand the varied experiences within the target population.
Furthermore, it’s essential to delve deeper into the implications
for privacy and data protection in research involving sensitive
information. As technology continues to advance, ensuring
the security and confidentiality of participant data becomes
increasingly critical. Future research should prioritize explor-
ing innovative approaches to safeguarding privacy while still
facilitating meaningful data collection and analysis [21].
Long-term follow-up studies are also necessary to assess the
sustained impact of AI-based interventions on individuals with
ASD. Standardizing methodologies and outcome measures
across studies will facilitate more direct comparisons and
robust conclusions. Exploring the integration of multiple AI
technologies within a single intervention framework could
yield more comprehensive and effective rehabilitation strate-
gies. There’s potential for the development of personalized
tools tailored to the specific needs of individuals with ASD.
By leveraging AI and other cutting-edge technologies, such as
augmented reality, researchers can create customized interven-
tions and support systems that address the unique challenges
faced by everyone [25]. Integrating AI into interventions
might enhance the effectiveness and efficiency of support
services, providing personalized recommendations and adap-
tive learning experiences. Augmented reality offers exciting
possibilities for creating immersive and interactive tools that
engage individuals with ASD in therapeutic activities and
social skills training. Future research in the field of ASD
should focus on expanding participant involvement, addressing
privacy concerns, developing personalized tools, and lever-
aging emerging technologies like AI and augmented reality
to improve outcomes and support for individuals with ASD.
By embracing innovation and collaboration, researchers can
continue to advance the understanding and treatment of ASD,
ultimately enhancing the quality of life for affected individuals
and their families [9]. Exploring new applications of AI, such
as virtual reality (VR) and augmented reality (AR), further
therapeutic practices can be enhanced. These technologies
may offer immersive and engaging ways to support social
interaction, communication, and behavior training [28], [26].
Future research should also explore integrating AI with as-
sistive technology interventions and reinforcement learning
principles. This combination could lead to highly personal-
ized and tailored solutions, optimizing the learning process,
encouraging active participation in training and alleviating the
burden of healthcare workers and families [15], [26], [14],
[27].

Additionally, Investigating the ethical implications and en-
suring data privacy and security will be crucial as AI becomes
more integrated into therapeutic settings. Finally, fostering
collaborations between researchers, clinicians, caregivers, and
technology developers will be vital in creating innovative,
user-centered AI solutions that meet the diverse needs of
individuals with ASD. In conclusion, the integration of AI into
ASD rehabilitation practices presents a significant advance-
ment in the field. By addressing communication challenges,
enhancing behavioral training, and providing comprehensive,
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personalized interventions, AI-driven tools hold the potential
to greatly improve the quality of life for individuals with
ASD. Continued research, ethical considerations, and inter-
disciplinary collaboration will be key to realizing the full
potential of these innovative technologies.
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Abstract—In the past few decades, there has been an evident

change  in  climatic  conditions  worldwide  as  well  as  on  the

territory of Serbia. Extremely high temperatures, heavy floods,

and sudden changes in the weather are increasingly frequent

occurrences  that  bring  great  social  and  material  damage.

Climate  change  affects  many  economic  sectors,  like  tourism

and agriculture, which are potentially at risk. In Serbia, one of

the  vital  economic  sectors  is  agriculture.  In  order  to  act

preventive,  the main goal of this research was to predict the

mean  monthly  temperature  and  precipitation  for  Serbia  for

periods 2021-2050 and 2071-2100. We collected a dataset titled

ERA5 monthly  averaged  data  on  single  levels  from 1940  to

present from the Climate Data Store. The dataset was analyzed

and  prepared  to  be  used  with  SARIMA(X)  and  ARIMA(X)

methods, which are utilized for prediction. The results that we

identified are presented in this paper.

Index  Terms—prediction,  temperature,  precipitation,  time

series, machine learning.

I. INTRODUCTION

LIMATE changes and weather conditions have a great
impact  on human life.  They can  bring great  material

and financial damage, and even human lives can be at risk.
Also, many economic sectors,  such as tourism, hospitality
industry, and construction, are affected. Besides this, climate
change  negatively  affects  agriculture  in  a  financial  sense.
With climate change, there is a severe risk of crop economic
losses  as  well  as  food security  [1].  In  Serbia,  agriculture
proved to be the most vital economic sector [2]. It partici-
pated in the creation of GDP with around 8% in 2022 [3],
while before, this number was even greater around 20% [2].
The results of a study created by Đuričin et al. [4] indicate
that there is a high degree of impact of climate conditions
and reduction in crop production in Serbia. Poor crop yields
can be a consequence of insect pests that can be affected by
changing  climate  conditions  in  several  ways  [1],  [5],  [6].

C
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They can result in things like an increased number of gener-
ations,  expansion  of  their  geographic  distribution,  and  in-
creased survival during overwintering.  Some attempts were
made to detect plant pathogen infestation using AI [7] to in-
crease  corn income.  Extending such an approach with the
prediction of the climate conditions could bring even more
benefits. Climate change in Serbia will directly cause drier
and warmer regions where vineyards are located, which will
have a negative impact on grape growth [8]. Due to climate
change, crop yields in Serbia may be reduced, but this can be
avoided with preventive actions [9]. One of the possible pre-
ventive actions is to predict how much weather conditions
will be changed. Additionally, the impact of climate change
is  important  in  forest  ecosystems.  Orlović  et  al.  [10]  dis-
cussed this impact in their study, which is made for forest
ecosystems in Serbia. Also, Stojanović et al. [11] discussed
the impact of weather extremes on the forests in Serbia.

Climate  change  is  a  consequence  of  global  warming,
which is a serious problem that the world is facing today.
Global warming has reached record-breaking levels, visible
as an increase in atmospheric temperature and sea level [12].
The Earth could experience global warming of 1.4 to 5.8 °C
over the next century, which is based on many global cli-
mate models and development scenarios [13]. 

The climate of Serbia can be described as moderate-conti-
nental with more or less local characteristics when taking the
standard normal period of climatology 1961-1990 [9]. Coun-
tries  in  Southeastern  Europe,  including  Serbia,  are  facing
significant impacts from climate change according to results
from all  general  circulation  models.  Lalić  et  al.  [14]  ob-
served that there is a positive trend in the extreme winter and
summer temperatures in Serbia. As shown in a study created
by the Ministry of Environmental Protection [15], from 2000
to 2015, the total material damage in Serbia caused by ex-
treme climatic and weather conditions was more than five
billion  euros.  Among  the  direct  consequences  of  climate
change  is  an  increase  in  temperature,  followed  by  heavy
rainfall, which further causes floods and landslides. The cat-
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astrophic floods that occurred in 2014 in Serbia were a direct
consequence of heavy rainfall, and it was estimated that 1.35
billion euros would be needed to recover from those floods.
This  directly  indicates  that  it  is  necessary  to  take  climate
change  into  account  when  planning  sectoral  development
and infrastructure.  According to this study, Serbia is more
affected by rising temperatures than most places on Earth,
which is a consequence of climate change. Besides this, na-
tional defense issues are also affected by climate change. It
took a long time for the discussion regarding climate change
to expand from the framework of environmental protection
to the functioning of national defense [16]. 

In order to reduce damage, it is possible to act preventive.
One of the possible ways is to predict climate change. Qual-
ity  predictions  require  the  creation  of  quality  predictive
models. With this in place, the preparation for upcoming dis-
asters would be much better, and the damage would be sig-
nificantly reduced. The benefit of such a system is primarily
social  but  also  economic.  Climate  prediction  at  the  state
level (certainly at the global level) would help a state to de-
termine its strategic goals. A concrete example of this is the
prediction of how many dry years will occur in the coming
period. If such predictions guided a country, it could set its
strategic goals as early as possible and start with earlier in-
vestments  in  irrigation  systems,  which  would certainly be
more  favorable  from  the  financial  side  at  this  stage  and
would bring greater profit in later years. A concrete example
of this is given by Ruml et al. [8], who stated that in the fu-
ture, in a certain scenario, the vineyard yield would decrease
if there were no irrigation.

Guided by such knowledge, we researched weather condi-
tions  and  possible  climate  changes  in  Serbia.  We aim to
identify if there will be changes in temperature and precipi-
tation in Serbia using mean monthly temperature and precip-
itation. The main goal of our research is to predict the mean
monthly temperatures and precipitation of Serbia for the pe-
riods  2021-2050  and  2071-2100  using  machine  learning
(ML) methods with weather  variables that  are expected to
have the most impact on the prediction. These two periods of
time have been choose because other authors also used these
periods for prediction, and thus, we can compare our results
with their. The obstacle to achieving this prediction with me-
teorological  models  is  their  complexity,  which  requires  a
deep  understanding  of  mathematical  equations.  Also,  the
number of variables that could affect temperature and pre-
cipitation is huge, and it is almost impossible to include all
of them. We expect to identify that there will be an increase
in temperature and a possible change in the amount of pre-
cipitation. These results can help the country to identify ear-
lier which preventive measures can be taken to reduce the
damage that can be caused by climate change. In addition,
the results could help civil services to better prepare for up-
coming disasters, and farmers would be able to make long-
term plans for growing crops.

This paper is organized into seven sections. Besides the
introduction section, related work is given in the second sec-

tion. A description of the materials that are used, as well as
applied methods, can be found in the third section. The re-
sults are presented  in the fourth section. The fifth section
contains a discussion of the results. Threats to validity are
given in the sixth section, and in the seventh section, a con-
clusion is given.

II. RELATED WORK

In  the  literature  review,  we  encountered  many  papers
dealing with climate change and the prediction of weather
conditions.  We  classified  papers  into  two  categories.  The
first category contains papers describing statistical and ML
methods used to predict temperature and precipitation. The
papers from the meteorological domain that focus on Serbia
and the impact of climate change on agriculture are in the
second category. We use them to compare their results with
our findings.

Papacharalampous  et  al.  [17]  considered  each  continent
on Earth as a whole, but they did not consider geographical
differences within the continent, such as the proximity of the
sea mountains. In this paper, the authors used different meth-
ods to predict monthly temperature and the monthly amount
of  precipitation. They used methods: naïve,  random walk,
AutoRegressive  Fractionally  Integrated  Moving  Average
(ARFIMA), Box-Cox transformation, ARMA errors, Trend
and  Seasonal  Components  (BATS),  Simple  exponential
smoothing, Theta,  and Prophet.  Data contains a sample of
985 40-year-long monthly temperatures and 1552 40-year-
long monthly precipitation time series.  For model  evalua-
tion, they used RMSE and NSE. In our research,  we also
have time series data, and we also consider the country as a
whole, and we use different statistical and ML methods to
achieve better results.

Camelo et al. [18] used Autoregressive Integrated Moving
Average with eXogenous Variable (ARIMAX) and the Holt-
Winters (HW),  both combined with Artificial  Neural  Net-
works (ANN) to predict  wind speed. As an input to their
model, they used time series data, which contains weather-
related variables. In our case, we also plan to use a similar
combination of  models and data.  The authors  used MAE,
MAPE, and RMSE to evaluate models.

According to the literature [18], [19] that we have found,
it  is  possible  to  apply  different  types  of  predictions  with
ARIMA models, such as long-term and short-term. In both
cases, it is possible to predict multiple values or to predict
only one value (one-step ahead). Short-term prediction is ex-
ecuted on data where data closer in time has a greater influ-
ence on the target variable. It is possible to use short-term
and long-term predictions on climate data,  which depends
also on the amount of available data and the goal of predic-
tion.

To the best of our knowledge, several studies have pre-
sented analyses of climate change in Serbia. From a meteo-
rological perspective, the best way to simulate future climate
change is by using global oceanic-atmosphere coupled mod-
els [20]. Since regional climate has its own specificity, the
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best way is dynamic downscaling to provide fine-scale infor-
mation [21]. Because of this, many regional climate model
systems  have  been  developed,  such  as  EBU-POM  [22].
Kržić et al. [20] predicted changes in climate indices for Ser-
bia using EBU-POM for SRES-A1B and SRES-A2 scenar-
ios. Their results show an overall increase in the surface air
temperature of about 2 and 4 °C and a decrease in seasonal
precipitation. The number of days with absolute maximum
temperature > 30 °C (tropical days) will increase, while the
total number of days with absolute minimum temperature <
0 °C (frost days) will decrease in the future.

Mihailović et al. [9] analyzed climate change effects on
crop  yields  in  Serbia.  They  used  different  meteorological
models to predict temperature and precipitation. In meteorol-
ogy, a 30-year period is used as a reference period, and then
an additional period of 30 years should be used for the eval-
uation of models that are created based on the reference pe-
riod. This was applied by Mihailović et al. [9]. They used
the period 1961-1990 as a reference period, and they gave
predictions  for  the  periods  2001-2030  and  2071-2100.  In
their  work,  they  also  included  CO2  emissions  besides
weather variables. Vukovic et al. [23] analyzed the effect of
global warming on climate change in Serbia. They analyzed
the  period  1961-2100  and  presented  concrete  changes  in
temperature  and  precipitation.  Both  papers  conclude  that
Serbia  will  be  affected  by  climate  change  due  to  global
warming and that  there will be an increase in temperature
and an increased amount of precipitation. We use these two
papers and paper by Kržić et al. [20] to compare concrete
values of predicted monthly temperatures and precipitation
with the results that we get. 

Gocic and Trajkovic [24] analyzed  data for  twelve sta-
tions  in  Serbia  during  1980-2010  with  non-parametric
Mann-Kendall and Sen's methods. Their results indicate an
increasing trend in temperature. One of the most recent stud-
ies on climate conditions in Serbia by Burić et al. [25] shows
a tendency  towards  an  arid  climate  with  a  significant  in-
crease in temperature and changes in precipitation patterns
in Serbia. 

III. MATERIAL AND METHODS

In this section we first describe the dataset, data prepro-
cessing, data analysis and software tools that we used. Then,
we present the method being used in our research.

A. Dataset

The dataset was downloaded from the Climate Data Store
(CDS), which provides  information on Earth’s  climate.  In
our research, we used a dataset titled ERA5 monthly aver-
aged data on single levels from 1940 to present  [5].  This
dataset is created and maintained by the European Center for
Medium-Range Weather Forecasts (ECMWF). The abbrevi-
ation ERA5 stands for ECMWF Reanalysis 5th Generation.
ERA5 is the climate reanalysis that offers data on an hourly
or monthly temporal resolution about atmospheric, land, and
ocean parameters and uncertainty estimates. Climate reanal-

ysis combines past observations with meteorological models
to generate a consistent time series of multiple climate vari-
ables. The data is gridded to a regular latitude-longitude grid
of 0.25 degrees and contains 261 variables. After conversa-
tion with domain experts, we decided to use five variables in
the first phase of our research. We aim to determine if it is
possible to create smaller models that don't need many vari-
ables but can still make accurate predictions.  Variables are
described in Table I.

TABLE I. 

DESCRIPTION OF VARIABLES FROM THE SOURCE DATASET

Name Units Description

10m wind 
speed

ms-1 The horizontal speed of the wind at a height
of 10 meters above the surface of the Earth.

2m 
temperature

K
The  temperature  of  the  air  at  2  meters
above the surface of the land, sea or inland
waters.

2m 
dewpoint 
temperature

K

The  temperature  to  which  the  air,  at  2
meters  above  the  surface  of  the  Earth,
would have to be cooled for saturation to
occur.  It  can be  used to  calculate  relative
humidity.

total 
precipitation

m
The accumulated liquid  and frozen water,
comprising  rain  and  snow,  falls  to  the
Earth’s surface.

evaporation
m of water
equivalent

The accumulated amount of water that has
evaporated from the Earth’s surface.

To analyze data and use it for statistical and ML models,
we had to preprocess data, which we did in three steps. In
the first step, we downloaded data via CDS Application Pro-
gramming Interface (API) in Gridded Binary of General Re-
qularly-distributed Information in Binary form (GRIB). Be-
fore downloading data, we had to define the area for the data
to be downloaded. We set latitude boundaries between 41
and 47 degrees and longitude boundaries between 18 and 23
degrees  which  approximately  corresponds  to  Serbia's  bor-
ders. Also, we defined desired variables, years, and months.
In the second step, we went sequentially through the down-
loaded  data  and  extracted  the  desired  values  of  variables
from GRIB format. Then, we transformed data as a part of
the third step and created the dataset that is described in Ta-
ble II.

Variables 2m temperature and 2m dewpoint temperature
were transformed from Kelvin degrees  to Celsius degrees.
Total precipitation and evaporation were transformed from
meters to millimeters. Also, the dataset was appended with
additional variable humidity, as the domain expert advised.
According to found literature  humidity can be calculated as
humidity  =  100*es(2m  dewpoint  temperature)/es(2m  tem-
perature)  where  es(t)=610.94*e^(17.625*t/(243.04+t)).
Since we used the variable 2m dewpoint temperature only to
calculate  humidity,  we  dropped  this  variable  from  the
dataset.  After  the  data  preprocessing  we  got  the  dataset
which have 6 variables where each variable has 720 values.
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TABLE II. 

DESCRIPTION OF VARIABLES FROM THE PREPROCESSED DATASET

Name Units Description

date YYYY-MM (format) Year and month

wind_speed ms-1 Average monthly 
wind speed

temp_mean °C Average monthly air 
temperature

prec mm Average monthly 
precipitation

evap mm of water equivalent Average monthly 
evaporation

Since the dataset does not contain any missing values, we
analyzed the correlation between data to see if there are de-
pendent variables. Fig 1. shows that the highest correlation is
between temperature and humidity. Since a domain expert
advised including this variable,  we decided to preserve it.
Also, there is a correlation between temperature and evapo-
ration. A correlation between temperature and wind speed
exists, but according to Wooten , it is only near the Earth's
surface, and because of this, we can’t say that temperature
and wind speed are correlated in general. Precipitation is not
correlated with any other variable in the dataset.

Next, we analyzed outlier values with interquartile range.
For wind speed, temperature, and evaporation there were no
outlier values. For humidity, there are 3 outlier values that
are below the lower whisker. In the case of precipitation, 3
outlier values are above the upper whisker. From this analy-
sis, it is obvious that there is a very small number of outliers
and we decided to preserve all values.

Since time series data can have seasonality, it was neces-
sary to check if this data has such a component. We applied
AutoCorrelation  Function  (ACF)  and  Partial  AutoCorrela-
tion Function (PACF) to check seasonality. The outcome of

this check is important for choosing parameters for statistical
models. ACF and PACF were applied to the subset of data to
be able to visualize it in Fig 2. and Fig 3. These diagrams
can be seen for temperature and precipitation, respectively.
In the case of temperature, we can notice a seasonality since
data repeat every 12 months. This is expected because Ser-
bia  has  a  moderate  continental  climate  condition.  On  the
other hand, for precipitation, seasonality can’t be observed,
which is typical for precipitations in Serbia, according to the
Republic Hydrometeorological Service of Serbia .

The statistical models that we used are sensitive to data
that  is  not  stationary,  which  was  checked  with  the  Aug-
mented Dickey-Fuller test (ADF). With this test, we get the
p-value,  and if the p-value value is  greater  than 0.05, the
data is not stationary, and if the p-value is lower or equal to
0.05, the data is stationary. After running this test, we found
that  all  the  data  from  the  dataset  is  stationary.  Also,  we
found that there is no significant trend in the data. After data
analysis, we defined methods that will be used for predic-
tion, which is described in the following subsection.

To implement the previously described preprocessing of
the dataset, we used the Python programming language with
the  libraries  OS,  pandas,  matplotlib,  seaborn,  plotly,  and
statsmodel. We also used the Python programming language
with the libraries OS, itertools, numpy, pandas, math, time,
sklearn, and statsmodels to implement methods that will be
described in the following subsection.

Fig 1. Correlation matrix

Fig 2. ACF and PACF for temperature

Fig 3. ACF and PACF for precipitation
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B. Methods

To achieve the defined goal of this research we decided to
use  the  following  models:  ARIMAX  and  Seasonal
ARIMA(X) (SARIMAX) with and without exogenous vari-
ables. The ARIMA method is widely used in statistical tech-
nique for time series analysis and forecasting. It combines
three key components: autoregression (AR), differencing (I),
and moving average (MA), to model a variety of temporal
data. The autoregressive part leverages the dependency be-
tween an observation and several lagged observations, while
differencing involves subtracting an observation from a pre-
vious observation  to  make the  time series  stationary.  The
moving average part models the relationship between an ob-
servation and a residual error from a moving average model
applied  to  lagged  observations.  These  components  make
ARIMA a robust tool for handling non-stationarity data by
converting  it  into  a  stationary  form  through  differencing.
The model parameters (p, d, q) are optimized to minimize
forecast errors, where p denotes the number of lag observa-
tions, d is the number of times the data needs to be differ-
enced to achieve stationarity, and q is the size of the moving
average window. The SARIMA method extends the ARIMA
model to handle seasonal variations in time series data. By
incorporating seasonal components along with non-seasonal
ones, SARIMA can effectively model and forecast data ex-
hibiting periodic patterns. The model is extended by a sea-
sonal part of parameters (P, D, Q, s) where s represent the
length of the seasonal cycle. SARIMA offers a framework
well-suited for applications such as weather forecasting and
other fields where seasonality is a significant factor.  Also,
we have data that cover a long period of time and since we
aim to predict temperature and precipitation for a long pe-
riod of time in the future we decided to use long-term pre-
dictions from SARIMAX model.

IV. RESULTS

For this research, it is important to find appropriate values
for all (S)ARIMA(X) parameters to increase the quality of
the model. In order to find these values, we used a generic
approach called grid search, where all parameter combina-
tions from a limited set of parameter values are exhaustively
considered.  For  parameters  related  to  SARIMAX  compo-
nents we created a set of possible values and for exogenous
variables,  we  defined  partitive  set  of  available  variables.
Each iteration of the grid search created model is evaluated
on the test data, and its evaluation is saved to determine the
best parameter combination. We use Root Mean Square Er-
ror (RMSE) as a metric for evaluation. At the same time,
Mean Absolute Error (MAE) and Mean Absolute Percentage
Error (MAPE) are calculated to be used potentially by other
researchers to compare their results.

Since we aimed to predict the mean monthly temperature
and precipitation, we divided the models into these two cate-
gories. Thus, for the temperature model, we will use long-
term SARIMA with and without exogenous variables,  and
we  will  name  these  models  temp_model_1 and

temp_model_2, respectively. For the precipitation model, we
will use long-term ARIMA because there is no seasonality in
precipitation data.  This  model  will  also be used  with and
without exogenous variables, and the names of these models
will  be  prec_model_1 and  prec_model_2.  For all  of  these
models, for the training set, we used data from the reference
period 1961-1990, and for the test set, we used data from the
period 1991-2020. For the future predictions we chose the
periods 2021-2050 and 2071-2100.

After applying the models temp_model_1, temp_model_2,
prec_model_1, and prec_model_2, we got the results that in-
dicate that there will be an increase in the mean month tem-
perature.  Also,  results  for  precipitation  indicate  that  there
will  be  no change  in  mean month precipitation.  Concrete
values are depicted in this section, while details about the re-
sults are discussed in the next section.

In the case of  temp_model_1 and  prec_model_1, we set
exogenous  variables,  and  for  temp_model_2 and
prec_model_2,  we  didn’t  use  exogenous  variables.  Since
precipitation data does not show seasonality, we didn’t use
seasonal parameter in hyper-parameter optimization for the
precipitation model. After hyper-parameter optimization, we
got results which are shown in Table III.

TABLE III. 

HYPER-PARAMETERS FOR TEMPERATURE AND PRECIPITATION MODELS

Model (p, d, q) (P, D, Q, s) trend exog. variables

temp_model_1 (1, 1, 0) (1, 1, 1, 12) /
evap and
humidity

temp_model_2 (1, 1, 0) (0, 1, 1, 12) / /

prec_model_1 (1, 0, 0) / constant
evap and
humidity

prec_model_2 (0, 0, 0) / constant /

The  values  obtained  in  hyper-parameter  optimization
align with data analysis outcomes. We have evaluated these
models over the period 1991-2020. and obtained values that
are shown in Table IV. From these values, we can conclude
that a temperature model with exogenous parameters gives
better results than a model without exogenous variables. 

TABLE IV. 

EVALUATION OF TEMPERATURE AND PRECIPITATION MODELS FOR THE PERIOD

1991-2020

Model RMSE MAE MAPE

temp_model_1 1.5195 1.1244 0.3857

temp_model_2 1.7007 1.3064 0.3369

prec_model_1 1.0710 0.8893 0.5578

prec_model_2 1.0803 0.8967 0.5773

The other part of our goal was to investigate whether tem-
perature and precipitation increased or decreased when we
compare the mean temperature of the reference period and
the period 1991-2020. Real values of mean temperature for
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these periods will be shown in Table V. as well as predic-
tions from temperature models. For precipitation, real values
with predictions from precipitation models are shown in Ta-
ble VI. Also, we created predictions for the mean monthly
temperature  and  precipitation  for  periods  2021-2050  and
2071-2100, which are shown respectively in Table VII and
Table VIII.  For this prediction,  since exogenous variables
are not known for the future period, we used temp_model_2

and prec_model_2, which don't require exogenous variables.

TABLE V. 

REAL VS PREDICTED MEAN TEMPERATURE FOR THE PERIOD 1991-2020

Model Variable Value (°C)

/

Temp_true_1961_1990 10.6090

Temp_true_1991_2020 11.4543

ΔTemp_true_1991_1961 0.8453

temp_model_1
Temp_pred_1991_2020 11.6192

ΔTemp_pred_1991_1961 0.1649

temp_model_2
Temp_pred_1991_2020 11.1005

ΔTemp_pred_1991_1961 -0.3537

TABLE VI. 

REAL VS PREDICTED MEAN PRECIPITATION FOR THE PERIOD 1991-2020

Model Variable Value  (mm)

/

Prec_true_1961_1990 2.5624

Prec_true_1991_2020 2.5178

ΔPrec_true_1991_1961 -0.0446

prec_model_1
Prec_pred_1991_2020 2.5198

ΔPrec_pred_1991_1961 0.0020

prec_model_2
Prec_pred_1991_2020 2.5657

ΔPrec_pred_1991_1961 0.0480

TABLE VII. 

THE PREDICTED MEAN TEMPERATURE FOR THE PERIODS 2021-2050 AND

2071-2100

Model Variable Value (°C)

/
Temp_true_1961_1990 10.6090

Temp_true_1991_2020 11.4543

temp_model_2

Temp_pred_2021_2050 11.5712

Temp_pred_2071_2100 12.3568

ΔTemp_pred_2021_1961 0.9623

ΔTemp_pred_2021_1991 0.1170

ΔTemp_pred_2071_1961 1.7478

ΔTemp_pred_2071_1991 0.9025

TABLE VIII. 

THE PREDICTED MEAN PRECIPITATION FOR THE PERIOD 2021-2050 AND 2071-

2100

Model Variable Value (mm)

/
Prec_true_1961_1990 2.5624

Prec_true_1991_2020 2.5178

prec_model_2

Prec_pred_2021_2050 2.5657

Prec_pred_2071_2100 2.5657

ΔPrec_pred_2021_1961 0.0034

ΔPrec_pred_2021_1991 0.0480

ΔPrec_pred_2071_1961 0.0034

ΔPrec_pred_2071_1991 0.0480

V. DISCUSSION

In this section, we discuss our achieved results and com-
pare them with the results found in the literature review.

All models that we created achieved good performances
when we consider the RMSE metric, as it is shown in Table
IV. As we expected, models with exogenous variables gave
better results in the case of temperature prediction, while in
the case of precipitation, we got identical results. There is
one downside of models with exogenous variables they can’t
be easily used for future predictions. To use these models,
exogenous  variables  values  must  be  known,  which  means
that the values of these variables must be predicted with an-
other model.

A comparison between the period 1991-2020 and the ref-
erence period 1961-1990 for both temperature and precipita-
tion is presented in Table V. and Table VI, respectively. In
the case of temperature, we can see that the  temp_model_1

predicts an increase in temperature while temp_model_2 pre-
dicts a  small  decrease.  The true value indicates that  there
was a small increase in temperature. Concrete values from
temp_model_1 are close to values from papers [9], [23]. For
precipitation, both models predicted that there would be a
small increase in precipitation, while the true value indicates
that there was a small decrease.

Since Vuković et  al. [23] and Mihailović et al. [9] also
predicted mean temperature  for  the period 2071-2100, we
decided to use  temp_model_2 to predict mean temperature
for that period and to compare results. The temp_model_2 is
used since we don’t have exogenous variables for this pe-
riod. Besides this period, we predicted a mean temperature
for the period 2021-2050 in order to see if the trend of tem-
perature increase will continue. The values that we got from
our prediction indicate that there will be an increase in tem-
perature.  These results are shown in Table VII,  where we
can see that models predicted an increase in the temperature.
When  we  compare  this  prediction  with  the  prediction  by
Vuković et al. [23] and Mihailović et al. [9], we conclude
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the same that there will be an increase in temperature over
the years. Kržić et al. [20] estimated that the overall temper-
ature will increase by about 2 and 4 °C for the period 2071-
2100 compared to the reference period 1961-1990. We also
identified an increase in temperature,  but our results show
that the overall  increase in temperature when we compare
the period 2071-2100 with the reference period 1961-1990
will be around 1.75 °C. Our results in Table VIII. show that
precipitation will be almost constant, which is different from
the results in the papers [9], [20], [23], where it is said that
precipitation will change. Precisely, Kržić et al. [20] identi-
fied a decrease in precipitation of about 13 and 6 mm while
our results show that there will be no change in precipitation.

VI. THREATS TO VALIDITY

In this section, we express threats to the validity of the
proposed work:

• Due to limited hardware resources, we couldn't cre-
ate  a  bigger  set  of  parameter  combinations  that
could be used in order to find the best combination
with which models could be trained and evaluated.
An example is  the order  of  integration where we
used  range  0-2  which  might  not  be  enough.  Be-
cause of this limitation, we can't be certain if these
models could show better performances for temper-
ature and precipitation prediction. To overcome this
threat,  we could find appropriate hardware to run
these models.

• Since the used models are methods that utilize max-
imum  likelihood,  we  noticed  that  after  multiple
runs with the same data and parameters, results can
differ. Such a difference is small and appears at the
fifth or sixth decimal place in the result. This was
determined empirically after multiple tries. In every
try, we didn't get results that changed a trend in the
temperature  and  precipitation  data  that  we  pre-
sented in this paper.

VII. CONCLUSION

In this paper, we presented an approach to show that it is
possible to utilize SARIMA(X) models for climate predic-
tion.  During  the  literature  review  that  we  conducted,  we
didn't find any study that utilizes ML methods to predict cli-
mate changes in Serbia. Even though there are many studies
that describe the application of ML methods for climate pre-
diction for different areas, there still could be differences in
application due to area specificity. The concrete code that is
used for this research should be adapted and packaged in an
application for use by any user. Since this approach serves
more for future predictions in this form, it can only be used
for strategic planning. For this approach to be used for oper-
ative purposes, a data collection module and a similar model
that could be used for short-term predictions are required.
Finally, domain experts should validate the results that are
obtained from our approach in order to use this approach.

The models we created are simple to implement and uti-
lize on any hardware,  which is one benefit.  Even if these
models give predictions with a small error, they can still help
create future plans. Also, because of low hardware require-
ments, they can be used on farms, where a farmer can use
their predictions to create more accurate plans for growing
crops.  Since  these  models  give  accurate  predictions  for  a
temperature trend in the future, they can be used for govern-
ment strategic planning. As an example, agriculture authori-
ties could better allocate funding for irrigation systems. Dur-
ing creation of migrational and socio-economic politics au-
thorities should consider climate change. Additionally, this
prediction could influence plans for infrastructure projects as
well as companies that want to start a business in Serbia.

It is observed by analyzing models that the best results for
predicting  mean  monthly  temperature  give  a  long-term
SARIMA model with exogenous variables. The downside of
this model is that it can only be used with exogenous vari-
ables for future prediction. Even with such a shortage, a tem-
perature model predicted an increase in temperature over the
years, which aligns with the outcomes we found during the
literature  review.  In  the  case  of  precipitation,  our  models
didn't predict a significant change, which is not in line with
outcomes from the literature that we found.

Our  plan  for  future  work  is  to  adapt  these  models  for
short-term prediction, which could be useful  for  operative
purposes. Since these models could be used in different geo-
graphical locations in Serbia, models created for geographi-
cal locations with similar climate conditions could show bet-
ter performances than general models for the whole country
described in this paper. It could be helpful to create a few
different models for such purposes. Besides this, we would
like to increase the number of weather variables used in pre-
diction models, which could contribute to a more accurate
prediction.  Additionally,  using  a  walk-forward  validation
technique  could  give  better  results.  Also,  more  advanced
methods than SARIMA(X), like Recurrent Neural Networks
(RNNs), could be used with time-series data. We plan to im-
plement this method and compare the results with the one
we presented here. Also, we plan to provide a study on using
exogenous variables.  Last  but not least,  we would like to
create a different kind of prediction where we will predict
the distribution of temperature and precipitation. This is of
great  importance  to  avoid  disasters  caused  by  sudden
changes in climatic conditions.
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Abstract—Predicting stock market trends is a challenge that
is extremely difficult to solve, yet keeps captivating financial
analysts, economists and small investors alike. Stock prices are
very volatile, trends follow complex trajectories while the whole
financial markets are marred by uncertainty and efficiency
principles claiming its unpredictability comes from the fact that
any useful evidence in the market is immediately discounted and
priced in, such that the price actions of stocks resemble random
walk. This very challenge has been proposed as an objective of the
FedCSIS’2024 Competition concerned with prediction of optimal
equity trade actions based on the established fundamental anal-
ysis indicators derived from financial statements and published
reports. The dataset comprising thousands of such statements
for 300 S&P 500-listed companies from 11 different sectors
spanning a period of a decade has been made available along
with the optimal trade action labels attached for the training
part based on the future return. To address this challenge we
have proposed a robust multidimensional model that leverages
multiple supervised ML mechanisms to achieve alternative and
diverse predictors that are eventually combined in an efficient
ensemble to reach the final predictions. Our pragmatic approach
vetted with the strict validation set complexity control achieved
a very good generalization abilities and won the 2nd place in
the competition surpassing in the final evaluation very many
competitive models that turned out to be massively overfitted.

Index Terms—Stock trend prediction, Multi-dimensional ap-
proach, Classification, Regression, Ensemble, Stacking.

I. INTRODUCTION

PREDICTING stock market trends is sometimes consid-
ered a task to predict the unpredictable. Efficient markets

immediately exploit any emerging shred of useful evidence
and leave the price actions to follow trajectories that resemble
random walks. Inherent volatility, complexity and countless of
subtle possible impacts make this task even more hopeless.
However, there are certainly some market participants that
seem to achieve a consistent risk-adjusted positive returns
over long period of time. When considering how this could
be possible we might take a look at various time resolutions
and predictive horizons and it seems that indeed at the low
frequency trading resolution of days and beyond there seems
to be a lot of useful merit-based fundamental evidence that
offers much more that random guess in relation to the com-
pany immediate future return. Several approaches have been
typically adopted to address the stock prediction challenge, of
which the most popular are:

• Technical Analysis: is an approach that predicts future
stock movements by using statistical based methods such

as Moving Average (MA), Relative Strength Index (RSI),
Bollinger Bands (BB) etc, through the analysis of the
stocks’ historical price and volume that is typically ex-
trapolated into the future.

• Fundamental Analysis: is an approach that relies on the
analysis of the company’s financial statements, earnings
reports, and economic indicators to determine the stock
value from which to predict the stock price direction.

• Machine Learning Models: is an advanced approach that
employs supervised machine learning algorithms from a
wide range of the traditional models such as decision
trees and random forests to deep learning models such
as Recurrent Neural Networks (RNNs) and Long Short-
Term Memory (LSTM) to predict future stock prices with
models trained on historical data.

• Sentiment Analysis: is a different approach that assumes
public sentiment have considerable impacts, and hence
correlation with stock prices. As a result, the solution
involves monitoring the sentiments from news and social
media to identify likely stock price movements.

The 2024 FedCSIS Data Science Challenge1, dedicated
to Predicting Stock Trends, commemorates the 10th event
hosted by the FedCSIS Conference on Computer Science and
Intelligence Systems2. This special anniversary edition focuses
on financial data, challenging participants to forecast the per-
formance of selected stocks across different industry sectors.
The competition is sponsored by Yettel.Bank (formerly known
as Mobi Banka)3 and the FedCSIS Conference itself.

In the FedCSIS 2024 competition [1], this challenge is
revisited. The objective of the competition is to predict stock
trends of companies across 11 different industrial sectors,
based on the provided dataset containing 58 key financial
indicators with annual changes of the 300 pre-selected S&P
500-listed companies from the last 10 years. The indicators
are the classic measures used in the fundamental analysis to
comprehensively capture the company’s state, financial health
and growth prospect and are derived from its financial state-
ments and published financial reports. This set is matched with
its annual change figures to capture the company’s dynamics.
This paper presents our solution that won the 2nd place in the

1https://knowledgepit.ml/fedcsis-2024-challenge/
2https://fedcsis.org/
3https://www.yettelbank.rs/en/
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competition based on final model evaluation on the unseen
testing set. The prevailing idea of our solution is a multi-
dimensional approach consisting of different machine learning
models, each of which focuses on a separate dimension of the
forecast, from which the results are combined to make a final
decision. Specifically, our multi-dimensional approach consists
of the following machine learning models:

• As the outcome of the challenge is to predict whether a
stock should be bought, sold, or held, our first model is
a classification model that classifies the stock into these
three classes accordingly.

• As the classification model often mis-classifies examples
along the inter-class boundary, we came up with a second
model that represents the task as a regression problem
and fine-tuned the thresholds to make a better separation
between sell and hold as well as hold and buy.

• Our third model also aims to improve separation among
classes of trading actions. This model is a combination
of a binary classification buy-or-not model, which de-
termines whether a stock should be bought or not, and
a binary classification sell-or-not model, which tries to
separate sell class from the rest.

• The final model incorporates the continuous return into
consideration. The purpose of this model is to provide
a better look at the performance dimension of stocks to
make a final decision.

Details of each model along with the engineered features
will be presented in the later parts of this paper. The rest
of the paper is organized as follows. Section II presents
Related Work. Section III introduces features engineered for
the models. Section IV discusses the details of our approach,
and its implementation into a final solution. Section V dis-
cusses parametric optimisation and fine-tuning carried out to
maximize model performance. Finally, Section VI makes some
concluding remarks.

II. RELATED WORK

The use of computational techniques in stock market pre-
diction has been explored extensively over the decades. Initial
efforts primarily focused on statistical models like Auto Re-
gressive Integrated Moving Average (ARIMA) [2], which were
well-regarded for their predictive accuracy in linear data series.
However, as financial market data complexity increased, these
models became less sufficient.

With the rise of machine learning, researchers shifted to-
wards models that could capture non-linear relationships in
data. For instance, research in [3] demonstrated that Support
Vector Machines (SVM) outperform traditional ARIMA mod-
els in forecasting stock prices. More comprehensive studies
by [4] showed that Random Forests could effectively predict
stock direction, providing better accuracy when combined with
feature engineering techniques.

The advent of deep learning has introduced more sophis-
ticated AI models like Long Short-Term Memory networks
(LSTM) and Convolutional Neural Networks (CNNs), which

are particularly adept at handling sequences and spatial struc-
tures in data. A pivotal study in [5] illustrated the superiority of
LSTMs over traditional machine learning models in predicting
stock market trends due to their ability to remember long-term
dependencies.

Recent research has also explored the effectiveness of
hybrid models that combine multiple AI techniques to enhance
prediction accuracy. For example, in [6] developed a genetic
algorithm assisted LSTM-CNN hybrid model integrating the
LSTM with a complex event processing system to predict
stock prices in real-time, showing an remarkable increase in
prediction accuracy over using LSTM alone.

Despite these advancements, AI models for stock market
prediction face significant challenges, primarily due to the
noisy and non-stationary nature of financial data explored
in [7]. Moreover, the problem of overfitting and the lack of
transparency in deep learning models pose significant hurdles
in their practical implementation.

The review of the literature underscores the transition
from statistical to more complex AI models in stock market
prediction, each offering improvements over previous meth-
ods. However, the field continues to face challenges such as
model overfitting, data quality issues, and the need for model
interpret-ability.

As a team we had actively been participating in the data
science competitions [8] - [25] on the KnowledgePit platform4,
predominantly using GBDT-based algorithms for classifica-
tion, regression, and other tasks and achieving high rankings
and insightful experiences.

III. FEATURE ENGINEERING

A. Dataset Description

The objective is to build an accurate method for predicting
optimal trading actions (buy, sell, hold). The provided training
data consists of 8,000 instances of fundamental financial data
in a tabular CSV format. Each instance represents a finan-
cial statement announcement for one of the 300 pre-selected
companies and includes information about the company’s
sector, values for 58 key financial indicators, 1-year (absolute)
changes for each of these indicators, target class information
(in the ’Class’ column), and the return performance for a
period following the announcement (in the ’Perform’ column).

B. Target and Evaluation

The test data, consisting of 2,000 instances, is also provided
in the same tabular CSV-formatted file and follows the same
naming scheme as the training data but does not include the
’Class’ and ’Perform’ columns.

Participants were expected to submit their solutions to the
online evaluation system as a text file containing exactly 2,000
lines with predictions for the test instances. Each line in the
submission must contain a single number from the set 1, 0,
-1, representing the predicted trading action for the event: buy,

4https://knowledgepit.ai/
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hold, sell, and exactly matching the order of examples in the
testing set.

Submissions are be assessed based on the cost-weighted
average error, using the cost matrix as shown in Table I.

Table I
MIS-CLASSIFICATION COST MATRIX

actual \predicted sell(-1) hold(0) buy(1)
sell(-1) 0 1 2
hold(0) 1 0 1
buy(1) 2 1 0

The final model evaluation error (err) used throughout the
competition is calculated using the following formula:

err =
confusion_matrix(preds, gt) · cost_matrix

length(gt)

C. Feature Grouping

Feature engineering over unknown dataset and without
financial market expertise poses a real challenge. As a result,
instead of leveraging domain knowledge, we attempted to
randomly generate new features by blind brute-force combi-
nations and aggregations of the original features (indicators),
followed with evaluation of the importance of the new features
during training to determine its value for the predictive task in
hand. Specifically, for each group of financial indicators that
we picked, we generated new features using basic statistical
aggregation operators within groups as follows:

• Total number of financial indicators with positive values,
total number of financial indicators with negative values
and the difference between these two results.

• Sum of all financial indicators with positive values, sum
of all financial indicators with negative values and sum
of values from all financial indicators.

• Std of all financial indicators with positive values, std of
all financial indicators with negative values and std of
values from all indicators.

• Median, minimum, and maximum values from all fi-
nancial indicators, as well as total number of financial
indicators having NULL or N/A values.

Even though we had planned to perform brute-force search
for good features, we quickly realized that the exponentially
exploding number of possible combinations even among the
basic 58 indicators makes it impossible to complete the task.
As a result, to limit the complexity of the search, we tried to
group financial indicators based on their perceived semantic
similarity (e.g., those having similar keywords in the name
or similar meaning). This way, we significantly reduced the
number of group-items that we needed to test and hence,
unlike for the individual features, it was possible to search
though all the combinations of the feature groups. Preliminary
baseline experiments evaluating predictive value of the new
features revealed that statistics computed over the following
groups of original features achieved promising results:

• Group of the 58 key financial indicators and group of the
1-year (absolute) change for each of the 58 indicators.

• Groups the following combinations: (I1, I2), (I3, I4),
(I8, I9, 10), (I11, I12, I13, I14, I15), (I17, I18, I19,
I20), (I13, I21, I23, I36), (I30, I31, I32), (I39, I40,
I41, I42, I43, I44), and (I45, I46, I54, I55)

• Group of the similar combinations of the 1-year (abso-
lute) change for financial indicators in the groups listed
in the point above. For example, there exist group (dI1,
dI2), which is similar to the group (I1, I2) and group
(dI3, dI4), which is similar to the group (I3, I4).

With the above approach, we ended up with almost 500
different features for our selection. By using both K-Best and
Recursive Feature Elimination (RFE) methods, we received
the final set of approximately 270 features coming from all
the three groups listed above. There are several interesting
observations noted during our feature selection process that
were listed below:

• There is no group of features that significantly out-
performs other group of features. Feature importance
analysis revealed that the important values of features do
not vary significantly.

• Even though we used approximately 270 features in our
final model, we could have achieved a similar perfor-
mance with fewer than 100 features.

• While we could achieve similar performance with a much
smaller number of features, the performance with reduced
set of features is much less stable with respect to changes
(e.g., changes of training parameters, number of folds,
etc), compared to the performance obtained from a large
number of features. Consequently, we chose to keep a
large number of features for our final model.

IV. A MULTI-DIMENSIONAL APPROACH

As discussed in the previous section, feature engineering
was not our strength in this competition and following pre-
liminary testing we did not expect significant performance
breakthroughs in this domain. Instead, we believe that our
diversified multi-dimensional approach to model constriction
was the key that led us to the very good second position in the
final evaluation. The main idea behind our multi-dimensional
approach was to look at the predictive problem at hand from
many different points of view (or different dimensions) and
try to derive the alternative and diverse predictive solutions
that could be effectively combined in the final stage. In
the following subsections, we present different approaches
(dimensions) that we have implemented for this competition.

A. A classification model

Our first approach is a classification model. This approach
follows from the original problem statement of: classifying a
stock into the three trade action classes: buy, hold or sell. The
challenge encountered in this approach, however, is not only
the necessity to deal with the 3-class classification problem
but also classes imbalance with only 14.21% of hold class
and much larger sell (38.68%) and even larger buy (47.11%)
class as visually depicted in Figure 1.
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Figure 1. Distribution of trading action labels in the training dataset (8000
examples)

Here is a strategy we undertook to address the these
challenges:

1) We apply hold-class up-sampling and buy/sell-classes
down sampling to roughly equalize distribution among
all three classes.

2) When training the model we supply prior class distri-
bution to be used for internal weighting designed to
compensate for class imbalance.

3) We do nothing during the training process. However,
when we generate predictions, we use probability pre-
diction instead of class prediction and distribute range
of values for each class in the prediction range of values
according to the distribution observed in the training
data.

4) Instead of using 3 classes, we split the samples into
more classes: 4 classes for buy and 3 classes for sell
while keeping the same single class for hold. This way,
we obtain the similar number of samples for each class
and the model will be balanced hence trained without
numerical issues. During prediction, any prediction that
falls into the 4 classes of buy, receives the buy label,
any prediction falling into one of the 3 sell classes
receives a sell label while no change will be observed
for predictions of hold class.

We ran a number of experiments to compare the results of
these four options and found that the last option (option 4)
yields the best performance. As a result, in our final model,
we chose to split data into 4 classes of buy, 3 classes of sell
and the same class of hold.

B. A regression model

Even though the Competition task is nominally a classi-
fication challenge, the classes can be ordinal labelled from
sell (value -1) through hold (value 0) to buy (value 1) and
thereby gain monotonic relationship with the the return, which
in turn allows to represent the task and model it as a regression
problem either against continuous return or against only three
possible target values of {-1,0,1}. As a result, our second
approach is a regression model. Specifically, when running
experiments for our first classification model, we found that the
model often misclassified cases along the inter-class boundary,

Figure 2. Gaussian process fitted normalized distribution of return within
corresponding classes

e.g., stocks with strong features of both sell and hold classes or
both hold and buy classes. This effect can be easily explained
when investigating continuous return distributions within each
class as depicted in Figure 2.

As evident from Figure 2 there are risky cut-offs of prevalent
regions around both borders of the hold class with sell and buy
classes. For many examples falling into this border regions
the return remains virtually the same yet some may fall to
different classes. Interestingly the largest chunk of sell class
density occupies small negative return right next to the hold
class, while buy class tails off more slowly along the growing
positive returns. Clearly the regression would be able to
better represent small return differences along the classification
borders as opposed to step-size changes in the classification
and potentially more effectively encourage separation among
two adjacent classes: sell and hold as well as hold and buy. The
process of fine-tuning threshold values for the class separation
is carried out as follows:

• We use Stratified k-Fold to split samples for training and
validation to maintain the same distribution of classes.

• We train a regression model using the training data set
and generate predictions for the validation data set.

• We compute the distribution of the training data set and
use this distribution to find thresholds in the validation
data set. Specifically, based on the predictions generated
from the model for the validation data set, we set the
thresholds so that the distribution of predictions across
the three classes is the same as the distribution that we
get from the training data (as we use Stratified k-Fold for
the splitting earlier).
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C. A combination of two binary classification models
While the second model can help to make better separation

for stocks in two adjacent classes: sell and hold as well as
hold and buy, it cannot address the issue that a stock in sell
class is falsely classified into buy class and vice versa. Our
third model is designed to address this issue. This model is a
combination of the two binary classification models:

• A buy model to determine whether a stock should be
bought or not (buy or not-buy). To train this model, we
combine samples from sell and hold classes into a single
not-buy class while keeping the samples in the buy class
unchanged.

• A sell model to determine whether a stock should be sold
or not (sell or not-sell). Similarly to the case of the buy
model, we combine samples from buy and hold classes
into a single not-sell class while keeping samples in the
sell class unchanged.

These two models are trained and fine-tuned together so that
when combining them for a prediction the following logic is
applied:

• A buy prediction of the first model and a not-sell predic-
tion of the second model lead to a buy result.

• A not-buy prediction of the first model and a sell predic-
tion of the second model lead to a sell result.

• A buy prediction of the first model and a sell prediction
of the second model lead to a hold result.

• A not-buy prediction of the first model and a not-sell
prediction of the second model lead to a hold result.

D. A model considering stock performance
As stock performance has not been considered in any of

the above models, this model is designed for this purpose.
Here is how the incorporation of the continuous return (stock
performance) is separately proposed for classification and
regression models:

• For the classification model: as discussed in IV-A, we
use 4 classes of buy, 3 classes of sell and a single class
of hold. For the buy classes, we put the top 25% of the
stocks according to the performance metric into the first
class, the next 25% of the stocks going to the second
class, and so on. Similarly, we put the top 33% of the
stocks into the first sell class, the next 33% of the stocks
going to the second sell class, and so on. For the hold
class, there is nothing changed as it is a single class.

• For the regression model: instead of using the original
values -1, 0, 1 as the target values to train a model,
we use the stock performance metric or return to update
the target values and stretch it within constrained (-1:1)
interval such that only the best performance stock in the
buy class is given value 1.0 while other stock values are
updated proportionally to their performance in a range
from 0.1 to 1.0. Similarly, only the stock having the
worst performance in the sell class gains value -1.0 and
other values are re-normalized within -1.0 to -0.1 range.
Consequently, the hold class examples are also adjusted
within the range of values from -0.1 to 0.1.

E. The combination model

After receiving results from different four models, the final
step of our multi-dimensional approach is to combine them
together. To do this, we tried the two state-of-the-art methods:
ensemble and stacking. Note that while these four individual
models presented above share a large portion of common
features, they do have separate independent features, which
are only used exclusively within one model, but not in others.
This way, these models are injected with the diversity that
helps to combine their results better, i.e. synthetically elevate
combined performance above any individual. Here is how the
two combination models have been constructed:

• In the ensemble method, we first tried to use the average
result from the predictions as the final result. This method
suffered from a big issue of class imbalance as it always
favors the hold class due to the fact that it falls in the
popular middle between the buy and sell classes. To avoid
this issue, instead of using the average aggregation, we
chose the majority vote method, and received a significant
performance gain as a result.

• In the stacking method, we trained a general model that
combines the four individual sub-models together with
few features. Note that in addition to the results obtained
from the four sub-models, we also included features that
are not the common features used by the four models
when training the stacking model.

Between these two methods, while the stacking method
tends to produce a better performance compared to the en-
semble method, it is sensitive to changes from individual
sub-models and absorbs significantly more time to complete
the training process. In the end, we opted for a more stable
ensemble method to produce the final predictions of our multi-
dimensional model.

V. PARAMETER SELECTION

In addition to the multi-dimensional approach, we believe
that selecting the right training parameters to avoid overfitting
is also a key point that helped us to achieve a good score
in the competition. Even though we first chose Grid Search
cross-validation to search for the set of parameters maximizing
the evaluation score on the validation sets, we stopped using
it as soon as we realized the following two points.

• There are only 10% of the test data used for the public
score evaluation, and hence the change of few results may
already have a big impact on the public score.

• There is always a big gap between local training score
and local validation score as well as between the local
validation score and the public score evaluation.

According to our experience accumulated throughout many
competitions organized on the KnowledgePit platform, in-line
with these two points big re-shuffles in the leader board rank-
ing are possible and in fact expected for such a complex and
volatility-prone challenge as is the stock trends prediction. Our
suspicion was later proven to be correct for this challenge as in
the final evaluation on the full testing set our model surpassed
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all but one competitive models that turned out to be massively
overfitted on the preliminary set. Given this justified expecta-
tion, we chose the parameters that may not have the best score,
but produce stable results to avoid overfitting. Specifically, we
chose to train our model with a narrow tree (tree_depth = 5),
a small ratio for feature and sample splitting during the training
process (bagging_fraction = 0.5, feature_fraction = 0.6
and a high L1 regularization (lambda_l1 = 1.0). This strategy
helped us to achieve more stable result and jump from the rank
beyond the top-10 in the preliminary set leader board to the
2nd in the final evaluation. Actually, we are one of the only
few teams that managed to achieve a big jump in the ranking
from the initial public leader board to the final private leader
board. This substantial leap demonstrates the effectiveness of
our strategy and adjustments made throughout the competition,
reflecting our deep understanding of the challenge and the
ability to optimize our solution under different evaluation
conditions.

VI. CONCLUSION

In this paper, we have presented in details how our multi-
dimensional approach was designed, implemented, and fine-
tuned to achieve a very good result in predicting optimal
stock trade actions. While our feature engineering could be
similar or even on the modest side compared to the competitive
teams’, given our inexperience in stock trading, we chose to
focus on the aspects of financial predictions that are critical
and often overlooked: producing a range of alternative very
diverse models utilizing different ML paradigms and represen-
tations to produce stable, robust yet diverse predictors of the
same target function. With such approach, further boosted with
conservative cross-validation and hyper-parameter fine-tuning
we managed to elevate the performance further using synthetic
ensemble combination scheme rather than stacking offering
larger though unstable gains, while invariably guarding every
design decision with the careful and conservative validation
set evaluation. Our model score the 2nd place in the FedC-
SIS’2024 Competition and offers encouraging and optimistic
outlook on the inherently difficult challenge of profitable stock
market prediction.
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Abstract—LLM text decoding is key component for perceived
LLMs quality. We demonstrate two experiments showing that
decoding methods could be improved by manipulation of token
probabilities. First, we test few LLM on SummEval summary
scoring dataset, to measure reading comprehension. We compare
scores from greedy decoding to expected values over the next
token distribution1. We scale logits by large temperature to
increase the entropy of scores. This allows strong improvement
of performance on SummEval (in terms of correlations to human
judgement). We see improvement from 6-8% to 13-28% for 7B
Mistral and from 20%-46% to 37%-56% for Mixtral, beating
GPT 4 0314 result on two metrics. Part of the gain seems
related to positional bias. Secondly, we use probability-based tree
sampling algorithm, to examine all most probable generations for
given prompt.

I. INTRODUCTION

GENERATIVE LLMS are trained on large text corpora
as estimators of next token probability conditional on

prior text. Then sampling from such probability distribution is
performed, or token with largest probability is chosen (greedy
decoding). Typically, one introduces parameter T – called
temperature. Let li be the logit for i-th token. Then token
probability is as follows:

pi =
e

li
T

∑
j e

lj
T

(1)

Question arises: what the T should be? Typically T ∈ (0, 1],
with greedy decoding as limit in 0 and larger values corre-
sponding to greater diversity (but also greater randomness).
Research [1] shows that human generated text often does not
correspond to modelled highest probability. Human choice
of words is not guided by greatest probability, as “humans
optimize against stating the obvious”. The author of this ob-
servation, H. P. Grice in [2] gave following example: suppose
that I meet a man with a gas tank asking me to sell some gas
and I answer “There’s gas station over the corner”. I said only

1Source code released here: https://github.com/kzawisto/unused_
information_llm

a bit of information that doesn’t asnwer directly, while there’s
lots of implicit information not being said (gas station is open,
it seels gasoline and has it available and you can go there buy
some). Such concepts might be pretty foreign to LLMs: when
we asked Mixtral Instruct “How to get gasoline in Fresno”,
it gave us long instruction on finding gas station on a map,
choosing best gas station, operating the pump safely, paying
and so on, despite the fact that most of it is irrelevant to the
problem of getting gasoline in Fresno specifically.

Thus, a tradeoff arises. Probability maximization with small
temperature doesn’t give us natural, relevant responses. Large
T is not ideal either, introducing more randomness, as low
probability token might be either very informative or very
wrong. Is however a single fixed value of T sufficient, even
for specific use case?

We conjecture that decoding should be more dynamically
controlled to more fully utilize the information in the distri-
bution.

II. SUMMARY EVALUATION WITH EXPECTED VALUE
DECODING.

A. Expected value decoding.

Currently, greedy decoding is often used for label based
QA2. We want to find whether relative probabilities of few
most probable tokens are informative. We test whether greedy
decoding can be outperformed by calculation of expected
value. We evaluate our approach on SummEval [4] dataset. It
contains 1600 article summaries with human annotations for
relevance, fluency, coherence and consistency of a summary.
We compare our result against known LLM-based evaluations
([5], [6]). LLM is asked to evaluate relevance (or other feature)
on Likert scale (from 1 to 5). We use MCQ prompts from [6],
where LLM answer is A, B, C, D or E (A is 1 – worst, E is 5

2For example in LM Evaluation Harness, standard set of LLM benchmarks
[3]
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Fig. 1. Conceptual diagram of presented approach: instead of answering with most probable token, we calculate expected value for temperature T = 10 to
utilize residual information in next-token distribution.

– best). Let p(A), p(B)... be probability of token “A”, “B”...
Expected value score (that we use) is calculated as follows:

E(s) = p(A) + 2p(B) + 3p(C) + 4p(D) + 5p(E), (2)

while greedy score (a standard baseline) is:

smax = F
(

arg maxt∈{A,B,C,D,E}p(t)
)
, (3)

where F is mapping {A → 1, B → 2...}. E(s) depends on
T , as (1) shows, while smax does not. However, our initial
experiments show that for T ∈ (0, 1] these values are very
close to each other, E(s) ≈ smax. LLM is spuriously certain
about its answer and assigns near 100% probability to selected
answer. To fix that we increased entropy of score distribution
by setting very high T = 10 (i.e. we want for these scores to
have smooth continuous distribution over the [1, 5] interval).
Conceptual diagram is presented on Figure 1.

B. Results

We evaluated Pearson correlation of scores to human judge-
ments, the scores being calculate either with greedy method
(3) or expected value method 2 with T = 10. We saw strong
improvement in metric correlation to human judgement. In
addition, E(s) scores from Mixtral 8x7B Instruct [7] beat
GPT3.5 and nearly match GPT4 results from [6], see Table
I.

Furthermore, strong improvements were produced for small
and quantized LLM too. We evaluated 3 LLMs, from 7B to
47B parameters and all metrics are consistently improved. We
compare scores for quantized and float16 Mixtral Instruct in
Table II. Surprisingly, quantized Mixtral performance is only
slightly worse than float16 version.

Up to 4.4 times improvement is achieved for Mistral v0.2
Instruct 7B from [8] (from 6.4% to 28.4% on relevance).
We show these results in Table III. In Table IV we show
result for SOLAR 10.7B Instruct [9]. While authors of the
model reported it to outperform much larger Mistral 7x8B
on some benchmarks, we see nothing similar for SummEval.
Consistently with Mistral results, for SOLAR the largest gain

was observed for relevance evaluation (from 19% to 43%). For
every model we show results for float16 inference and also for
model checkpoints quantized with use of GPTQ [10].

We see that summarization metrics, being relevant auto-
mated metrics for reading comprehension, strongly improve
with the number of parameters. Also, quantized 4-bit LLMs
are very strong performers proportionally to their size and
outperform similar size float16 models (for instance, quantized
Mixtral, having 24GB in parameters and Mixture-of-Experts
architecture strongly outperforms float16 SOLAR with 21 GB
of parameters). For this reason quantized LLMs might be
viable, cost-effective option for RAG and other similar use
cases. This phenomenon is similar to emergent abilities of
LLMs [11] where larger sizes lead to qualitative improvement
in LLM performance. In this case too, quantized LLMs [12]
retain large portion of their emergent capabilities.

Gains are particularly strong for relevance and consistency:
this is important for systems that rely on reading compre-
hension, like RAG expert systems. We used vLLM [13] and
Transformers [14] for implementation.

C. Positional bias.

Previously it was reported that LLM preference for candi-
date responses might be altered [15] by simply reordering the
responses in the prompt. This effect is called positional bias.
Our experimental setup might be affected by it, as we use
multi choice question answering prompts from [6].

We modified our approach as follows: we evaluate our score
for two nearly identical MCQ prompts that differ by the order
of answer candidates. One prompt has answer candidates in
A, B, C... order, the other in E, D, C... order. Having done
that, we average the scores for two prompts, doing that for
every example we evaluate.

We performed this experiment for Mistral 7B for relevance
evaluation and results can be found in Table V. Quite interest-
ingly averaging out positional bias produces strong improve-
ment for greedy decoding, while there’s no big difference for
E(s) decoding. Furthermore stronger improvement is found
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TABLE I
PEARSON CORRELATIONS TO HUMAN JUDGEMENT ON SUMMEVAL: MIXTRAL-INSTRUCT AND PRIOR RESULTS FOR OPENAI MODELS.

Metric GPT3.5 0301 [6] GPT4 0314 [6] ChatGPT [5] Mixtral E(s), T=10 Mixtral (greedy)
Fluency 0.431 0.600 0.384 0.392 0.222
Relev. 0.395 0.461 0.459 0.555 0.457
Consist. 0.484 0.618 0.516 0.506 0.397
Coher. 0.416 0.428 0.438 0.485 0.427

TABLE II
PEARSON CORRELATIONS TO HUMAN JUDGEMENT ON SUMMEVAL FOR MIXTRAL 8X7B V 0.1 INSTRUCT.

Metric Fp16, greedy Fp16, E(s) Int4, greedy Int4, E(S)
Fluency 0.222 0.392 0.235 0.405
Relev. 0.457 0.555 0.464 0.564
Consist. 0.379 0.506 0.293 0.470
Coher. 0.428 0.485 0.388 0.438

TABLE III
PEARSON CORRELATIONS TO HUMAN JUDGEMENT ON SUMMEVAL FOR MISTRAL 7B V 0.2 INSTRUCT.

Metric Fp16, greedy Fp16, E(s) Int4, greedy Int4, E(S)
Fluency 0.060 0.134 -0.045 0.061
Relev. 0.064 0.284 0.074 0.264
Consist. 0.061 0.252 0.076 0.249
Coher. 0.084 0.199 0.042 0.176

TABLE IV
PEARSON CORRELATIONS TO HUMAN JUDGEMENT ON SUMMEVAL FOR SOLAR 10.7B INSTRUCT.

Metric Fp16, greedy Fp16, E(s) Int4, greedy Int4, E(S)
Fluency 0.187 0.240 0.187 0.251
Relev. 0.192 0.427 0.165 0.364
Consist. 0.298 0.331 0.156 0,194
Coher. 0.305 0.362 0.200 0.267

for Fp16 model, than for Int4 model. Table VI shows few
more experiments for Nous Hermes DPO Mistral 7B model,
where either prompt candidates put in ascending (A, B, C...
order), reversed (E, D, C... order) or random order. NaN
correlations indicate that the model had predicted identical
result for all test examples. One new result here is that random
order is remarkably bad, with many correlations dropping by
30% or more. From human point of view prompt says exact
same thing, but this is not the same for LLMs, which cannot
generalize when the structure is altered. Also, NousHermes
Mistral, undergoing more extensive finetuning and alignment,
outperforms Mistral Instruct on metrics related to logical
reasoning, but underperforms on fluency and coherence.

This suggests that gains from E(s) method might be related
to positional bias, but details of it are not clear without further
research.

This looks related to spurious certainity of LLM we already
mentioned, our conjecture of temperature misconfiguration and
improved results for very high T = 10. LLM, when having no
good candidate hypothesis, seems to overreact to weak signals
- instance of this problem is positional bias. While averaging
out provides specific solution to positional bias, setting large
temperature provides general solution: as LLM might take
into account more candidate hypotheses, which presently are
dominated by overreaction to spurious signal.

These problems could be related to the use of softmax

function in attention heads. Neural net limitations with respect
to softmax and the rank of matrix under it were brought to
attention by [16] (which proposes high rank RNN). Similar
problems might reemerge in case of transformers and attention,
which use relatively small matrices for attention heads. For
softmax it does not matter whether signal is weak or strong,
only whether it is the strongest among provided candidates.
It is also true however, that weak signal supression can
be learned by the attention head in the pretraining process,
especially when bias matrices are added to Q and K – so it
is impossible to tell more without further study.

D. Statistical analysis.

We evaluate our results on 1600 samples from SummEval
dataset, calculating Pearson correlation to human judgement
evaluations on four metrics: fluency, relevance, consistency,
coherence. We recalculate correlations for 1600 ChatGPT-
evaluated samples provided by [5] and 1200 samples evaluated
by GPT3.5 0301 and GPT4 0314, provided by [6].

We evaluate statistical significance with use of bootstrap
method. We randomly shuffle series of human evaluation
metric xi and we do it 10000 times. For every random
shuffle x̂i and Pearson correlation coefficient r we calculate
x̄i = r√

1−r2
x̂i + xi. Clearly for large sample size Pearson

correlation corr(xi, x̄i) → r. We examine the empirical
cumulative distribution P (ρ|r, xi) of corr(xi, x̄i) .
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TABLE V
PEARSON CORRELATIONS TO HUMAN JUDGEMENT ON SUMMEVAL FOR MISTRAL 7B V 0.2 INSTRUCT - POSITIONAL BIAS ANALYSIS.

Metric Fp16, greedy Fp16, E(s) Int4, greedy Int4, E(S)
Relevance - standard. 0.064 0.284 0,074 0.264
Relevance - average. 0.245 0.295 0.161 0.307

TABLE VI
PEARSON CORRELATIONS TO HUMAN JUDGEMENT ON SUMMEVAL FOR MISTRAL 7B NOUS HERMES DPO FP16 - POSITIONAL BIAS ANALYSIS.

Metric Greedy, ascending Greedy, reverse Greedy, random E(S), ascending E(S), reversed E(S), random
Relevance 0.32 0.36 0,092 0.44 0.42 0.2
Consistency 0.38 0.33 0.17 0.5 0.42 0.3
Fluency 0.097 NaN 0 0.12 0.0001 0.015
Coherence 0.16 NaN 0.04 0.24 0.06 0.061

With this we seek to evaluate, whether the difference of
two sample correlations r1 for sample 1 and r2 for sample 2
is statistically significant. Significant difference of r1 and r2
would correspond to r2 being unlikely result if real correlation
for sample 2 was r1:

P (ρ < r2|r1, xi) < 5%

and
1− P (ρ > r2|r1, xi) < 5%,

according to p-value testing methods.
Our estimates suggests that our results in Table I for con-

sistency evaluation and relevance evaluation with Mixtral are
significantly better that GPT model results, as far as statistical
significance is concerned.

In addition, almost all improvements of E(s) method over
greedy method provide significant difference in correlation.
Only exception is consistency evaluation for SOLAR for Fp16
model in Table IV, which is not statistically significant (the
difference is 3.3% while significance threshold corresponds to
3.4%).

III. TREE-BASED SAMPLING

To further develop our hypothesis we propose an LLM in-
ference analysis method that, for a given prompt, seeks to find
all probable completions that could be generated by nucleus
sampling - to give complete, nearly deterministic picture, what
LLM outputs could be for given prompt. As a foundation
we use tree-search based sampling algorithm. We use priority
queue mechanism, where most probable completions are eval-
uated first (like in Dijkstra algorithm). Tree sampling (a.k.a
beam search) is broadly implemented approach3 in generative
language models. Recently we saw very similar algorithm to
ours [17] applied to compiler optimization (highest probability
output produces superior compiler parametrization). Other
controlled beam search techniques used for improved natural
laguage generation can be found in [18], [19].

We utilize priority based tree sampling to find all possible or
most probable completions for nucleus sampling. Algorithm
1 shows this procedure in pseudocode. This algorithm has
exponential asymptotic complexity: every iteration produces
N new sequences without fixed lower bound for N (LLM

3Available in popular library Transformers [14].

tokenizers have tens of thousands of tokens), leading to
exponential divergence KN for K new tokens. One could
decrease N by adjusting T and p̂. We notice that for some
prompts N is small number and large values of N indicate
a qualitative change in the text generation (such as going
from direct answer to user query, to additional not needed
remarks). As an example of this we evaluate following prompt
for Mixtral instruct4:

<s> [INST]Please provide one original,
creative paraphrase for sentence
"My name is John Kennedy"
and write new line after it[/INST]
Answer:\n\n"

Outputs with their evaluated probabilities can be found in
Table VII. We used nucleus sampling threshold p̂ = 0.9 and
temperature T = 2 and we show outputs with p > 0.1%. Tem-
perature is large, and reason is that for smaller temperatures
only first, most probable output would be generated, while
now it is generated with 73% probability. Output distribution
is uneven, with top output 41 times more probable than second
most probable output and very fat tailed with with about 23%
of probability mass distributed among very unlikely outputs
(p < 0.1%).

We did not get any diversity of the paraphrase, despite
asking for it explicitly, we got only two options: “I go by
the name of Kennedy John” and “I go by the name of JFK”.
At the same time LLM becomes unpredictable in the tail
of the distribution as various additional comments follow
after requested text. Output is thus not diverse and diversity
we get provides little benefit: it might be a problem, when
long unpredictable output follows the answer, evading usual
stopping mechanisms of the inference (here we stop inference
on two new lines in a row.)

This type of behavior can be easily explained with reference
to the content of training corpora for LLM. Specific tasks
like “paraphrase this sentence” or specific sentences like “My
name is John Kennedy” are likely rare in the large internet
crawl corpora. At the same time, casual conversation is more
frequent, so LLM can generate diverse full sentence answers
(but this is not very useful for instruction-following tasks).

4The prompt contains no new lines, but line wrapping was added for clarity.
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Algorithm 1 Tree-crawling topP algorithm
Require:

t1...tn {Prompt input sequence.}
ϕ(t1..tn)→ li {LLM that maps token sequence to next-token log-probabilities}
p̂ ∈ (0, 1) {TopP probability threshold}
α {Minimum loglikelihood of completion.}
StopTokens {Tokens that terminate inference, such as newline or end-of-sentence.}
MaxSteps {Max number of LLM evaluations}

Ensure:
Queue← [(t1..tn, 0)] {Priority queue ordered by second argument}
Complete← [] {Generated sequences terminated on stop tokens.}
Incomplete← [] {Generated sequences terminated on minimum logprobability α}
i← 0
while Queue not empty and i < MaxSteps do

seqi, lproba← Queue.pop()
li ← ϕ(seq)
for all token, l ∈ TopPCandidates(li, p̂) do

el← (concat(seq, token), lproba+ l)
if token ∈ StopTokens then

Complete.append(el)
else if l + x ≥ α then

Queue.append(el)
else

Incomplete.append(el)
end if

end for
i← i+ 1

end while

return Complete, Incomplete

TABLE VII
TREE SAMPLING ALGORITHM OUTPUT FOR MIXTRAL INSTRUCT, COMPLETED SENTECES.

Probability LLM output
0.73 I go by the name of Kennedy John."
0.018 I go by the name of JFK"
0.005 I go by the name of JFK" is a creative paraphrase for "My name is John Kennedy."
0.005 I go by the name of JFK" is a creative paraphrase for the sentence "My name is John Kennedy."
0.003 I go by the name of JFK" is a creative paraphrase of "My name is John Kennedy."
0.002 I go by the name of JFK" is a possible creative paraphrase for "My name is John Kennedy."
0.001 I go by the name of JFK" is a possible paraphrase for "My name is John Kennedy."
0.001 I go by the name of JFK" followed by, "What an honor to make your acquaintance!"

Results point to causes of few problems of LLMs that
we believe to be fairly widespread in applications based on
prompting LLM and parsing their output.

1) Repetitive output – LLM output might be often identical,
as there is single completion with very large probability.
LLM might sometimes provide little advantage com-
pared to retrieval based or rule based system.

2) Stopping instability – when LLM completes desired
output, many different unwanted follow-up comments
might be produced, disturbing rule based inference stop-
ping mechanism.

3) Uncontrollability – when LLM is asked to do something,
it can ignore instruction.

4) Hallucination - false or otherwise unwanted outputs
might be produced by LLM in rare cases, while being
undetected in tests using standard decoding.

These issues are rarely detected by commonly used
accuracy-based benchmarks. There are some generic auto-
mated metrics such as MAUVE for diversity [20], but goal of
our method is to analyze these issues in specific use cases and
provide guidelines on configuration and further analysis. Our
algorithm allows to analyze influence of modified prompts and
system configuration on output probabilities, allowing greater
degree of reliability and objectivity in the development, as dif-
ferent prompts, LLMs or sampling algorithm can be compared.
On more general terms it seems that decoding heuristics like
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TopP seem to fail our expectations, where entropy is extremely
small or extremely large. Instead other approaches might be
investigated: a) Scaling T for entropy extremes of next-token
probability distribution. b) Taboo sampling – tree sampling
with penalty for token and substring repetition. c) Stopping
generation for large entropy spikes (as that would likely result
in unwanted output). This might allow new improvements
in few important KPI for LLM, such as output diversity,
controllability and safety.

Among related work we may mention Mirostat [21], a
sampling algorithm similar to TopP. Fixed perplexity objective
allows to avoid both incoherence for large p and repetition
for small p, while similar approach of [22] seeks to generate
text with locally constant information content. Also vLLM
[13] implements repetition penalty to stabilize low p infer-
ence. Another tradeoff however remains, as high Shannon
information makes no difference between highly informative
word in human terms and unwanted token overrepresented in
the training dataset (as Shannon information is defined as the
inverse of probability). In addition, prioritizing largest possible
probability is very useful for some use cases, such as multi-
choice QA [3] or LLM for source code generation (see Fig. 7
in [23]) or compiler configuration [17]. Balancing this tradeoff
for humal language is a problem with no general solution yet
known to us. We thus seek to provide a tool for analyzing spe-
cific problems, such as prompting, interaction between LLM
and rule based scripts or stopping LLM inference reliably.

IV. CONCLUSIONS

We show LLM decoding method that improves performance
for answers given on quantitative scale: such as “evaluate
relevance of summary on a scale from 1 to 5”. On SummEval
summary evaluation dataset the method produces strong im-
provements, with open source LLM nearly matching much
larger GPT3.5 and GPT4, with GPT4 0314 outperformed
on relevance and coherence. Such improvement supports our
hypothesis that the temperature might be not optimally con-
figured in standard LLM decoding, as token probabilities
do not reflect real world probabilities and small and large
temperatures serve different purposes.

We demonstrate new LLM analysis method using priority
based tree sampling algorithm, useful for study of some niche
problems in LLM, such as the diversity and controllability of
the output.

We show reading comprehension metrics for few different
LLM with sizes 7B, 10.7B and 47B with float16 (half preci-
sion) inference and 4 bit GPTQ quantization. Summarization
metrics strongly improve with the number of parameters, and
quantized 4-bit LLM are effective in proportion to their size
(which is of interest for RAG on low-powered systems).
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Ðukić, Marija . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

Fiorino, Mario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

Geldhauser, Carina . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
Gerhards, Christian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
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