
Abstract—In the last decade, with the rise of sharing econ-

omy,  in  particular Airbnb,  customers  are  not  merely buyers 

but also actively share their thoughts and experiences toward 

goods and services. Sentiment analysis, a sophisticated techno-

logical approach, has emerged as a pivotal tool to extract peo-

ple’s opinions as well as sentiments from written language. On 

the other hand, assessing the price of a listing has always been a 

daunting  task  for  hosts  and guests.  While  numerous  pricing 

models for Airbnb have been proposed, achieving precise accu-

racy remains a challenge. As a result, this paper aims to investi-

gate whether incorporating the sentiment scores derived from 

online customer reviews could improve the accuracy of Airbnb 

price  prediction  or  not.  First,  online  customer  reviews  on 

Airbnb are examined using natural language processing tech-

niques to seek the guest sentiment and its association with list-

ings prices. Once sentiment scores are calculated, they are used 

as an additional attribute to forecast Airbnb listings price. Sev-

eral machine learning models are employed, including Linear 

Regression,  Ridge Regression,  Support Vector Machine,  XG-

Boost and Random Forest. The experimental results show that 

the inclusion of sentiment scores slightly decreases model per-

formance in the case of  three Asian economies (Hong Kong, 

Japan and Taiwan). Overall, Random Forest without sentiment 

variable is the best-performing model among five models for 

Airbnb price prediction.

Index Terms—machine learning, sentiment analysis, OCRs, 

price prediction, Airbnb.

I. INTRODUCTION

IRBNB, established in 2007, is the top pioneer in peer-

to-peer (P2P) sharing platforms in the hospitality in-

dustry [1]. Airbnb has created an online solution to directly 

link  guests  looking  for  short-term  accommodations  with 

hosts who are in demand to lease out their  homes [2].  In 

other words, the company works as a broker facilitating the 

A

connection between property owners and hospitality seekers. 

Since its foundation, Airbnb has consistently experienced a 

year-over-year supply growth rate of over 100% for the last 

decade [3], serving over 220 countries and regions world-

wide [4].

Despite its unprecedented yet exponential growth, pricing 

has always been a major concern of Airbnb’s stakeholders 

[5]. Determining an appropriate price for a rental property 

on Airbnb platform has been a challenging task for not only 

the tenants but also the owners. While guests need to evalu-

ate the reasonable price of the listings to avoid being de-

ceived, hosts also need a competitive price for their rental 

house to attract customers [6]. Therefore, predicting price is 

one of the most critical components in accommodation shar-

ing systems such as Airbnb so both tenants and house-own-

ers gain maximum benefits from the platform. 

On the other hand, in a P2P platform, online customer re-

views (OCRs) are considered to have a significant impact on 

not only sales but also the price of the property [7]. In the 

era of Web 2.0, a significant volume of data in which OCRs 

presents a significant challenge for any business and institu-

tion to deal with effectively. Even though peer-reviewed re-

search has been undertaken to investigate customer reviews 

using text  mining,  there  has  been  a  lack  of  empirical  re-

search to enrich the forecasting model by applying textual 

methods. This study aims to focus on the topic of sentiment 

analysis on customer reviews to develop Airbnb price pre-

diction model.

Following the discussion above, the main research ques-

tions of this study are how the association between senti-

ment scores derived from OCRs and Airbnb rental prices is, 

and how the performance of Airbnb rental price prediction 

models change when incorporating sentiment scores derived 
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from OCRs. These questions are formulated not only to fill 

in the gaps represented in the literature in the next chapter 

but also to contribute to Airbnb and the hospitality industry. 

To answer research questions, the objectives of the study 

are threefold:  (1) To construct and explore the guest senti-

ment in OCRs in three Asian economies namely Hong Kong,  

Japan and Taiwan; (2) To identify the association between  

Airbnb  rental  price  and  sentiment  scores  expressed  in  

OCRs;  (3)  To  identify  the  performance  of  Airbnb  rental  

price prediction model with the inclusion of sentiment index  

from online customer reviews. 

Based on the aforementioned research questions and ob-

jectives, the following two hypotheses are formulated as be-

low: 

H1: Positive sentiment expressed in OCRs is associated 

with an increase in Airbnb rental prices. 

H2: The inclusion of sentiment scores derived from OCRs 

as an explanatory variable statistically improves the predic-

tive accuracy of Airbnb rental price prediction models.

Although Airbnb has introduced its price suggestion tools 

since 2012, which have been developed to “smart pricing” 

until now, the price prediction model still needs further im-

provement. The significance of this paper is underscored by 

the  incorporation of  sentiment  scores  derived from OCRs 

into forecasting Airbnb rental prices. By exploring the senti-

ment  analysis  on  OCRs,  this  study  seeks  to  enhance  the 

knowledge surrounding the use of textual data for predictive 

modelling. The outcomes are not only for Airbnb but also 

for the broader context of the hospitality industry. In addi-

tion, the growth of Airbnb in Asia emphasises the need for 

research in Asian regions. Most of the existing papers have 

primarily centred on Western countries, and yet little atten-

tion is being paid to Asian regions, which is a growing and 

potential market for Airbnb in recent years [8]. Therefore, 

the focus on Asian economies of this study would enhance 

the scope and relevance of research in the field of Airbnb as 

well as the hospitality industry.

The rest of this paper is organized as follows. The rele-

vant academic research within the field of sentiment analysis 

and price prediction models in Airbnb is presented in Sec-

tion II. Section III discusses machine learning models used 

for predicting price, as well as the evaluation metrics em-

ployed  to  assess  their  performance.  The  building  of  five 

models including Linear regression, Ridge regression, SVM, 

XGBoost and Random Forest is discussed and evaluated to 

test the stated hypotheses in Section IV. Conclusions and fu-

ture works are given in Section V.

II. LITERATURE REVIEW

In this section, relevant academic research within the field 

of sentiment analysis and price prediction models in Airbnb 

is presented. Firstly, it delves into the key concept of online 

customer reviews. Then, the literature on sentiment analysis 

and existing models for Airbnb price prediction is discussed. 

This chapter not only highlights the existing knowledge but 

also identifies the gaps that this study attempts to address.

A. Online customer reviews (OCRs)

Prior to the advent of online opinion-sharing platforms, 

the primary mode of communication among consumers was 

word-of-mouth.  Consumer  word-of-mouth  has  been  fre-

quently cited as one of the most crucial elements to deter-

mine the long-term success of goods and services. However, 

since the rise of online communities as well as communica-

tion facilitated by the Internet, there has been a new product 

information  channel  with  growing  popularity,  where  con-

sumers share their experiences toward products and services, 

also known as online customer reviews (OCRs). 

Online customer reviews (OCRs) refer to the evaluation 

of a product or service shared by customers on company or 

third-party websites. The importance of OCRs on consumer 

purchase decisions in the hospitality sector has been widely 

studied in the economic literature [9-10]. Besides, online ho-

tel reviews is a reliable information source for customers as 

they  unveil  guests’  feelings,  attitudes  and  evaluations, 

thereby, reflecting guest satisfaction or dissatisfaction [11]. 

According to [12], OCRs influence the decision-making 

of guests in all ages, thus, contributing to the sales revenue. 

This is well-illustrated empirical studies which indicated that 

online reviews impact early sales, as a result, can be a signif-

icant predictor of box office revenue. Similarly, OCRs and 

the number of reviews can be used to determine future digi-

tal camera sales by fitting a multiple linear regression. This 

is primarily because individuals tend to readily embrace and 

place trust in information shared by other peers similar to 

themselves. OCRs help to alleviate the perceived risk and 

confusion of consumers [13]. In the tourism and hospitality 

industry,  prior research has empirically proved that  OCRs 

have a significant influence on purchasing decisions, espe-

cially booking intentions [14]. By conducting an Analysis of 

Variance (ANOVA) test, online reviews affect the decision 

making of consumers within the hospitality industry.  Em-

ploying data from a Chinese online travel agency found that 

an increase of 10% in traveller review ratings leads to a con-

siderable increase of over 5% in online bookings. Positive 

reviews  are  the  motivation  that  inspires  people  to  travel, 

meanwhile, negative reviews act as an effective tool to help 

people avoid bad travel products [15]. 

In  the  context  of  Airbnb,  peer-to-peer  feedback  or  so-

called OCRs is even more significant than that of traditional 

hotels. This is because Airbnb hosts are usually micro-en-

trepreneurs who are financially unable to advertise their ac-

commodations on media such as television like hotels, thus, 

the online platforms serve as the exclusive mean for them to 

connect  with  their  guests.  Furthermore,  by  using  textual 

data, hosts can delve into a more comprehensive insight on 

customers’ experiences rather than solely depending on non-

textual data such as rating scores given by guests [16]. As a 

result, it becomes even more compelling to investigate the 

sentiment  of  guests  based  on  OCRs  within  the  Airbnb 

ecosystem.
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B. Sentiment Analysis

In the case of OCRs, sentiment analysis can serve as a 

methodological  approach  for  classifying,  measuring  and 

monitoring users’ emotional responses towards a product or 

service [17]. Realising the importance and explosive growth 

of OCRs on the Internet, there has been an emerging stream 

of research undertaken to identify the sentiment index in on-

line  textual  reviews,  especially  in  the  field  of  hospitality. 

They aimed to explore the relationship between the senti-

ment of reviews and the listing prices, thereby understanding 

the role of OCRs in consumer valuation and pricing deci-

sions. They have reinforced the sentiment analysis to aspect-

based sentiment analysis, which extracts the sentiment po-

larities towards specific aspects of an entity within hotel re-

views. As a result, this research has significantly improved 

the comprehensiveness and accuracy of sentiment analysis 

in the hospitality industry [18].

On the other hand, supervised machine learning is intro-

duced in [19-20] for  sentiment  analysis  as  a  different  ap-

proach. Specifically, Naïve Bayes classification is applied to 

measure not only the polarity but also the subjectivity scores 

of user-generated contents on TripAdvisor [21]. While po-

larity evaluates the emotion of text, the subjectivity scores 

measure the subjective or objective score of text. Alterna-

tively, the Long Short-Term Memory model is introduced in 

[20], which is one of the latest deep learning technologies. 

This  has  significantly  improved  text  classification  perfor-

mance. The sentiment indexes are separated into past and fu-

ture  housing  price  changes.  According  to  the  paper,  this 

model could capture the word order and dependence, which 

unsupervised machine learning is unable to do.

Sentiment analysis, in which sentiment polarity classifica-

tion is broadly used in forecasting, including product sales 

forecasting [22],  stock market  forecasting [23],  household 

expenditure  forecasting [24].  Nevertheless,  the application 

of sentiment analysis in hospitality forecasting literature re-

mains uncommon [25]. For this reason, this study examines 

the association between OCRs and Airbnb listings’ prices as 

well as use guest sentiment extracted from OCRs to predict 

Airbnb listings’ prices.

C. Price Prediction on Airbnb

Pricing  a  listing  is  considered  one  of  the  most  crucial 

business practices for any Airbnb host to master [26]. Con-

ventionally,  hosts  are  allowed  to  set  their  own  nightly, 

weekly and monthly prices for their rental houses. However, 

Airbnb still  provides suggestions to assist their hosts to set 

more optimal prices for the entire selling period, which is a 

dynamic pricing strategy called “Smart Pricing” [27]. The 

Smart  Pricing  algorithm  takes  into  consideration  various 

points  of  information,  including  the  date  of  the  night  to 

price, market demand, seasonality, listings’ characteristics. 

Once receiving a pricing tip, a host can either choose to in-

crease, decrease or do nothing.

However, several scholars found that, in contrast to pro-

fessional hosts, nonprofessional hosts appear to adopt differ-

ent and less dynamic pricing strategies [28]. Therefore, iden-

tifying the determinants of price on Airbnb has received a 

significant concentration in recent years. Moreover, factors 

related to the property are also found to significantly influ-

ence listing prices such as the site and location of the prop-

erty [29], cleanliness of the rooms [7], type of accommoda-

tion [30]. Besides the factors on the supply side, studies also 

showed that the price of Airbnb accommodation tends to de-

crease as the number of reviews it receives increases [26].

In parallel to factors determining price, choosing an effi-

cient prediction model is also essential so as to give the best 

accuracy.  In  2017,  Wang  and  Nicolau  [29]  identified  25 

price determinants using ordinary least squares and quantile 

regression. Afterwards, price prediction of Airbnb has wit-

nessed  advancements  beyond  traditional  linear  regression 

model. To be specific, Liu [31] conducted a study on various 

models by leveraging machine learning techniques to cap-

ture non-linear relationships between price and other factors. 

Both  of  their  papers  discovered  that  XGBoost  yields  the 

highest accuracy, with  R
2
 equals 61.8% and 63% respec-

tively. However, Mahyoub [5] concluded that Random For-

est Regressor is the most effective model with  R
2
 equal to 

86.95%, which outperforms XGBoost regression.

The difficulties in determining the prices for Airbnb ac-

commodations can be attributed to the inherent complexity 

of these properties. This is because they encompass not only 

a variety of functional attributes but also the social interac-

tions between hosts and customers [27]. While studies have 

indicated that prices are influenced by a set of factors in-

cluding host attributes and property characteristics as afore-

mentioned,  online  customer  reviews  are  largely  underex-

plored.

Meanwhile, Ganu [32] posits that customer reviews have 

the capability to demonstrate reviewers’ attitudes more pre-

cisely than numerical star ratings, which may be biased. In 

other words, unidimensional customer ratings can be signifi-

cantly biased by price effects.  Therefore,  Lawani [7] sug-

gested that rating scores can result in biased implications on 

the relationship between the scores and prices since rating 

scores  might  not  accurately  capture  guests’  opinions  and 

sentiments regarding a good or service. All in all, this re-

search will take into consideration the studies discussed in 

the literature presented to develop a price prediction model 

with sentiment analysis.

III. RESEARCH METHODOLOGY 

This section outlines the research approaches step by-step, 

including data sources, data pre-processing, sentiment analy-

sis and modelling. The technique used for sentiment analy-

sis,  which is a lexicon-based method, is  introduced. After 

extracting  guest  sentiment,  the  chapter  discusses  machine 

learning  models  used  for  predicting  price,  as  well  as  the 

evaluation metrics employed to assess their performance.
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A. Data description

The data is retrieved from Inside Airbnb (insideairbnb.-

com), which is an independent and non-commercial website 

that provides data collected from Airbnb for public use. In-

side Airbnb encompasses not only structured data related to 

Airbnb listings but also unstructured data in the form of cus-

tomer reviews for each listing. The data from Inside Airbnb 

has been largely utilised in academic research and signifi-

cantly  contributed  to  the  debates  around  the  existence  as 

well as growth of Airbnb [33].

The dataset consists of 569,523 Airbnb listings which are 

managed by 14,584 hosts in three Eastern Asia economies, 

namely Japan, Hong Kong and Taiwan on 31 March 2023. 

Asian economies are chosen in this study for two reasons. 

Firstly, scholarly research has been geographically focused 

on the United States, Canada and Europe [34]. Meanwhile, 

only 13.4% of the studies collected their  data in Asia re-

gions. Secondly, a growing popularity of Airbnb is shifting 

from Europe to America, and mostly to Asia [8]. As a result,  

investigating the dynamics of Airbnb in Asian countries can 

contribute to filling the gap in the literature.

The entire workflow including data handling, pre-process-

ing, modelling, analysis, and visualisation in this study will 

be executed via the R programming language.

B. Data Pre-Processing

Data collected in their raw format can be an issue for sen-

timent analysis and modelling as they might be formatted in-

conveniently such as stop words,  missing data and so on. 

Therefore, in order to facilitate further analysis, it is essen-

tial to undertake several data pre-processing steps.

Firstly,  non-English  texts  are  detected  using  Google’s 

Compact  Language  Detector  2  (cld2)  package  in  R  [35], 

which  can  detect  80  languages  in  UTF-8  text  and  even 

mixed language input. The purpose of this action is to sepa-

rate English with Chinese and Japanese reviews. Secondly, 

reviews in Chinese and Japanese language are translated into 

English language using translate package in R, which trans-

lates between different languages with Google API [36]. The 

reason to translate non-English reviews rather than maintain-

ing their original versions is to achieve unification and con-

sistency in the sentiment index calculation. Since this report 

uses  lexicon-based  approaches  for  the  sentiment  score, 

adopting multiple dictionaries for each language would in-

troduce variations in the scale of the sentiment score.

Finally, pre-processing steps are performed, following the 

processes recommended in prior research [17]:

(1)  Lowercase: Every character in each review is con-

verted  into  lowercase.  R  is  a  case  sensitive  program lan-

guage, and ‘Visit’ is different from ‘visit’ due to character 

coding; therefore, it is essential to convert textual data into 

lowercase. For example, taking one review in the dataset, we 

have:

The original sentence: “The apartment is in a very conve-

nient  location.  Host  was extremely helpful  and the apart-

ment was great. Located in a very calm and nice area, ex-

tremely convenient. Would come again for sure!”.

All cases are transformed into lowercase: “the apartment  

is in a very convenient location. host was extremely helpful  

and the apartment was great. located in a very calm and  

nice  area,  extremely  convenient.  would  come  again  for  

sure!”.

(2) Tokenisation: Each review is split into tokens in the 

form of single words or terms. At the same time, white spa-

ces and punctuation are removed. This is an important step 

to remove stop words or unnecessary characters: “the apart-

ment  is  in a very  convenient  location host  was extremely  

helpful and the apartment was great located in a very calm  

and nice area extremely convenient would come again for  

sure”.

(3)  Stop  words  removal: This  phrase  removes  stop 

words, which may be articles, pronouns, prepositions, etc. 

These words frequently occur but do not add meaning to a 

sentence, meaning that they do not express any sentiment 

when  applied  to  lexicon  resources.  Thus,  removing  stop 

words  would  reduce  the  noise  before  text  processing.  In 

English, stop words could be ‘an’, ‘the’ or ‘is’. To remove, 

we  use  a  stop-words  list  that  is  already  available  on  R: 

“apartment  convenient  location  host  extremely  helpful  

apartment  great  located  calm nice  area  extremely  conve-

nient come again sure”.

(4) Stemming: Stemming is the technique that involves 

removing word suffixes to extract the root form of words. 

This is commonly used in text mining because it simplifies 

the textual data without causing significant loss of informa-

tion. For example, “extremely” in the sentence is converted 

to “extreme”: “apartment convenient location host extreme  

helpful apartment great locate calm nice area extreme con-

venient come again sure”.

To understand the effects  of  text  pre-processing on the 

comments, key statistics about the length of words in com-

ments are demonstrated in table below.

TABLE I.  DESCRIPTIVE STATISTICS ABOUT THE OCRS AFTER AND BEFORE TEXT 

PRE-PROCESSING

Before text 

pre-

processing

After text 

pre-

processing

Average number of words 40 22

Median number of words 26 15

Shortest comment 1 word 1 word

Number of words 1st quantile 12 7

Number of words 3rd quantile 52 29

Longest comment 2905 words 651 words

As we can see from the Table I, unnecessary characters 

and  stop  words  are  removed  to  reduce  the  noise  of  the 

dataset  since they do not contain information and express 

sentiment. Quantitatively, the average number of words in 
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comments has been reduced by nearly a half while the long-

est comment dropped by about 77.6%. The use of clean data 

facilitates faster training and thus, enables the implementa-

tion of multiple experiments even though limited computa-

tional resources are available.

C. Sentiment Extraction

After  pre-processing  procedures,  the  sentiment  score  is 

constructed from online customer reviews. As discussed in 

the previous section, while sentiment scores can be extracted 

in different ways, it  is essential to acknowledge that each 

method has its strengths and limitations. Based on the objec-

tives of this paper, lexicon-based approach is chosen to ex-

tract sentiment from texts. There is a wide range of dictio-

naries  that  were  developed  for  lexicon-based  method,  in 

which each of them offering unique features and attributes. 

To compare these dictionaries, Al-Shabi [37] has evaluated 

the performance of the five most well-known lexicons used 

in sentiment analysis. The results show that VADER (Va-

lence Aware Lexicon and Sentiment Reasoner) demonstrates 

the highest accuracy in both positive and negative classifica-

tion.

For this study, VADER is applied to calculate the senti-

ment score of  reviews.  VADER is  a  rule-based sentiment 

analysis tool to detect sentiment in social media texts. When 

comparing  the  classification  accuracy,  it  was  found  that 

VADER outperforms individual human raters with  Classifi-

cation Accuracy scores equal 0.96 and 0.84 respectively as it 

considers  both  polarity  and  intensity  of  emotion.  With 

VADER, the sentiment score, or compound score, is calcu-

lated by adding up the valence scores of individual words in 

the lexicon, which is subsequently normalised to range from 

–1 (complete negative) to +1 (complete positive). Sentiment 

classification is then based on this compound score as fol-

lows:

• Positive sentiment: compound score ≥ +0.05 

• Negative sentiment: compound score ≤ −0.05 

• Neutral sentiment: -0.05 < compound score < 0.05

After  determining sentiment  score  for  each review,  the 

overall sentiment score for each listing is computed by tak-

ing the mean of sentiment scores associated with that listing. 

These final sentiment scores are then set as a new feature 

which is used in price prediction models.

D. Modelling and Analysis

As a  reminder,  there  are  two hypotheses  that  need ad-

dressing in this research. The first one is to test the positive 

association between sentiment scores and prices of Airbnb 

listings. The second one is to test whether the performance 

of price prediction models with sentiment score variable are 

TABLE II.  VARIABLE DEFINITIONS AND LABELS

Variable name Description

Property characteristics

Log price Log-transformed daily price of listing (in USD Dollar)

Country Country from which the listing is located

Room type Type of room: (1) Entire home/apt; (2) Hotel room; (3) Shared room; 

(4) Private room

Accommodate The maximum capacity of the property

Beds The number of bed(s)

Minimum nights The minimum number of nights stay in the listings

Quality characteristics

Sentiment score Sentiment score extracted from sentiment analysis on OCRs

Number of reviews The number of reviews a listing has

Review score rating The overall review score rating a listing has

Host characteristics

Host response rate The rate at which a host response to the guest

Host response time Time a host response to the guest: (1) Within an hour; (2) Within a few 

hours; (3) Within a day; (4) A few days or more; (5) Unknown

Host identity verified The identity of host is verified or not (True/False)

Host acceptance rate The rate at which a host approves booking requests

Host total listings count The number of listings one host own on Airbnb
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improved or not. In order to examine the second hypothesis, 

two versions of the dataset are created - one with the senti-

ment feature and one without the sentiment feature.

The explanatory variables chosen in this study are cate-

gorised into four main attributes:

(1) Host characteristics including host response time, host 

identity  verified,  host  acceptance  rate,  host  response  rate, 

host total listings count;

(2) Property characteristics including country, room type, 

accommodates, beds, minimum nights stay; 

(3) Rating-related features including number of reviews, 

review score ratings; 

(4) Sentiment scores derived from reviews.

The descriptions and summary statistics of both predictor 

and  explanatory  variables  are  shown  in  Table  II,  III,  IV 

and V.

Linear  Regression  [38]  is  employed  first  as  a  baseline 

model to evaluate the performance of other models.  After 

the baseline is established, several machine learning models 

namely Ridge Regression [39-40], Support Vector Machine 

[41], XGBoost [42] and Random Forest [43] are performed. 

TABLE III.  SUMMARY STATISTICS OF NUMERICAL VARIABLES

Variable Obs Mean Median Min Max

Log price 13,823 4.653 4.662 -2.322 11.068

Country 13,823 0.672 0.690 -0.960 1

Room type 13,823 3.936 3 1 16

Beds 13,823 2.422 2 1 42

Minimum nights 13,823 6.513 2 1 1125

Sentiment score 13,823 0.672 0.690 -0.960 1

Number of reviews 13,823 40.86 18 1 1548

Review score rating 13,823 4.624 4.750 0 5

Host response rate 13,823 0.971 1 0 1

Host acceptance rate 13,823 0.918 0.990 0 1

Host total listings count 13,823 26 12 1 748

TABLE IV. SUMMARY STATISTICS OF CATEGORICAL VARIABLES 

Variable Categories Freq. %

Host response time 0 (within an hour) 1,034 7.48

1 (within a few hours) 10,678 77.24

2 (within a day) 1,402 10.14

3 (a few days or more) 521 3.77

4 (unknown) 188 1.36

Host identity verified 1 (True) 12,511 90.51

0 (False) 1,312 9.49

Room type 0 (Entire home/apt) 9,246 66.89

1 (Hotel room) 444 3.21

2 (Private room) 3,638 26.32

3 (Shared room) 495 3.58

Country 0 (Hong Kong) 2,149 15.55

1 (Japan) 8,895 64.35

2 (Taiwan) 2,779 20.10
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To test the hypothesis, five machine learning models were 

built  to  predict  the  log price  of  Airbnb properties  in  two 

cases: with and without the sentiment score variable. Linear 

Regression  was  employed  first  as  the  baseline  model  for 

model  comparison in  this  study.  Subsequently,  Ridge Re-

gression, Support Vector Machine, XGBoost, Random For-

est were built. To compare the predictability performance of 

the models, R
2
, RMSE and MAE were calculated.

E. Model Performance Evaluation

To  evaluate  the  performance  of  predictive  models,  the 

dataset is partitioned into training and test sets based on the 

dependent variable – the price, where 75% of the dataset is 

for training and 25% for testing. In our case, the training set 

contains 10,369 records, while there are 3,454 records in the 

test set. First, the models are fitted into the training set to 

learn patterns and relationships in the data. After the models 

are built, they are evaluated on the test set, which contains of 

unseen data points.

Three metrics, R
2
, RMSE (Root Mean Square Error) and 

MAE (Mean Absolute Error) are used to evaluate and com-

pare the performance of predictive models. R
2
 or the coeffi-

cient of determination, which is a standard metric for evalu-

ating  regression  analyses,  measures  how  close  the  target 

variable is determined by explanatory variables, interpreted 

by  the  proportion  of  total  variance  of  the  regressand  ex-

plained by the model. While RMSE is the standard deviation 

of mean prediction errors, MAE measures the average mag-

nitude of the prediction errors.

The formula of R
2
 and RMSE are as below with y i is the 

actual value and ŷ i is the predicted value of the dependent 

variable.

R
2=1−

∑ ( y i− ŷ i )
2

∑ ( y i− y ii )
2

(1)

RMSE=√∑ ( y i− ŷ i )
2

n
(2)

MAE=
1

n
∑|y i− ŷ i| (3)

TABLE V.  MULTIPLE LINEAR REGRESSION RESULTS FOR PREDICTING LOG PRICE

Coefficient Estimate Std. Error T-statistic p-value

(Intercept) 4.514 0.139 32.436 0.000 (***)

host_response_time_1 0.116 0.026 4.452 0.000 (***)

host_response_time_2 -0.058 0.318 -1.808 0.07

host_response_time_3 -0.075 0.043 -1.743 0.08

host_response_time_4 -0.436 0.123 -3.552 0.000 (***)

host_identity_verfied_1 -0.025 0.023 -1.101 0.271

room_type_1 -0.338 0.038 -8.930 0.000 (***)

room_type_2 -0.323 0.016 -20.548 0.000 (***)

room_type_3 -1.153 0.036 -31.704 0.000 (***)

country_1 0.268 0.020 13.150 0.000 (***)

country_2 -0.295 0.023 -13.093 0.000 (***)

accommodates 0.121 0.003 36.052 0.000 (***)

beds 0.001 0.005 0.149 0.882

host_acceptance_rate 0.091 0.045 2.045 0.041 (*)

review_scores_rating 0.061 0.016 3.935 0.000 (***)

host_response_rate -0.772 0.126 -6.110 0.000 (***)

sentiment_score 0.090 0.043 2.113 0.034 (*)

number_of_reviews -0.001 0.000 -5.751 0.000 (***)

minimum_nights -0.000 0.000 -0.959 0.338

host_total_listings_count -0.001 0.000 -5.170 0.000 (***)

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05
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A model can be considered to be effective if  its  R
2
 is 

close to 1; RMSE and MAE are close to 0.

IV. RESULTS AND ANALYSIS

A. Customer reviews

The reviews were gathered from Inside Airbnb with a to-

tal of 569,523 reviews for the analysis. However, following 

the data pre-processing process, there are 507,974 reviews 

left. There are 13,789 listings, with an average of 37 reviews 

per listing. After detecting the language of each review in 

the dataset, it can be seen from Figure 1 that more than half 

of the reviews are written in English, with 254,490 reviews. 

This  prevalence  can  be  attributed  to  the  global  customer 

base of Airbnb, attracting users from worldwide, where Eng-

lish is commonly used for international communication. Fol-

lowing  English  are  Japanese  and  Chinese  language,  with 

23.6% and 24.3% of the reviews respectively.

After all the text has been translated to English, to provide 

more detailed information about reviews, two-word clouds 

are drawn based on a collection of OCRs from Airbnb list-

ings in Hong Kong, Japan and Taiwan. These graphs help to 

display the keywords hidden in reviews. The larger words in 

the  word  cloud  indicate  higher  frequency  in  the  reviews, 

while the smaller words reveal less occurrence. In Figure 2 

and Figure 3, 80 of the most frequent words are selected.

Using VADER sentiment analysis, the sentiment polarity 

and sentiment  intensity  of  reviews are obtained,  in which 

polarity  assigns  whether  reviews are  negative,  positive  or 

neutral, while intensity indicates the strength of the negative 

or positive sentiment in the text. Figure 4 shows that almost 

all  of  the  reviews  were  positive,  accounting  for  approxi-

mately 94% of the reviews, followed by neutral and negative 

reviews with only 3.8% and 2.2% respectively. Positive re-

views are the most dominant sentiment category, reflecting 

guests’ overall positive experiences with Airbnb in 3 Asia 

countries.

Fig. 1. Frequency of the languages in reviews written by guests on 

Airbnb in Hong Kong, Japan and Taiwan.

To  get  a  sense  of  sentiment  scores  in  each  individual 

country, an ANOVA (Analysis of Variance) test was con-

ducted to analyse the differences in sentiment scores among 

different countries. The results are illustrated in Table VI, 

with  F-statistic  equals  91.03  and  the  p-value  is  less  than 

0.0001. The p-value is below conventional significance level 

of 0.05, which indicates that there is a statistically signifi-

cant difference in the means of sentiment scores among the 

three countries. As a result, this underscores the importance 

of considering country-specific factor when assessing senti-

ment scores.

The  sentiment  score  for  each  listing  was  calculated  by 

taking the mean of sentiment intensity across each review 

associated with that specific listing. As shown in Table VII, 

the  average  sentiment  score  is  0.707.  However,  there  is 

some variability in the sentiment score, ranging from –0.998 

(most negative) to 1 (most positive).

Fig. 4. Sentiment Polarity distribution of reviews per listing.

Fig. 2. World cloud of OCRs on Airbnb in Hong Kong, Japan and Tai-

wan.
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In  terms  of  prices  of  listings,  the  highest  price  is 

64,109.08 USD, reflecting the presence of  luxury listings. 

On the other hand, the lowest price recorded is 0.1 USD, 

possibly a promotional offer by the host or the platform. Be-

sides that, the average price (172.07) is higher than its me-

dian  (105.86),  indicating  that  the  distribution  of  price  is 

skewed to the right due to some extreme values. According 

to  Osborne  and  Overbay  (2004),  extreme  values  or  also 

known as outliers can affect even simple analyses and model 

performance, therefore, a logarithmic transformation is ap-

plied to the prices to deal with positive skewness, as illus-

trated in Figure 5 and Table VII, where the mean and me-

dian of log price are fairly similar. Log_price is then used as 

the target variable in building models.

Fig. 5. Distribution of Price and Log Price.

To examine the association between sentiment scores and 

rental  prices,  the  scatter  plot  between  these  two  numeric 

variables is  drawn as in Figure 6 and Figure 7.  From the 

chart,  it  appears  that  the  data  shows  an  uphill  pattern  in 

Hong Kong, Japan and Taiwan, which suggests higher senti-

ment scores is associated with higher prices of properties. 

Notably, there is no high-priced property exhibiting overall 

negative reviews in all three countries.

In  a  statistical  context,  we use Pearson’s  correlation to 

measure the linear association between two numerical vari-

ables.  In  Hong  Kong  and  Taiwan,  the  correlation  coeffi-

cients are 0.06 and 0.07 respectively, indicating a weak posi-

tive  linear  association between price  and sentiment  score. 

On average, higher sentiment scores on Airbnb are slightly 

associated with higher listings prices in both countries, how-

ever, the relationship is not strong.

On  the  other  hand,  the  correlation  coefficient  between 

price and sentiment is –0.01 in Japan, which opposes to the 

case of Hong Kong and Taiwan. To be specific, this value is 

no statistically significant difference from zero, suggesting 

that there is almost no linear relationship between price and 

sentiment in this country. In other words, the sentiment ex-

pressed in Airbnb reviews does not have any significant im-

pact on the listing prices in Japan. Overall, there is a statisti-

cally weak relationship between sentiment score and price 

variables in the three countries.

In Figure 7, the correlation coefficients between sentiment 

scores  and log-transformed prices are  higher compared to 

those  between  sentiment  scores  and  actual  prices  in  both 

Hong Kong and Taiwan, with 0.13 and 0.18 respectively. 

This  is  because log transformation mitigates the issues of 

outliers which are the cases with extremely high prices in 

these two countries. Nevertheless, the correlation coefficient 

remains unchanged in Japan. This suggests that there is little 

or no meaningful linear correlation between the scores and 

the price variable in Japan, regardless of whether the price is 

log-transformed or not.

B. Performances of the models

As already mentioned in the early section, the sentiment 

score per listing is then integrated into the listing dataset as 

one of the features for price prediction. To summary, this 

paper  employed  various  machine  learning  models  to  not 

only predict price but also examine the association between 

target feature price and a number of explanatory features. As 

the distribution of price is positively skewed, it is decided to 

apply logarithmic transformation to the price before model-

ling. The log transformation not only makes data closer to 

normal distribution but also mitigates the impact of outliers.

TABLE VI.  ANOVA FOR SENTIMENT SCORES AMONG HONG KONG, JAPAN AND TAIWAN

Degrees of 

freedom

Sum of squares Mean squares F-statistic p-value

Country 2 16 8.039 91.03 <0.0001(***)

Residuals 507971 44858 0.088

Note: (***) denotes a 1% level of significance.

TABLE VII.  DESCRIPTIVE STATISTICS ON SENTIMENT SCORES AND PRICES OF LISTINGS

Variable Mean Median Maximum Minimum Standard Error

Sentiment Score 0.707 0.807 1 -0.998 0.297

Price 172.07 105.86 64,109.08 0.1 838.65

Log_price 4.65 4.66 11.07 -2.32 0.86
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Linear Regression was employed first as a baseline model 

to establish a cornerstone for understanding the association 

between the predictor variable – log price, and 19 response 

variables  including  sentiment  score  variable.  Table  VIII 

shows  the  empirical  results  of  sentiment  score  variable 

(other variables are presented in Table II). From Table VIII, 

the coefficient estimate is around 0.090, which suggests that 

on average, one unit increase i.e., from 0 (neutral) to 1 (com-

pletely positive) in sentiment score, is associated with ap-

proximately 9% increase in the price of property while other 

variables remain constant. The p-value is below the signifi-

cance level of 0.05, indicating the association between senti-

ment  score  and  log price  is  statistically  significant  in  the 

multiple regression model.

Following that, Ridge Regression, SVM, Random Forest 

and XGBoost models were employed. Table IX shows the 

results with evaluation metrics on the test set of all the five 

chosen  models.  The  metrics  are  compared  based  on  the 

baseline model. Two cases are divided, one with  sentimen-

t_score and one without sentiment_score feature in order to 

test the second hypothesis.

In general, when looking at the performance metrics from 

Table IX, it can be concluded that other models perform bet-

ter than the baseline model. The baseline model – Linear re-

gression elicits much lower accuracy, with the value of  R
2
 

Fig. 6. Scatter Plot of Sentiment Score and Price of listing on Airbnb in Hong Kong, Japan and Taiwan.

Fig.7. Scatter Plot of Sentiment Score and Log-transformed Price of listing on Airbnb in Hong Kong, Japan and Taiwan.
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being 40.9%. Both linear regression and Ridge Regression 

yield  the  same  R
2
 (40.9%),  RMSE  (0.664)  and  MAE 

(0.485).  This  suggests  that  there  might  not  be  substantial 

multicollinearity in the dataset, therefore, the additional reg-

ularisation  which  discourages  large  coefficients  in  regres-

sion may not be necessary.

With the sentiment  score feature,  it  is  clear  the perfor-

mance metrics vary across models, with SVM, XGBoost and 

Random Forest generally performing better than Linear re-

gression, Ridge regression. The R
2
 value of SVM, Random 

Forest and XGBoost are significantly improved compared to 

the  baseline  model,  with  increases  of  10.7%,  24.4%  and 

24.5% respectively. This indicates that there might be weak 

linear patterns in the dataset. While Linear regression and 

Ridge regression assume a linear association between inde-

pendent and dependent variables, the other three models ex-

cel  at  handling  non-linearities  and  higher-dimensional 

dataset, therefore, provide a better fit to the dataset. To con-

clude, XGBoost and Random Forest perform similarly and 

outperform other models in terms of R
2
, RMSE and MAE. 

While XGBoost has the highest accuracy score (65.4%) and 

lowest RMSE (0.509), Random Forest has the lowest MAE 

(0.339). Though both are high-performing models, XGBoost 

obtains stronger overall predictive performance, whilst Ran-

dom Forest allows better accuracy in terms of minimizing 

the magnitude of prediction errors.

To analyse the influence of sentiment score feature on the 

prediction accuracy of the models, the same experiment is 

repeated by removing the sentiment feature. From Table IX, 

the performance metrics of Linear regression and Ridge re-

gression remain the same in both scenarios. However, there 

are slight changes in the model performance for SVM, XG-

Boost and Random Forest. Though the changes are not sig-

nificant, when removing the sentiment score, R
2
, RMSE and 

MAE are slightly better across three models. Overall, with 

an accuracy of 65.9%, Random Forest proves to be the best-

performing model. Not only the highest accuracy score, but 

Random Forest  also shows the lowest  RMSE (0.505) and 

MAE (0.333).

According to the findings presented in Table IX, the in-

corporation of sentiment score did not appear to improve the 

models’ performance for price prediction of Airbnb in three 

Asian countries. After including sentiment score, the perfor-

mance results dropped slightly across all models. The best 

result is Random Forest, without the inclusion of sentiment 

score feature.

C. Influencing factors of price

To illustrate the significance of each feature for price pre-

diction, especially the sentiment score feature, we extracted 

the importance scores generated by XGBoost and Random 

Forest since they are two best-performing models with the 

inclusion of sentiment score. For Random Forest, the impor-

tance is calculated using the mean decrease in impurity, also 

known as Gini impurity,  which measures the quality of  a 

split in a decision tree. For XGBoost, it calculates based on 

the mean squared error when creating splits in tree.

Feature importance measures help to measure the impor-

tance  of  each feature  by which the  accuracy is  improved 

when the high-ranking feature is included and vice versa. To 

be specific, the higher value of a feature, the more important 

this feature is for the model. Figure 8 and Figure 9 shows the 

ranking  of  each  feature  in  XGBoost  and  Random  Forest 

models with the inclusion of sentiment score feature, from 

the highest to lowest. For both models, the accommodates 

feature exhibits  the highest  rank,  signifying its  paramount 

role as the most influential variable in determining price.

For XGBoost, the sentiment score feature holds the 6 th po-

sition  among  19  variables  in  terms  of  importance.  This 

TABLE VIII.  REGRESSION COEFFICIENT OF SENTIMENT SCORE VARIABLE FOR PREDICTING LOG PRICE 

Coefficient Estimate Standard Error T-statistic p-value

sentiment_score 0.090 0.043 2.113 0.035 (*)

Note: (*) denotes a 5% level of significance.

TABLE IX. PERFORMANCE COMPARISON OF FIVE MODELS WITH AND WITHOUT SENTIMENT SCORE FEATURE

Model name With sentiment_score feature Without sentiment_score feature

R
2
 RMSE MAE R

2
 RMSE MAE

Linear Regression 0.409 0.664 0.485 0.409 0.664 0.485

Ridge Regression 0.409 0.664 0.485 0.409 0.664 0.485

Support Vector 

Machine

0.516 0.602 0.417 0.532 0.593 0.406

XGBoost 0.654 0.509 0.348 0.657 0.507 0.340

Random Forest 0.653 0.510 0.339 0.659 0.505 0.333
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means that this variable contributes significantly to the pre-

dictive performance of the model. On the other hand, with 

Random Forest, the sentiment score feature occupies a lower 

rank, with 14th out of 19 features. This implies that the senti-

ment  demonstrates  comparatively less  importance in  Ran-

dom Forest performance, as it is outweighed by more than 

half of the total variables with greater influence.

D. The association between sentiment score and price

In order to investigate the association between sentiment 

scores and accommodation prices,  we analyse the correla-

tion between the two variables as well as the regression out-

comes. First, the correlation between sentiment scores and 

Airbnb listing prices in three selected Asian countries is ex-

amined.  The  correlation  coefficients  for  sentiment  scores 

and prices are found to be slightly positive in Hong Kong 

and  Taiwan.  Subsequently,  when  considering  log-trans-

formed  prices,  the  correlation  coefficients  remain  similar 

patterns with slightly stronger compared to the analysis us-

ing actual prices. This indicates that higher sentiment scores 

are slightly associated with higher Airbnb listings prices de-

spite a weak linear association between these two variables 

in Hong Kong and Taiwan. Despite a weak correlation, the 

observation  that  positive  sentiment  scores  are  associated 

with higher-priced listings in Hong Kong and Taiwan can be 

explained  by  the  perceived  quality  of  guests.  Customers’ 

sensitivity  toward  prices  was  found to  enhance  their  per-

ceived value on Airbnb. In other words, customers often as-

sume that  higher priced offerings reflect better  quality.  In 

essence, positive reviews signal previous positive guest ex-

periences,  therefore,  leading  potential  guests  to  associate 

higher  prices  with  superior  accommodations  or  additional 

amenities. Eventually, this creates a willingness to pay more 

for a better experience.

On the contrary,  in the context of Airbnb in Japan, the 

negative  correlation  coefficient  between  sentiment  scores 

Fig. 8. The importance value for each feature in XGBoost with the inclusion of sentiment score feature.

Fig. 9. The importance value for each feature in Random Forest with the inclusion of sentiment score feature.
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and prices is close to 0, which is similar to that between sen-

timent  scores  and log price.  This  indicates  that  the linear 

correlation between these variables is likely statistically in-

significant, and by that, there is no association between sen-

timent scores and price in Japan. In contrast to Hong Kong 

and Taiwan, guest sentiment in Japan, whether positive or 

negative,  may  not  significantly  influence  Airbnb  listings 

prices in Japan.

In general, based on the results of correlation and regres-

sion analysis, there is some support for the hypothesis that 

positive sentiment expressed in OCRs is associated with an 

increase in Airbnb rental prices. To conclude, there is no lin-

ear  association  between  guest  sentiment  and  prices  of 

Airbnb listings, however, positive sentiment scores are asso-

ciated with higher listings prices in Hong Kong and Taiwan 

despite a weak correlation. Additionally, the regression anal-

ysis across three countries shows that an increase in senti-

ment  score  is  associated with a  modest  increase  in  rental 

prices. This result shows that prices of Airbnb listings are in-

fluenced by review scores. 

From a theoretical viewpoint, this study exhibits the use-

fulness of leveraging text analysis on OCRs to identify the 

patterns of consumer sentiment as well as their behaviour. 

Not only enriching the insights  into the behaviour prefer-

ences of consumers in Asian countries, but the study also il-

lustrates the cultural differences when compared with exist-

ing  literature  on  Airbnb in  Western  countries.  This  study 

contributes to the existing literature on the association be-

tween sentiment scores derived from OCRs and Airbnb list-

ing prices. On practical side, this study provides an in-depth 

understanding  of  customer  perceptions  and  behaviour  to-

ward their experiences with Airbnb hosts. On the one hand, 

positive contents of reviews help them to further enhance the 

products and services such as hygiene factors and the help-

fulness of hosts.

V. CONCLUSIONS AND FUTURE WORKS

In conclusion, this paper has embarked on a comprehen-

sive journey upon exploring the significance of  sentiment 

analysis on OCRs in predicting Airbnb rental prices. As the 

results of content analysis, the answers for three research 

questions have been found, which are  the sentiment anal-

ysis on OCRs in Airbnb in three selected Asian countries 

namely Hong Kong, Japan and Taiwan;   the association 

between sentiment scores and prices of listings;   the per-

formance of Airbnb rental price prediction model with the 

inclusion of sentiment scores from Airbnb OCRs. In the pur-

suit  of  uncovering these research questions,  integration of 

advanced natural language processing on sentiment analysis 

as  well  as  machine learning models have been employed. 

The results suggest that there is a weak positive association 

between  sentiment  scores  and  rental  prices  across  three 

countries,  and the inclusion of sentiment scores into price 

prediction models slightly decreases their predictability. The 

uniqueness  of  this  paper  lies  in  the  adoption  of  a  large 

amount of data from Asian regions, which has received lim-

ited attention in existing literature. As such, it is hoped that 

this study enhances the understanding of not only Airbnb but 

also the hospitality industry in Asian countries.

This  study  also  holds  several limitations that  open  up 

promising avenues for future works. Firstly, the scope of the 

study is limited to only three Eastern Asia countries, namely 

Hong  Kong,  Japan  and  Taiwan.  Therefore,  future  work 

could be extended to more countries within the region to of-

fer a more generalised perspective on Airbnb in Asia.  Sec-

ondly, due  to  the  computationally  expensive  process,  this 

study only built price prediction models based on the price 

observed on a  specific  date,  which  might  neglect  the  dy-

namic fluctuations in pricing trends. This can be improved 

by  incorporating  historical  pricing  data  over  a  period  of 

time, thereby capturing any trends, seasonality and changes 

in demand that  influence prices considering the sentiment 

scores.  Thirdly, the  current  study has  only  performed  the 

sentiment analysis on Airbnb OCRs using VADER lexicon-

based approach, which may restrict the exploration of alter-

native  techniques  [44-51]  (such  as  big  data,  knowledge 

graph, LLM, RAG and so on) that could potentially offer 

different insights and more accurate sentiment scores.
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