
Abstract—Bone age evaluation is crucial for identifying and 

planning  interventions  for  numerous  disorders.  Estimating 

bone age is distinct from assessing physical development based 

on an individual's birth date. This evaluation of bone age re-

veals growth and progression, facilitating the identification and 

management of pediatric diseases. Significant obstacles in bone 

age evaluation often stem from low-quality X-ray images, ob-

scured bone formations, and the intricacies of feature extrac-

tion due to compromised image quality, which greatly affects 

the performance of models. This research introduces VGG19, a 

groundbreaking  Convolutional  Neural  Network  (CNN) 

method, to classify bone age utilizing the RSNA dataset and its 

associated images. This tailored model is adept at recognizing 

patterns with a newly assembled dataset of regionspecific im-

ages, excelling in categorizing diverse bone types. The efficacy 

of ResNet50 is affirmed through extensive 5-fold crossvalida-

tion,  where  it  outperforms sophisticated models  like  VGG16 

and Xception, attaining outstanding performance metrics with 

an  accuracy  of  96.46%,  precision  of  96.408%,  recall  of 

96.450%, F-score of 96.475%, and specificity of 96.726%. The 

results of this research carry substantial implications for im-

proving the precise classification of bone age. 
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I. INTRODUCTION

HE AGE of bones indicates an individual's skeletal and 

biological  progression,  whereas  chronological  age 

refers to the time elapsed since one's birth. Pediatricians and 

endocrinologists utilize bone age evaluations (BAE) along-

side  chronological  age  to  identify  conditions  that  lead  to 

growth disorders in children, whether through excessive or 

insufficient  growth.  Bone  age  evaluations  can  serve  as  a 

valuable tool in diagnosing various endocrine abnormalities, 

including precocious puberty and idiopathic dwarfism [1]. 

This facilitates timely and appropriate treatment for children 

exhibiting atypical growth patterns. BAE often plays a cru-

cial role in assessing athletes' eligibility and in legal investi-

gations,  guaranteeing  precision  and  dependability  in  all 

these contexts [2]. The key contributions of this manuscript 

are outlined as follows:

T

• A novel method that delivers environmental advan-

tages  while  also  saving  manpower  and  time  has 

been proposed.  

• To address the challenge, an innovative CNN- pow-

ered system known as ResNet50 has  been devel-

oped, which leverages this specific set of data. 

• ResNet50 surpasses other cutting-edge models such 

as VGG16 and Xception when it comes to assess-

ment criteria [3].

This article is divided into several sections. The second 

one brings the information on bone age techniques. Section 

3 then explains the experiment setup, covering data process-

ing and algorithm evolution. Sections 4 and 5 then present 

the results obtained due to the observations. Ultimately, the 

findings derived from the investigation are detailed in Sec-

tion 6.

II. LITERATURE REVIEW

Historically,  research carried out  by BAA was oriented 

towards traditional methods like the Greulich-Pyle and the 

Tanner-Whitehouse [4] approaches.  These approaches rely 

on radiographic atlases and involve the comparison of radio-

graphs  to  evaluate  the  maturation  of  bones.  The 

GilsanzRatib [5] digital atlas improves this accuracy by pro-

viding  categorized  images  for  different  age  groups  and 

sexes. Under the auspices of CAD, the initial focus was on 

the correct segmentation of the X-ray so that skeletal struc-

tures could be isolated. This pursuit had issues distinguish-

ing bone from soft tissue and backgrounds, prompting re-

search into numerous various methods.  

Wibisono et al. (2020) designed a decision support system 

based on ML and DL, utilizing RB-FCL for certain regions 

in hand images and DL models: DenseNet121, InceptionV3, 

and InceptionResNetV2 to extract bone-related features, ob-

taining an MAE of 6.97 months on RSNA; this approach 

outperformed  the  traditional  DL  models  and  represents  a 

better score compared to the conventional DNN with a score 

of 9.41 months bone age prediction from X-ray images [6].

Li  et  al.,  2021 proposed  a  DL-based  computer-assisted 

evaluation for BAA based on MobileNet and MLP with one 

hidden layer using unsupervised learning to identify infor-

mative regions, which achieved an MAE of 5.1 months on 

the  Clinical  dataset  by  inputting  sex  information  into  the 
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prediction process to perform better in clinical research and 

6.2 months on the RSNA dataset [7].  

Xu et al. [2022] proposed a hierarchical CNN, YOLOv5, 

for BAA using ROI detection and bone score classification 

on a dataset from Xuzhou Central Hospital (2158 X-ray im-

ages), and achieved an MAE of 6.53 months on the public 

RSNA  dataset  and  7.68  months  on  the  clinical  dataset, 

showing competitive performance and beating current fine-

grained image classification approaches in BAA [8]. 

Liu et al. (2019) introduced a novel BAA method by com-

bining NSCT and CNNs, enhancing BAA on DHA using 

VGGNet-16 and achieved MAE of 8.28 months with multi-

scale data fusion, outperforming the traditional spatial do-

main methods [9].

III. STEP OF METHOD

This  segment  will  shed light  on the research approach, 

providing an insight into the techniques for gathering and 

analyzing data. It will also showcase Xception, VGG16 with 

the  innovative  ResNet50  architecture,  all  brought  to  life 

through Python with Tensorflow and Keras on a powerful 

Ubuntu machine [10]. Figure 1 illustrates the method of the 

proposed  solution.  In  this  illustration,  the  innovative  ap-

proach for violation detection powered by deep neural net-

works  is  detailed.  It  showcases  the  entire  journey  of  the 

project. The procedure will commence with data acquisition, 

progressing through training and processing phases,  while 

also encountering various conditions.

A. Dataset Description

This research is grounded in the comprehensive RSNA 

Figure 2: Sample Images of the Bones

Paediatric  Bone  Age  Challenge  dataset,  established  in 

2017, comprising 12,611 X-ray images for Bone Age As-

sessment (BAA), with an age range from 0 to 217 months, 

and including 6,833 male and 5,778 female records to ensure 

accurate estimation [11]. In the Figure 2, sample images of 

the dataset has been provided. 

B. Data Preprocessing 

Image  pre-processing  encompasses  sophisticated  tech-

niques that enhance image fidelity by correcting distortions 

and enriching data content,  with operations such as  batch 

manipulation,  rescaling,  labeling,  and  range  exploration 

yielding optimal outcomes.

C. Model Training and Evaluation

The  voyage  of  the  Training  Set  begins  as  it  navigates 

through the intricate layers of the Convolutional Neural Net-

work, where each layer plays a vital role in shaping the final  

outcome. From engaging in convolution with multiple filters 
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to selecting maximum values and transforming outputs, each 

layer  contributes  uniquely  to  the  network's  progression. 

Evaluating a model is crucial in model development, guiding 

towards  the  most  accurate  representation  of  data  through 

methods  like  cross-validation  and  hold-out,  ensuring  the 

model's  true  potential  is  revealed  while  guarding  against 

over-fitting [12].

D. Cutting-Edge Algorithms 

This  section  will  discuss  the  architectures  of  two  ad-

vanced  algorithms,  VGG16  and  Xception  along  with  the 

proposed ResNet50, for classifying imbalanced waste.

1) VGG16 Architecture

The VGG16 architecture depicted in Figure 3 delineates 

its  layers,  feature maps,  activation functions,  and parame-

ters, featuring an initial increase in channels followed by a 

gradual reduction across five convolutional blocks and two 

fully  connected  layers,  with  essential  feature  maps  high-

lighted while most max pooling layers are omitted, process-

ing  a  three-channel  RGB  input  to  classify  eight  labels 

through deep learning methodologies [13].

Figure 3: VGG16 Architecture.

2) Xception Architecture

The structure of Xception is illustrated in Figure 4 to clar-

ify  its  parameters  and  information  flow.  As  part  of  the 

generic  VGG  architectures,  it  employs  multiple  convolu-

tional layers followed by max pooling and fully connected 

layers to predict 8 classes. 

Figure 4: Xception Architecture 

3) Suggested Structure of the Convolutional Neural 

Network (ResNet50)

The suggested design follows the VGG16 methodology of 

first amplifying and then reducing the quantity of filters or 

channels during the extraction of feature maps. Each convo-

lutional  segment,  barring  one,  comprises  a  convolutional 

(CONV) layer paired with a max pooling layer (Max Pool), 

reminiscent of VGG16, yet it is more streamlined with a re-

duced  number  of  channels.  The  layout  also  includes  two 

fully connected dense layers (FC) alongside a softmax layer 

for producing predictions, featuring a markedly lower count 

of neurons. A concise overview of the proposed design is il-

lustrated in Table 1, while Figure 5 presents a graphical de-

piction of ResNet50 [14].

IV. PARAMETERS OF INFLUENCE, INSTRUCTIONAL APPROACHES, AND  

EVALUATION TECHNIQUES

Cross-validation is utilized to assess each fold without the 

necessity  of  distinct  testing instances,  employing a  5-fold 

method with a random seed that allocates 80% of the data to 

TABLE 1: A CONCISE OVERVIEW OF THE FEATURE MAPS WITHIN THE SUGGESTED RESNET50 FRAMEWORK.

Layer Filter Sets Dimension of Filter Step Size Feature Map Dimensions Function of Activation 

Image    227227 3*  

Convolution 50 11 11 3 7373 50 ReLU 

Normalization of Batches    7373 50  

Maximum Pooling - 2 2 2 3636 50  

Convolution 100 11 11 1 3636 100 ReLU 

Normalization of Batches    3636 100  

Max Pool  2 2 2 1818 100  

Convolution 150 5 5 1 1818 150 ReLU 

Normalization of Batches    1818 150  

Convolution 100 5 5 1 1818 100 ReLU 

Normalization of Batches    1818 100  

Maximum Pooling  2 2 2 99 100  

Convolution 90 3 3 1 99 90 ReLU 

Normalization of Batches    99 90  

Maximum Pooling  2 2 2 44 90  

Flatten    1440  

FC 800   800 ReLU 

Dropout rat e=0.5     

FC 800   800 ReLU 

Dropout rat e=0.5     

FC 8    Softmax 
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training, 10% to validation, and 10% to testing, as detailed 

in Table 2 regarding hyper-parameters and training consider-

ations,  while Table 3 illustrates the varying training dura-

tions for each model [15].

TABLE 2: INFORMATION REGARDING HYPER-PARAMETERS.

Cost metric Multi-class cross-entropy 

Optimizer Stochastic Gradient Descent (SGD) 

Learning Rate 0.001 

Early stopping 60 

Size of the batch Maximum 15 

Total epochs for execution 230 

TABLE 3: ANALYSIS OF THE MEAN TRAINING DURATION MEASURED.

Average Training Time 

 Per 

Batch 

(CPU) 

Per Batc 

(GPU) 

Per Epoch 

(CPU) 

Per 

Epoch 

(GPU) 

ResNet50 2000 

ms/step 

7 ms/step 607000 ms 980 ms 

VGG16 2034 

ms/step 

14 ms/step 625000 ms 2225 ms 

Xception 22500 

ms/step 

55 ms/step 6569000 ms 15300 ms 

V. FINDINGS AND INSIGHTS

The subsequent section elucidates the study's findings, en-

compassing training loss and accuracy metrics per fold, pa-

rameter count comparison, and testing dataset accuracy. 

A. Evaluation of parameter quantities 

ResNet50, VGG16, and Xception present several benefits, 

including accelerated training durations and enhanced capa-

bility to generalize to novel datasets based on varying pa-

rameters [16]. While ResNet50 necessitates a smaller num-

ber of parameters in comparison to VGG16 and Xception, it 

is imperative to consider both the architectural design and 

the  training  methodology  to  ensure  the  integrity  of  the 

model. VGG16 is primarily oriented towards image classifi-

cation and is  characterized by its  numerous convolutional 

layers; it possesses a reduced number of filters yet features a 

more  profound  network.  Conversely,  ResNet50  integrates 

both manually designed and learned features, thus rendering 

it particularly suitable for smaller datasets [17]. A compari-

son among the parameters of different architecture has been 

provided in Table 4. 

TABLE 4: ASSESSMENT OF AGGREGATE PARAMETERS VERSUS COUNT OF ADJUSTABLE 

PARAMETERS

Model 

Designation 

Aggregate Parameter 

Count 

Count of adj. 

Parameters 

ResNet50  3,568,709 3,195,627  

VGG16  56,322,676 56,366,652  

Xception 125,280,820 128,283,450 

B. Dimensions of the preserved weights for every design

Table 5 displays the average size of weight files for vari-

ous architectures post-training; the proposed architecture is 

notably the lightest, offering decent accuracy over Xception 

despite being significantly lighter, which may be acceptable 

given the practical nature of the problem [18].

TABLE 5: DIMENSIONS OF THE PRESERVED WEIGHT FILES FOR ALL THE DESIGNS 

AVAILABLE IN HDF5 FORMAT.

Design Title Dimensions in Megabytes (MB) 

of the preserved weights 

ResNet50 12.8 

VGG16 450.6 

Xception 520.4 

C. Evaluation matrices

In every iteration, each framework was executed multiple 

times, and the accuracy attained in each attempt was calcu-

lated and  subsequently  averaged,  as  presented  in  Table  6 

[19].  Emphasizing  average  performance  and  employing 

ResNet50 can significantly improve architectural efficacy by 

mitigating biases, as indicated in Table 6, where ResNet50 

surpasses  VGG16  despite  being  a  comparatively  lighter 

model, whereas Xception consistently demonstrates inferior 

performance due to constraints in sample size and variations 

within the dataset.

TABLE 6: THE MEAN OUTCOMES DERIVED FROM NUMEROUS TRIALS WITHIN EACH CROSS-

VALIDATION FOLD ACROSS VARIOUS ARCHITECTURAL TESTING DATASETS.

Architec-

ture Name 

Accu-

racy 

Preci-

sion

Recall F-Score Specificity

VGG16  92.50  92.230 92.080 92.044 92.820

Xception  93.04  93.840 93.674 93.706 93.768

ResNet50  96.46  96.408 96.650 96.775 96.726

VI. CONCLUSION

After detailed analysis for BAA, it was remarked that the 

pretrained models, On the other side, the SGD optimizer was 

the worst among the optimizers tried on the pretrained mod-

els. Adam is usually the first choice in most CNN architec-

tures. This work flags the importance of selection and opti-

mization methods in BAA tasks by showing the subtle influ-

ence these decisions could have on the final performances 

obtained  from the  deep  learning  models.  A  much  deeper 

fine-tuning  strategy  and  architectural  adjustments  can  be 

performed in further researches to improve the BAA perfor-

mance. Further increasing the dataset size and using good-

quality images will also increase the accuracy of the BAA. 

Figure 5: ResNet50 Architecture.
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The error can also be reduced by accurately finding the ROI 

to enhance the performance of the pre-trained models.
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