
Abstract—Because  of  their  complexity  and  the  urgent  re-

quirement for accurate diagnosis, brain tumors pose a serious 

challenge in medical diagnostics. This study presents a novel  

method for detecting brain tumors in medical imaging by em-

ploying  instance  segmentation with  the  sophisticated Yolov8 

model. We start by outlining how inaccurately current imaging 

methods can detect brain cancers. Following the detailed ex-

planation  of  the  YOLOv8  architecture  specialized  for  this 

study, we delve into explaining our method entailing a thor-

ough data preparation strategy designed for medical imaging. 

We go into great detail with our training and validation proce-

dure and emphasize what needed to be changed in order to 

handle medical datasets.  The results section shows the effec-

tiveness of the model using various metrics such as accuracy, 

precision,  recall,  and  F1-score,  all  indicating  notable  gains 

compared to current techniques. The conclusion of the paper 

reflects on the potential significance of using YOLOv8 in medi-

cal imaging for the detection of brain tumors and suggests a  

quantum leap in oncological  diagnostics and the care of pa-

tients.

Index Terms—Brain Tumor Detection, Instance Segmenta-

tion, YOLOv8, Medical Imaging.

I. INTRODUCTION

MONG the  most  complex  diseases  to  diagnose  and 

cure,  brain  tumors  rank  high  in  contemporary 

medicine. The diagnosis has to be early for good patient out-

comes and treatment planning. In general, brain tumor de-

tection and segmentation are usually done either manually 

or semi-automatically in radiological imaging; these are usu-

ally MRI and CT scans. However, the methods are inconsis-

tent, time-consuming, and prone to human error [1]. While 

these methods of diagnosis have achieved success to a cer-

tain  extent,  they  have  their  shortcomings.  These  conven-

tional imaging techniques, such as CT and MRI images, re-

quire expert interpretation and may overlook small or atypi-

cally presenting malignancies. Variability in diagnosis due 

to  subjectivity  of  human  interpretation  is  another  effect. 

There is, therefore, an urgent need for more sophisticated, 

automated, and accurate techniques to identify brain cancers 

[2], [3]. Most of the aspects related to medical imaging have 

been revolutionized by artificial intelligence, especially deep 

learning.

A

AI algorithms can be trained with large medical imaging 

collections  to  find  patterns  and  abnormalities  that  could 

elude the human eye [4], [5]. This capability has opened up 

new perspectives in early diagnosis and detection for a range 

of diseases, including brain tumors. The methods for auto-

matic  medical  image  analysis  have  changed  substantially 

since deep learning techniques became available.  Because 

they can learn hierarchical feature representations from data, 

Convolutional  Neural  Networks  (CNNs)  [6]  in  particular 

have been widely used for image classification, detection, 

and segmentation applications [7].

II. RELATED WORK

The medical imaging community has placed a great deal 

of emphasis on the computational detection and segmenta-

tion of brain tumors. This section examines earlier research 

that helped create these techniques, with a focus on the de-

velopment of machine learning methods before the release 

of YOLOv8 [8].

A. Early Computational Methods

Traditional approaches to image processing were the sig-

nificant precursors in the early detection of brain tumors [9]. 

These techniques involved basic thresholding, region-grow-

ing algorithms, and edge detection, all limited since they re-

lied on manually defined parameters and could not handle 

the great diversity in tumor formation.

Semantic segmentation merely identifies all instances of 

an object class in an image; hence, the progress toward in-

stance segmentation is further ahead. It becomes more chal-

lenging in medical imaging because there is a tendency of 

overlapping  or  heterogeneous  biological  structures.  None-

theless,  Mask  R-CNN,  U-Net,  and  several  deep  learning 

techniques  have  been  very  important  for  driving  big  im-

provement in the segmentations of individual tumor cases.

B. Gap in Literature

Few  research  have  explicitly  examined  the  use  of  the 

most recent iteration, Yolov8, for brain tumor diagnosis by 

instance segmentation, despite the fact that there is a wealth 

of literature on the application of deep learning in medical 

imaging. Considering YOLOv8's ability to handle intricate 

and subtle picture identification tasks, this is a substantial 

gap.

C. Brain Tumor Detection and Segmentation

Because brain tumor detection and segmentation are cru-

cial for diagnosis and therapy planning, they have been the 
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subject of much research. The majority of early methods de-

pended  on  manual  or  semi-automated  techniques,  which 

were frequently laborious and interpreted differently [10]. 

Numerous studies have investigated automated approaches 

since the emergence of machine learning. Because of their 

capacity to extract and learn information from intricate med-

ical images, Convolutional Neural Networks (CNNs) have 

gained a lot of attention [11].

D. YOLO in Medical Imaging

The YOLO family, which was very much known for do-

ing well with object detection tasks, has been the beginning 

of medical image analysis. Thus, early research in modify-

ing these YOLO models towards medical applications fo-

cused on the detection of abnormalities such as lesions, can-

cers, or abnormalities in body organs because of encourag-

ing outcomes [12]. The potentials of handling difficult medi-

cal image tasks demonstrated by these models are indicated 

by such examples as the YOLOv3 and YOLOv4 models for 

the detection of various cancers in radiological images [1].

III. METHODOLOGY

In this work, we discuss a modified YOLOv8 architecture 

for an instance segmentation model in the detection of brain 

tumors. We train and validate our model, work on the prepa-

ration of the dataset, and discuss some changes made to it.

A. Dataset

The dataset  consists  of  brain MRI scans from different 

sources, including public medical image datasets such as the 

Brain Tumor Segmentation (BraTS) challenge dataset [13]. 

In total, there are 2176 samples of various clinical circum-

stances. More specifically, there are samples of 455 gliomas, 

551 meningiomas, 620 pituitary brain tumours,Many types 

and grades of tumors are present in the dataset, ensuring a 

comprehensive validation of the model. Regions of tumors 

in each MRI scan are delineated with manual markings to 

provide the ground truth for training and validation. A few 

images of the dataset are shown in Figure 1. MRI images are 

pre-processed to normalize the data that goes into the model. 

It includes tasks such as normalizing the value of each pixel, 

scaling the picture to the same size, and increasing the num-

ber of pictures using augmentation techniques to make it di-

verse.  Augmentation  techniques  such  as  flipping,  scaling, 

and rotation are applied.

B. Model Architecture

Originally  designed  for  object  detection,  YOLOv8 was 

modified for instance segmentation. The following are the 

changes proposed in the architecture:

1. Backbone:  The  feature  extraction  backbone  of 

YOLOv8 remains the same due to its efficiency in 

processing high-resolution photos.

2. Neck and Head: The "neck" and "head" of the net-

work are adjusted to allow for instance segmenta-

tion. This means that, in addition to the detection 

branch, a segmentation branch is added.

3. Loss Function: The loss function is changed to in-

clude something like IoU regarding segmentation 

accuracy,  taking  into  account  both  detection  and 

segmentation tasks.

  

  

  

Fig.1.Examples of colorectal polyp in endoscopy images.

A portion of the dataset—70% for training and 15% for 

validation is used to train the model. The test set, which is 

the remaining 15%, is not visible to the model during train-

ing. The samples are organized into 'train' and 'test' folders 

within the dataset directory by a stratified train-test split that  

is  performed using a  function.A learning rate  of  0.001,  a 

batch size of 32, and an epoch count of 50 are among the 

training parameters. To keep an eye on over fitting, the vali-

dation set is regularly evaluated. Additionally, metrics like 

Precision,  Recall,  F1-score,  and  Intersection  over  Union 

(IoU)  for  segmentation  accuracy  are  used  to  assess  the 

model's performance. Existing techniques, such as conven-

tional CNN-based segmentation models and previous itera-

tions of YOLOv4 modified for segmentation, are compared.

C. Model Architecture

A schematic illustration of the modified YOLOv8 archi-

tecture for immediate segmentation is shown in Figure 2. 

The data flow across the altered network  emphasizes the 

changes to the head, neck, and backbone. In order to demon-

strate how the model processes input photos to generate both 

detection  and  segmentation  outputs,  the  segmentation 

branch is displayed next to the detection branch.

IV. RESULT ANALYSIS AND DISCUSSION

In this work, we investigated YOLOv8's potential for im-

mediate brain tumor segmentation, which is a crucial first 

step toward accurate and effective medical diagnosis. In ad-

dition to detailed analyses of Box and Mask F1, Precision, 

Precision-Recall, and Recall curves, our thorough investiga-

tion included a number of measures, such as loss, mean Av-

erage  Precision  (mAP),  precision,  recall,  and  F1-score  in 

Figure 3.
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Fig.2. Model Architecture

A. Loss Analysis

Box, segmentation (seg), classification (cls), and direction 

field  (dfl)  losses  all  steadily  decreased  over  the  training 

phase, suggesting that the model was learning efficiently. A 

smooth drop in the box loss and segment loss curves indi-

cated improvements in the accuracy of localization and seg-

mentation, respectively. Likewise, trends in cls loss and dfl 

loss indicated improvements in directional field predictions 

and classification accuracy across epochs.

B. mAP Analysis

mAP evaluates the model's ability to consistently detect 

tumors  of  varying  sizes,  shapes,  and  locations.  For  both 

bounding boxes (B) and masks (M), we monitored mAP at 

IOU thresholds of 0.5 (mAP50) and a range of 0.5 to 0.95 

(mAP50-95). An encouraging indication of the model's re-

silience is the closeness of the training and validation mea-

sures.  Throughout  the  training  process,  the  precision  for 

masks and bounding boxes stayed high, hardly ever falling 

below  0.8,  indicating  that  the  model's  predictions  were 

highly accurate.

C. F1, Precision, and Recall Curves

With a high F1 score throughout  confidence thresholds 

and a peak close to a confidence of 0.7, the F1-Confidence 

curve  for  both  Box  and  Mask  indicates  a  well-balanced 

trade-off between precision and recall. Particularly for mask 

predictions,  the  Precision-Confidence  curves  remained  in 

the  upper  echelons,  suggesting  a  constant  high  precision 

over a range of confidence levels. Both the Box and Mask 

Precision-Recall  curves  were  excellent,  showing  that  the 

model maintained good precision at all recall levels.

D. Label Distribution and Correlation

An examination of  the  labels  correlogram provided  in-

sights into the distribution and relationship of box dimen-

sions (width, height) and positions (x, y). The correlogram 

highlighted the diversity of tumor sizes and their locations 

within the brain, which our model was able to learn and pre-

dict effectively.

V. BENCHMARK COMPARISION

Our model outperformed the benchmark results in nearly 

all the indicators assessed. Most impressively, the mAP50-

95 for masks increased, reflecting a more sophisticated seg-

mentation capability-a key ingredient for precise tumor de-

lineation. The precision and recall measures further demon-

strated the effectiveness of our model in accurately detecting 

and classifying tumors with fewer false positives and nega-

tives.  In  YOLOv4  high  detection  accuracy  but  struggles 

with fine-grained tumor segmentation as shown in table 1.1.

Our use of YOLOv8 not only locates tumors with high 

accuracy but also segments them with precision that is on 

par with or better than existing standards, as demonstrated 

by  the  consistency  across  both  Box  and  Mask  measures. 

This demonstrates YOLOv8's promise as an effective instru-

ment in medical  image analysis,  especially in  the case of 

brain tumor segmentation, where precision is so critical.

Figure 4 presents the results that support the effectiveness 

of  YOLOv8  in  segmenting  and  classifying  brain  tumors. 

The model performs well on all important metrics, strikes a 

balance  between  recall  and  precision,  and  is  resistant  to 

overfitting. These results mean that YOLOv8 might be one 

of  the  most  important  automated  medical  diagnosis  tech-

niques in the future by offering a fast and reliable alternative 

to traditional  methods.  Clinical  incorporation of  YOLOv8 

for further exploration might be done to improve the prog-

nosis of brain tumor patients.

TABLE 1.1 COMPARISON TABLE

Metric YOLOv8 YOLOv4

Precision 085 0.78

Recall 065 0.58

mAP@50 0.80 0.73

mAP@50-95 0.50 0.45

VI. CONCLUSION

In conclusion, even though the discipline has made great 

strides from conventional image processing to sophisticated 

deep-learning models,  the particular  difficulties  associated 

with brain tumor detection in medical imaging necessitate 

ongoing  research  and  development.  As  suggested  in  this 

study,  the adaption and optimization of  YOLOv8 for  this 

purpose builds upon these seminal efforts with the goal of 

expanding the realm of medical diagnoses.
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