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Abstract—HPC systems are shared between many users. Man-
aging their resources and scheduling compute jobs is a central
task of these clusters. Scheduling also allows to control the
workload and energy consumption of an HPC system. A Digital
Twin of an HPC cluster can aid in the scheduling process by
providing energy measurements about the system and predict
scheduling decisions with a simulation. For a real-world use case,
an integration of the Digital Twin with the scheduler is necessary.
A possible use case are energy limitations as part of a demand
response process between the HPC operator and energy supplier.

Therefore, this paper introduces a plugin for Slurm, an open-
source scheduler, that implements a scheduling algorithm for
time-dependent cluster-wide power capping. It uses a node energy
model to predict the energy consumption of jobs and can start
jobs at different frequencies to stay below the configured power
limit. The plugin interfaces with the Digital Twin that provides
energy measurements for the compute nodes to track the system
power consumption in real time and update the power limitations
if necessary.

The plugin is tested on a cluster and compared against a
scheduling simulation of the algorithm. The analysis compares
the power profile of the simulation and the real system and the
allocation of the jobs over time. Differences in the execution and
the power trace are analysed and discussed.

I. INTRODUCTION

T
HE High-Performance Computing (HPC) community has

focussed on achieving maximum performance for a long

time. This doctrine has recently come under pressure by rising

energy prices and a transformation of the energy market

towards renewable energies while HPC systems continue to

grow in size and energy demand. A trend that is further

accelerated by the recent shift towards artificial intelligence.

An HPC system under full load has a relatively constant

energy requirement. However, a shift towards renewable en-

ergy production means greater volatility in the energy pro-

duction. HPC systems need a mechanism to respond to these

fluctuations. Solely relying on fossil energy source is also not

an option, as regulatory frameworks, such as the Blue Angel

for data centres [1], define upper bounds for carbon-dioxide

emissions.

Dynamically adapting the energy consumption of an HPC

system has further use cases. It can help stabilize the energy

grid by reducing the load in the grid or by increasing the load

if enough energy is available. Additionally, such a mechanism

allows the continued automatic operation of the cluster in case

of energy shortages.

Reacting to limited energy availability is sometimes referred

to as demand response. While it is common practice for

large energy consumers, HPC centres have not yet widely

adopted such mechanisms [2]. However, first mechanism have

been proposed. One possible demand response mechanism was

presented in [3]. A Digital Twin is used to collect data about

the system energy consumption and together with information

about energy availability, the scheduler can adapt the overall

energy consumption to stay below a defined threshold. The

algorithm in the original paper was validated with a simulation.

This paper implements the algorithm as a plugin for the

popular cluster scheduler Slurm [4].

This paper makes the following contributions:

• The algorithm uses a node energy model to predict the

energy consumption of the jobs. This paper uses a new

test platform for the evaluation of the plugin. Thus, an

updated node energy model is necessary that has been

created for the new test system.

• The algorithm from the original facilitates time-

dependent cluster-wide power capping. This paper im-

plements this algorithm as a plugin for the open-source

scheduler Slurm.

• The algorithm was previously only evaluated in a sim-

ulation of the Digital Twin. This paper compares the

simulation against the performance on a real cluster. The

evaluation includes power traces of the real system and

the node allocation to the jobs.

The remainder of this paper is structured as follows:

Section II introduces Slurm in detail and presents relevant

literature, especially regarding cluster operation under a power

limitation. Preparatory work such as the updated node energy

model and a recap of the scheduling algorithm is presented in

Section III. In Section IV, the implementation of the Slurm

plugin is discussed. The plugin is then evaluated in the real

world and compared to simulation results in Section V.

II. RELATED WORK

An HPC system consists of many individual components

and is typically shared among users for running their compute

jobs. These systems thus need a resource manager to avoid
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Figure 1: Overview of the Slurm components. The

slurmctld is the central controller of the cluster while

slurmd handles each compute node. Client components such

as scontrol, squeue, sbatch and srun allow the user

to interact with the cluster and submit and manage compute

jobs.

resource conflicts between users as well as a strategy to assign

the available resources to the requests of the users, referred

to as scheduling strategy. Different resource managers and

schedulers exist such as e.g. Moab, PBS, Grid Engine and

Slurm [4].

Being open-source software written in the C programming

language, Slurm has been widely adopted by the research

community. Slurm works both as a resource manager and

as scheduler and also starts and monitors the compute jobs

on the cluster. Additionally, it is able to handle accounting

of the resource usage and supports resource reservation in

advance. The software consists of multiple components: the

Slurm control daemon slurmctld, the Slurm daemon on

the compute nodes slurmd and command-line utilities for

the users to manage Slurm and submit (sbatch) and control

(scontrol) their jobs. Slurm also handles the MPI con-

figuration for the jobs and offers the launch program srun.

These components are shown in Figure 1. Slurm has further

components that are responsible for accounting and billing but

they are not relevant in the context of this paper.

HPC systems are composed of individual compute nodes

which might feature different hardware, e.g. CPU cores,

memory and additional components such as storage, GPUs or

TPUs. The nodes can be grouped into partitions for bundling

nodes with identical hardware or for aiding the scheduling

process, e.g. when certain nodes are reserved for short or long

running jobs or similar. When users want to run a task on

the HPC system, they submit a job. The job defines what the

user wants to compute, the required resources to complete

the computation and for how long the job will need those

resources. Slurm can further divide jobs into job steps, that

define tasks that may be executed in parallel or contain pre-

and post-processing and do require different resources.

The specific scheduling algorithm and resource allocation

can contribute to the energy efficiency and stability of the

system and thus has been subject to many research studies.

The surveys by Czarnul [5] and Kocot [6] provide an overview

of tools for energy and power management and power-aware

scheduling.

Simulating the scheduling process is a common approach

in HPC research. One example is CQSim [7]. Based on trace

data, the authors propose a scheduling approach for demand

response, and test it in their simulation [8]. To retrieve such

traces, the system needs to be actively monitoring the energy

consumption of each job. Not every cluster is designed to

do that because the hardware does not provide the necessary

measurements, or because the scheduling environment does

not track the data, or both. Another important aspect is taking

the specifics of the different applications into account, when

imposing a power cap on the cluster [9]. The scheduler may

automatically change the frequencies and thus runtime of

the jobs to dynamically distribute the power. Other demand

response methods rely on power traces to create a node model

and limit power consumption of the HPC clusters [10]. None

of these approaches have been tested in the real world.

One approach in system management and system modelling

has attracted increased interest over the last years: Digital

Twins [11]. A Digital Twin is a virtual representation of a

real-world object, in this context an HPC cluster. A real-

world object is represented as a Digital Twin in the virtual

world. Data about the object is collected and integrated into

the Digital Twin. With their characteristic bi-directional data

linkage, changes in the real world are reflected in the digital

domain and vice versa. The Digital Twin models the behaviour

in the real world and can test new parameters before they are

applied to the real system. Simulations are often cheaper and

faster and a negative impact on the real system can be avoided.

In the HPC context, these simulations are generally scheduling

simulations as they describe changes in the system state well.

Digital Twins are under development for HPC systems

ranging from small clusters to one of the world’s largest

systems, Frontier [12]. As part of their smart campus ini-

tiative [13], the Physikalisch-Technische Bundesanstalt (PTB)

is developing a Digital Twin for their HPC system [14]. It

has been demonstrated that it can be used to reduce system

emissions. One major use case of the Digital Twin is the

operation of HPC systems under a time-dependent cluster-

wide power cap. The power can be capped by the Digital

Twin, depending on the currently available energy [3]. Precise

energy measurements also allow the Digital Twin to track the

data centre Power Usage Effectiveness (PUE) [15].

Similar to the node energy model in Section III-B, ap-

plication power profiles are a common technique used in

application modelling and have been done for a wide variety

of applications, including WZ factorisation [16] and matrix

factorisation [17]. An alternative to Dynamic Voltage and

Frequency Scaling (DVFS) is the implementation of a power

cap as a hardware driver [18].
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III. PRELIMINARY WORK

This section introduces the test system used in this paper,

and shows how Slurm has been configured for this specific

system. Since the test system differs from the system in [3], a

new node energy model has been created. Furthermore, a cap

on the implemented scheduling algorithm is given.

A. Test System

For the practical test of the Slurm plugin, this paper relies

on a cluster consisting of Raspberry Pis. While this setup is

not typical for a commercial HPC system, it has a similar

structure and allows the development of the plugin without

interrupting the production HPC system of PTB. The setup is

based upon a design found proposed in [19].

The system is equipped with a total of 10 Raspberry Pi 4B

with 8 GB RAM each. They are connected via their 1Gbit/s
Ethernet ports. Each Pi also has the Power over Ethernet (PoE)

HAT (Hardware Attached on Top) installed that allows the

nodes to be supplied with power from the Ethernet switch.

All run the Raspberry Pi OS Bookworm.

The switch, a Netgear GS316EPP, supplies power via Power

over Ethernet (PoE) to the nodes and offers a gigabit in-

terconnect. It has a rudimentary management interface that

provides energy information for each of the ports and allows

management and power cycling of individual ports. These

features thus allow us to track the per-node energy usage and

to turn nodes off and on when needed as the Raspberry Pi

does not support Wake-On-LAN. The energy data is queried

by a collector agent of the Digital Twin and provided via the

Digital Twin database.

One node is designated as the head node while the remain-

ing 9 nodes act as compute nodes. The head node provides

a global file system via NFS to all compute nodes. For

this purpose, a single SDD is connected via an SATA-to-

USB adapter and provides the necessary storage space. It

also contains scratch space that is shared between the nodes.

The compute nodes themselves are disk-less and get their

image via TFTP from the head node when they boot. An

additional Ethernet-to-USB adapter establishes a connection to

the outside world while a DHCP server provides the internal

cluster network with addresses for the compute nodes. The

head node uses NAT to forward the internet connection to the

compute nodes. This is necessary because the Raspberry Pi

does not have a real-time clock and the clocks of the compute

nodes would be out of sync after a reboot.

As the scheduler and resource manager we have opted to

use Slurm [4]. Being open source software, the Digital Twin

can be integrated with the scheduler. Slurm is configured with

a single partition spanning all 9 compute nodes. Since the

cluster is not intended for production use with many users,

only basic logging is configured.

The head node is running the slurmctld control daemon

that manages the scheduling logic and interfaces with the

Digital Twin. The compute nodes run the slurmd daemons

that connect the nodes to the control daemon. The user

connects to the head node and can use the Slurm utilities,

e.g. sbatch, to control the cluster and submit batch jobs.

Slurm provides some power saving functionalities [20],

most notably node suspension and resumption. The scheduler

monitors the nodes. If a node has been idle for a certain

amount of time, it is shut down. When the node is needed

again, Slurm issues a restart. This is implemented by power-

cycling the Ethernet port of the switch, resulting in the

Raspberry Pi booting again. The Slurm daemon on the node

then contacts the Slurm controller, signalling that the node is

ready to receive the next job. For this experiment, Slurm has

been configured to turn of a compute node after 10 minutes

of inactivity.

B. Node Energy Model

The node energy model is an integral part of the scheduling

algorithm. It allows the algorithm to estimate the energy

consumption of a job. It is the part that makes the algorithm

hardware specific. The remaining logic works independently

from any underlying hardware characteristics. However, it

needs to be updated if the algorithm should run on a different

cluster with new workloads. Hence, this section presents the

node energy model for the test system used in this paper. For

this experiment, a total of 4 different benchmarks and parallel

applications have been selected, namely the HPL and HPCG

benchmarks as well as OpenFOAM and Geant4.

The High-Performance Linpack (HPL) [21] is used to create

the TOP500 ranking of supercomputers. The benchmark is

a linear equation solver and uses highly optimized vector

instructions, thus serving as a kind of upper bound for

the model. The second benchmark, the High Performance

Conjugate Gradients (HPCG) [22], complements the HPL

benchmark by adding more memory intensive operations.

The two benchmarks are supplemented by two numeric ap-

plications. The first, Open Field Operation And Manipulation

(OpenFOAM) [23], is a computational fluid dynamics package

and the second, Geometry and Tracking (Geant4) [24], is a

Monte Carlo simulation toolkit.

To create the node energy model, each of the 4 jobs was run

on the nodes on all supported frequencies. The switch provides

an energy measurement that allows to monitor the jobs energy

consumption. From these measurements, the Time-to-Solution

(TtS) and Energy-to-Solution (EtS) can be derived. Figure 3

shows the results for all supported frequencies from 0.6GHz

to 1.8GHz. Pareto-optimal points [25], [26] are coloured in

orange. For the model shown in Table I, three points have been

selected: the highest frequency of 1.8GHz and if available two

pareto-optimal points. The scaling factor is used to adjust the

job runtime for the increased runtime required if the job runs

at a lower frequency setting.

This model shows a downside of the Raspberry Pis as

a test platform. They have a relatively high offline energy

consumption, especially compared to their idle consumption

and the consumption under load [27]. This amounts to 22.1W
offline consumption for the compute nodes of the cluster.

While 2.70W is not much compared to other platforms, it is
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Figure 2: Schematic overview of the test cluster. It consists of one head node and a total of 9 compute nodes. They are

connected via Ethernet and receive power via PoE. The head node has an additional Ethernet port to connect the cluster to a

network. The SSD is also connected to the head node and provides storage for the compute nodes.

Table I: The node energy model

Job type Frequency Power Scaling factor

HPL
1.8GHz 6.20W 1.000

1.6GHz 5.74W 1.049

1.5GHz 5.47W 1.055

HPCG
1.8GHz 5.05W 1.000

1.3GHz 4.25W 0.911

1.2GHz 4.13W 0.933

OpenFOAM
1.8GHz 5.95W 1.000

1.4GHz 5.17W 1.015

1.1GHz 4.89W 1.064

Geant4
1.8GHz 6.62W 1.000

1.5GHz 5.55W 1.208

1.1GHz 4.92W 1.625

Idle - 3.12W -
Offline - 2.70W -

almost half as high as the busy consumption. This behaviour

can be changed by forcibly disabling PoE on the switch instead

of only issuing a software shutdown.

C. Algorithm Recap

The goal is to run the HPC cluster under a variable power

limitation while maximizing the system usage. The algorithm’s

pseudocode is shown in Algorithm 1. This section briefly

describes the idea behind the algorithm while an in-depth

description was given in [3]. The algorithm uses two main

concepts to improve the throughput: DVFS, and turning off

nodes. The node energy model provides the optimal frequency

settings, while turning off unused compute nodes further

decreases the system power consumption.

The scheduling algorithm receives a list of eligible jobs, and

sorts them by time of arrival. The first "if" statement checks

whether there are enough online and offline nodes available to

start the job, and starts offline nodes if necessary.

The second "if" statement checks whether enough online

nodes are available to start the job. If that is the case, it uses the

node energy model to estimate the job’s power consumption.

If starting the job would exceed the power limit, the job is

deferred; otherwise, the job is started.

When a job is deferred, the routine moves on to the next

job in the queue. This allows the algorithm to backfill jobs

that might fit within the available resources.

IV. SLURM PLUGIN

The Slurm control daemon slurmctld is responsible for

job scheduling. Two scheduling algorithms are included in

the package as plugins. The first plugin is called builtin

and implements a simple FCFS algorithm. The second plugin

is called backfill and, as the name implies, implements

FCFS with backfilling. This paper presents an additional,

new scheduling plugin which implements the algorithm from

Section III-C that can be used instead of the integrated plugins.

By default, Slurm schedules jobs automatically without

consulting the scheduling plugin, as long as no resource

conflicts arise. E.g. a job submitted to an empty cluster that

fits in terms of compute nodes gets scheduled without the

scheduling plugin. This circumvents the energy limit check

of the scheduling plugin, and in our case could lead to the

power consumption exceeding defined limits. To avoid such a
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Figure 3: Pareto fronts for the four different applications in the node energy model. Pareto-optimal frequencies in terms of EtS

and TtS are coloured orange. The remaining frequencies are coloured blue.

situation, all jobs must be submitted in the hold state with

a priority of zero. This prevents Slurm from automatically

scheduling jobs [28].

The Slurm control daemon periodically consults the

scheduling plugin. The plugin first consults the database

and updates the power limits and queries the current power

consumption of the system from the database. It contains a

set of functions that allow it to connect to the InfluxDB of

the Digital Twin. InfluxDB does not offer a native C client

implementation. However, since Slurm includes the cURL

library, the plugin uses cURL to connect to the REST API

of the database in order to query both the power consumption

of the nodes and the power limitations. This provides a level

of abstraction of the database calls from the rest of the code.

Furthermore, helper functions convert the reply from csv to

C-structs for further use.

During this periodic invocation, the plugin uses the core

scheduling routine _backfill_power() which is shown

in Algorithm 2. It does not use the usual scheduling queue but

the entire job list. First, it checks if any jobs are pending but

have not started yet in the first while loop (lines 13-21). Those

are jobs that have been scheduled by the plugin but have not

yet been started by Slurm. This avoids releasing to many jobs

that later conflict with one another. If a job is waiting to start,

the function is exited and waits for the periodic scheduling

before making the next attempt.

The second while loop (starting in line 25) handles the

actual scheduling. The plugin first consults job_test_-

resv() (lines 30.32), a Slurm function that tests whether

enough nodes are available. Afterwards, select_g_job_-

test() (lines 31-49) tries to select the optimal nodes and

tests whether the job can start immediately. Last but not

least, check_power_dvfs() (lines 57-58) uses the node

energy model to estimate the energy requirement of the job

and whether the current power limitations allow the job to

start. It is also responsible to set the frequency and adjust the

runtime of the job according to the numbers in Table I. If

enough energy is available, the priority of the job is increased

which releases the job from the hold state. The slurmctld

recognizes that and starts the job. It is also responsible to
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Algorithm 1 Pseudocode of the core scheduling routine

1 backfill_power(eligible_jobs) {

2 for (Job j : eligible_jobs) {

3

4 // test if nodes need to be booted

5 // check if enough nodes are offline

6 if (j.nodes > online_nodes(j) &&

7 j.nodes <= online_and_offline_nodes(j)) {

8 // how many nodes need to be booted?

9 toboot = j.nodes - online_nodes(j);

10

11 // check if the nodes would

12 // exceed the power limit

13 if(!check_power(j, get_offline(j, toboot))){

14 continue;

15 }

16 boot_nodes(j, toboot);

17 }

18

19 // test if enough nodes are online

20 // and available

21 if (j.nodes <= online_nodes(j)) {

22

23 // check if the job and nodes would

24 // exceed the power limit

25 if (!check_power_dvfs(j)) {

26 continue;

27 }

28

29 assign_nodes(j);

30 j.wait_time = tick - j.submit_time;

31 running.add(j);

32 eligible_jobs.remove(j);

33

34 // trigger an event in the simulation

35 // on job completion

36 e = new JobEvent(tick + j.run_time_scaled,

37 j, JobState.COMPLETED);

38 eventQueue.add(e);

39 }

40 }

41 }

select the nodes and start them if necessary. Slurm also sets

the configured frequency.

So far, the implementation has been tested on a homoge-

neous cluster with a single partition. It does not yet consider

multi-partition scheduling or other features such as multi-

step jobs. Another aspect the algorithm cannot control yet

is energy usage during the boot process of the nodes, which

can lead to power spikes. One possible way to control this is

by introducing a delay in the boot script that Slurm uses to

power-cycle the ports on the switch. An early loaded power

cap driver, as proposed in [18] might also help.

V. EVALUATION

This paper presents a Slurm plugin based on a scheduling

algorithm, evaluated previously only through simulation. To

compare the simulated results with the real-world, both the

simulation and the plugin are configured with the node energy

model from Section III-B and an identical number of compute

nodes.

The workload for the evaluation is generated with the

improved Feitelson job model [29], [30]. The model generates

a job trace in the Standard Workload Format (SWF) [31].

While the format encodes which application was run, the

Algorithm 2 Actual code: Core scheduling routine of the

Slurm plugin

1 static void _backfill_power(void) {

2 int j, rc = SLURM_SUCCESS, job_cnt = 0;

3 job_record_t* job_ptr;

4 bitstr_t *alloc_bitmap = NULL;

5 bitstr_t *avail_bitmap = NULL;

6 bool resv_overlap = false;

7 resv_exc_t resv_exc = { 0 };

8 time_t now = time(NULL);

9 list_itr_t *iter = NULL;

10

11 // check if a job has been scheduled

12 // and has not started yet, defer further

13 // scheduling in this case

14 iter = list_iterator_create(job_list);

15 while ((job_ptr = list_next(iter))) {

16 if(IS_JOB_PENDING(job_ptr) == true

17 && job_ptr->priority > 0) {

18 list_iterator_destroy(iter);

19 return;

20 }

21 }

22 list_iterator_destroy(iter);

23

24 // go through the list of held jobs

25 iter = list_iterator_create(job_list);

26 while ((job_ptr = list_next(iter))) {

27 if(IS_JOB_PENDING(job_ptr) == true

28 && job_ptr->priority == 0) {

29 // Determine which nodes a job can use

30 // based upon reservations

31 j = job_test_resv(job_ptr, &now, true,

32 &avail_bitmap, &resv_exc,

33 &resv_overlap, false);

34 if (j != SLURM_SUCCESS) {

35 FREE_NULL_BITMAP(avail_bitmap);

36 reservation_delete_resv_exc_parts(

37 &resv_exc);

38 continue;

39 }

40 // Select the "best" nodes for given job

41 // from those available

42 rc = select_g_job_test(job_ptr,

43 avail_bitmap,

44 job_ptr->details->min_nodes,

45 job_ptr->details->max_nodes,

46 job_ptr->details->max_nodes,

47 SELECT_MODE_RUN_NOW,

48 NULL, NULL,

49 &resv_exc,

50 NULL);

51 FREE_NULL_BITMAP(avail_bitmap);

52 reservation_delete_resv_exc_parts(&resv_exc);

53 if (rc != SLURM_SUCCESS) {

54 continue;

55 }

56 // We are certain that a job can start

57 // check the power limit and adjust DVFS

58 if(check_power_dvfs(job_ptr,

59 get_req_nodes(job_ptr)) < 0) {

60 continue;

61 } else {

62 // release the job

63 // slurmctld will start the job

64 job_ptr->priority = 1;

65 job_ptr->state_reason = WAIT_NO_REASON;

66 break;

67 }

68 }

69 }

70 list_iterator_destroy(iter);

71 }
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Feitelson model does not generate this information. Hence, an

equal distribution is used to generate the workload information

with equal probability for each of the 4 different applications.

Slurm only supports runtime limits with minute resolution for

the job while the Feitelson model produces job lengths with

seconds resolution. All job runtimes are therefore rounded up

to the next full minute.

As a baseline, the job trace was simulated by the scheduling

simulation component integrated in the Digital Twin. The

power trace is shown in Figure 4a and the allocation of the

jobs to the nodes in Figure 5a. In comparison, the same job

trace was run with identical power limitations on the cluster.

A script processed the job trace file and submitted the jobs

accordingly. The power trace is shown in Figure 4b and the

node allocation in Figure 5b.

In the simulation, the algorithm uses the gaps between the

power limit while staying below the set limit. Larger jobs did

not fit below the limit and were delayed beyond the limitation.

This effect can also be seen in the node allocation in Figure 5a.

The results are comparable to the first iteration of tests with

the other node energy model [3].

In the experiment on the test system, looking at the power

trace, the cluster mostly stays below the limit. Sometimes the

limit is slightly exceeded in the order of ≤ 3% which can be

attributed to booting nodes and job initialization. In contrast

to the simulated system where energy needed to start the

nodes is not accounted for, the real system constantly tracks

consumed energy also while booting additional nodes. When

the operating system and Slurm are fully loaded, controlling

the energy use is rather simple. However, especially during

the early boot phase, the system draws a lot of power while

not offering a mechanism to control it.

Another difference is that larger jobs start earlier in the

real system test. This increases the system utilization and

reduces the time required to complete the job trace. This

again hints towards slight differences in the energy calculation

between the plugin and the simulation. While the simulation

considers the idle energy usage of the nodes, the plugin

considers the energy usage of all running jobs and assumes

that unused nodes are shut down by Slurm. The plugin only

checks whether the running jobs allow an additional job to

start. Furthermore, the node energy model upon which in both

cases scheduling decisions rely on, represents the in average

power consumption over time of jobs - not their maximum

values. Therefore it is clear, that the real system will exhibit

these maxima in power consumption by slightly surpassing

the power limit. This could of course be cured in future by a

more refined and time-resolved node energy model.

The time the scheduling and start of the job actually takes

makes up a third difference between the simulation and the

real world. In the simulated run, jobs are tightly packed as the

simulation starts jobs instantly. In contrast, the Slurm plugin

first releases them from the hold state and subsequently waits

for the job to actually start before making the next scheduling

decision. This causes a slight delay, thus creating small gaps

between the jobs visible in Figure 5b.

To summarize, this experiment has demonstrated that the

power-capping algorithm is feasible on a real system via a

Slurm plugin, with a few initial limitations. The next step

in the development will be to align the real-world and the

simulation more closely with one another. The Slurm logic

is complex and hard to replicate in a pure simulation. The

simulation also does not simulate everything. This includes

accurate power models for the boot process, and time required

to start and stop jobs on the nodes.

The test system only has a single node type and has one

partition configured. The plugin remains to be tested in a

heterogeneous system configuration: Slurm allows to configure

different hardware in a single partition, which will make the

check more complex. Our plugin does not yet consider shared

node allocation, but this can be complemented in a next step,

as it is supported by Slurm.

In the current implementation, the node energy model is

hard-coded in the plugin, which reduces portability of the

code. For a broader use, the parameters will be moved to a

configuration file. The accuracy of the algorithm depends on

the accuracy of the node energy model. So far, no changes

in the power consumption of the jobs have been considered.

Additionally, the model is static and does not adapt to new

workloads. Another possible improvement for the plugin are

malleable jobs, which can be extended in their runtime when

they are switched to a lower frequency during their runtime.

VI. CONCLUSION AND FUTURE WORK

This paper presented a new scheduling plugin for the widely

used scheduling and resource management software Slurm.

The plugin allows an HPC cluster to operate under a system-

wide power cap. The plugin works by holding jobs until

enough power is available. Jobs can be configured by the

plugin with a specific frequency according to the node energy

model to reduce energy consumption. If the budget allows,

the plugin releases the job from the hold state and sets the

frequency. The Slurm infrastructure then handles the job start

and node configuration.

The scheduling algorithm uses a node energy model to

estimate the energy consumption of a compute job. For this

paper, a new model has been created for the specific hardware

of the test system. It has been demonstrated that this approach

can be adapted to different systems, making the scheduling

algorithm portable.

The plugin was demonstrated on the test system against a

simulation with an identical job trace. Differences between

the simulation and plugin have been discussed, especially job

start times and energy calculation. While the plugin was able

to stay below the power limit, booting compute nodes might

briefly surpass the configured limit. Possible fixes have been

discussed. The plugin was able to schedule jobs efficiently,

and shows higher utilization than the simulation.

The Slurm plugin presented in this paper was tested with

a homogeneous system configuration with identical nodes in

a first step. Modern HPC systems often use heterogeneous

system configurations with different node types and different
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(a) Power trace of the simulation by the Digital Twin.
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(b) Power trace of the test cluster.

Figure 4: Power traces of the experiment. A job trace was simulated and run on the test cluster to compare the performance

of the algorithm in the simulation and the real world. The power trace is shown in blue and the limit is shown as the orange

dashed surface.
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(a) Node allocation of the simulation.
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(b) Node allocation of the real system.

Figure 5: Node allocation of the experiments. The width of the rectangles corresponds to the runtime and the height shows

which nodes where allocated to the job.

generations of CPUs. The test system could be extended with

newer Raspberry Pi 5s or NVIDIA Jetson boards to create

such a heterogeneous system.

Currently, the node energy model is hard-coded in the

plugin. This would need to be shifted to a configuration

file. The plugin has not been tested with heterogeneous or

multi-partition cluster configurations. Since these are common

nowadays, further development is necessary to support these

configurations.
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