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Abstract—This study investigates the potential of large lan-
guage models (LLMs) to apply hermeneutical methods rooted
in philosophy, theology, sociology and literary studies in a
meaningful manner. Utilising a comparative experimental design,
four LLMs were prompted to interpret a variety of texts,
encompassing religious, philosophical, poetic, and conversational
material. The findings indicate considerable variability, an ab-
sence of reproducibility, and a substantial reliance on prompt
design, model type, and language. This suggests that LLMs do not
employ coherent hermeneutical strategies. Despite the automation
of formal features, limitations in context sensitivity, interpretive
intentionality, and epistemic grounding render LLMs ill-suited to
authentic hermeneutics. The study concludes that current LLMs
are incapable of replicating the depth of human interpretive
practice, and calls for further interdisciplinary research to define
evaluation standards for machine-assisted exegesis.

1. INTRODUCTION

T IS evident that all perception and self-perception are

founded on acts of interpretation, extending beyond the
mere reception of auditory and written statements. The term
‘hermeneutics’ generally encompasses theories that address
the possibility, necessity, conditions, challenges, and objectives
of processes involving understanding and interpretation. Thus,
it can also be seen as a ‘theory of understanding’ or ‘theory
of interpretation’, see [1]. Despite the numerous endeavours to
define hermeneutics, a comprehensive consensus remains elu-
sive. Maier has highlighted two predominant tendencies in the
understanding and definition of hermeneutics, see [2]. Firstly,
a rather mechanical tendency, and secondly, a definition of
understanding and comprehension that is more common in
German-speaking countries. In theology, this is an essential
basis for exegesis, i.e. the interpretation of texts.

In antiquity and the Middle Ages, hermeneutics served
as the science and art of interpreting fundamental texts,
especially the Bible and laws. In modern times, its field of
application has expanded, developing into a general doctrine
of the prerequisites and methods of proper interpretation and
a philosophy of understanding, see [3], [2]. Hermeneutics
are also widely discussed and applied in areas like study
of literature, psychology, social sciences, history and medical
research.

It is important to note that hermeneutical concerns are ubig-
uitous. In the analysis of data (exegesis), a certain form of data
hermeneutics is essential, and communication is pervasive.
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Over the past several years, a new generation of generative
Al tools has emerged. In Section II, we will demonstrate that
researchers are concerned about which hermeneutics should be
applied to Al-generated texts, or which tasks of hermeneutics
can be carried out by LLMs. However, there is a paucity of
research in this area, with only a small number of studies
examining the hermeneutical capabilities of LLMs and gener-
ative Al in general.

The central research question guiding our study is as
follows: Can contemporary LLMs apply hermeneutical ap-
proaches from Philosophy, Sociology, study of literature and
Theology to textual data? Our research is particularly inter-
ested in methodological and technical reflections, while also
raising novel questions that will serve as a foundation for a
more robust theoretical framework in this field.

II. LITERATURE REVIEW

Some researchers argue to use hermeneutics on Al-
generated texts [4], others propose hermeneutics as tool to
optimize prompts [5]. However, there is a clear lack of
hermeneutics for Al-generated texts as recognized in research
[6], [7], [8]. While some researchers are generally positive
on applying existing theory, e.g., by Heidegger or Lacan,
to LLMs, see for example [9], there is no consent on this
issue [10]. In general, researchers from non-technical domains
seem to overestimate the features and capabilities of LLMs
and Al in general, see for example [11]. Other researchers
highlight the need for domain knowledge, for example in Bible
teaching in confessional religious education using LLMs [12].
However, as our main research question is mainly concerned
with whether LLMs can perform hermeneutical tasks, we will
now turn to literature on this.

According to our best knowledge, there is only one preprint
paper addressing this question directly [13] and being critical
about hermeneutical and understanding capacities of LLms.
Other research focuses more on technical limitations or the
correct place of LLMs, for example by seeing LLMs as “Al-
interns” as [14] proposes. Another paper by [15] focuses on
the theological and ethical bias of LLMs for interpreting texts
from the Hebrew Bible and finds a bias which aligns with
“contemporary socio-political and environmental concerns”.
Some scholars work on hermeneutics within the medical
domain. For example, Hans-Georg Gadamer [16] argues that
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LLMs cannot take over patient interaction as it cannot take
over moral practices. In general, we see the aspect of human
interaction and experience as one of the key challenges in
using LL.Ms for hermeneutical aspects. Although the aspect of
machine relationships complementing human-human interac-
tions was suggested [17] this does not solve any hermeneutical
questions.

III. METHODOLOGICAL APPROACH

We will now discuss several methodological approaches
from different domains. They all share a common foundation.
For example, Kortner describes the reader as a central aspect
of Biblical hermeneutics [18]. However, he also points at the
connection between narrative approaches from literature and
Biblical exegesis. Oeming describes some confusion about this
approach and its naming. In general, we find this method
as “New (Literary) Criticism, Literary Approach/Criticism,
Holistic Approach, Rhetorical Criticism, Close Reading, Syn-
chronical Approach, Narratology und Narrative Criticism”
[19]. This approach tries to determine how biblical texts can
be interpreted as literature, see [20]. In summary, “the literary
critic looks at the text for what ir says in itself by means
of the patterning or shaping—the informing—of its content.”
[21] Thus, we will — after a philosophical approach — focus
on a selection of theological approaches. This selection must
be somewhat arbitrary, but we tried to bridge between the
reformators Zwingli and Calvin and a rather contemporary
approach, liberation theology, as a contextual theology. How-
ever, as there is a clear link to narrative analysis, we will also
discuss narrative approaches [1].

There is also some discussion between hermeneutics and
sciences. Wyss, for example, discussed about the experience
of time and self [22]. Other scholars discuss the world of living
(‘Lebenswelt’) as paradigm for hermeneutics in the world of
qualitative and quantitative reserach [23]. Thus we include a
hermeneutics from the domain of sociology, namely objective
hermeneutics.

Objective Hermeneutics, sometimes also labelled structural
hermeneutics, derives from cultural anthropology. [24] dis-
cusses its connections to theories by Berger and Luckmann,
Mead, and Chomsky. The idea is that how entities see the
world they live in is reflected in the speech. On an individual
level this would relate to an expression of one persons per-
ception of reality, its ordering and the connections between
entities. Within sociological theory there are also broader
levels of groups of persons or organisations (meso level) up
to the level of states (macro level). The structures that can be
found by applying objective hermeneutics can be communi-
cated intersubjectively and are answers to objective problems
of action [24, p. 12]. For every structure there are numerous
situations that pose problems, or crises. In fact, every single
action is at first a situation of crises. The structure devises
some solution and tests it. The way to re-construct structures
within objective hermeneutics is thus interesting in two ways
in view of its application to LLMs. The first interesting aspect
is a “layer of normality” (“Normalititsfolie”, [25, p. 136]).
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This is one of the starting points for reconstructing a structure
and refers to ideal types of normal behaviour. The second
interesting aspect refers to the logic of cognition. In objective
hermeneutics researchers explicitely use abductive reasoning.
This can be seen as an inference to the best explanation while
at the same time only having assumptions about the laws and
rules from which to infer. This is seen as a creative process
and might as such be particularly challenging for LLMs. For
the inclusion of objective hermeneutics in this experiment
this leads to some assumptions: If the LLMs are capable of
applying an objective hermeneutics approach, they should all
come to the same conclusion. Even though generally structures
are reconstructed, these all refer to specific situations that
find expressions in text. Thus, characters, places, times, etc.
of these situations can also be reconstructed and should be
comparable between different analysts.

The interest in narrative and ‘story’ began with Richard
Niebuhr in 1941, see [26]. After that, it was introduced in
the 1970s'. While some scholars focused on ‘text-oriented
approaches’, ‘reader-oriented approaches’ were also widely
used. What they all have in common, however, is the usage of
methods of criticism studies for the interpretation of narrative
texts [29]. Different schools exists which are not only com-
mitted to different literary theories, but are also connected to
different geographical areas, see [19] and in particular [30].
In narrative exegesis, the first step is to apply methods of text
analysis: “The ‘what’ of a text (its content) and the ‘how’ of
a text (its rhetoric and structure) are analyzed as a complete
tapestry, an organic whole.” [20] For this purpose, the text is
examined with respect to its content layer and effect layer to
find out which structure, order and content the text wants to
convey. In order to refine the exegesis, different elements of
the text are examined: time, locations, characters, perspective,
plot or plot line, narrator, listeners, and readers, key words,
repetitions and other structural elements and stylistic devices.

Narrative approaches can be applied to any narrative texts —
religious texts, for example Biblical texts, are widely consid-
ered to be suitable. Bailey et al. argue: “A Gospel is a narrative,
fashioned out of selected traditions, that focuses on the activity
and speech of Jesus as a way to reveal his character and devel-
ops a dramatic plot that culminates in the stories of his passion
and resurrection.” [31] Other scholars emphasize the need to
work with historical-critical methods, see for example [32] and
[33]. Narrative approaches are also widely applied to biblical
and theological texts [34], [35], [36], so the quintessential next
step is to also consider hermeneutics in Theology, for example
liberation theology [37] or the Swiss reformers Ulrich Zwingli
and John Calvin [38], [39], [40], [41].

Despite having elected to examine only a limited number
of approaches, it has become evident that, upon thorough
discussion of the various hermeneutical approaches that have
been posited, it can be concluded that all of them exhibit
features that cannot be directly substituted with concepts that
are quantifiable. However, our study reveals two fundamental

ISee also [27] and the overview by [28].
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Fig. 1: Number of sections detected (direct) in Text 1 (left)

and 2 (right)
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Fig. 2: Number of sections detected (direct) in Text 3 (left)
and 4 (right)

aspects that all hermeneutics share: first, an understanding
of human nature, and second, an understanding of language.
While the question of whether Al can comprehend human
nature remains a subject of ongoing discourse, the focus will
be on the understanding of language. Danner summarizes:
Hermeneutics is the study of interpretation, with a focus on
comprehending meaning. The concept or phenomenon that is
being understood is inherently present within the linguistic
medium or can be articulated through it. The fundamental
question, therefore, is: What is the origin of language? The
fundamental question, therefore, is: what does precede lan-
guage? The fundamental nature of language is predicated on
its capacity to articulate elements of reality, that is to say,
to “speak” of a reality that is already “out there” in the
worldLLMs are unable to substitute the following aspects due
to their inability to comprehend the context of reader and
writer in a broader sense: (a) The reader and his perception or
the listeners (unless we define LLMs as reader) (b) The context
of a reader (unless we define LLMS as reader and define its
context) (c) The author or narrator (d) With respect to both:
Creator and created. Or the influence of the Holy Spirit (per
Definition, as Luther and Zwingli described it), or Christ as
hermeneutical principle (Calvin). In summary, it is evident that
LLMs can only be utilized for the automation of fundamental
principles of language understanding. However, as evidenced
by our study of various hermeneutical approaches, different
hermeneutics emphasize distinct aspects of language. Never-
theless, it is possible to identify several formalized structures
that are, or may be, studied by hermeneutics. These include:
(a) Plot as a broader concept, e.g., by selecting sections or units
of meaning (b) Characters, e.g., the directly or indirectly acting
persons (c) Space, while no single definition can be given. For
example, according to Lefebvre and Soja [42] space can be
defined as follows: “(Social) space is a (social) product.” [43].
They differ between the firstspace, which includes physical
space, the secondspace as mental space, and the thirdspace
as social space. This, in turn, redirects the focus back to the
question of which social actor a LLM is. (d) The concept of
perspectives or points of view is also crucial in this analysis.

Fig. 3: Number of actors detected (direct) in Text 1 (left) and
2 (right)

Fig. 4: Number of actors detected (direct) in Text 3 (left) and
4 (right)

However, it is crucial to acknowledge that an individual’s
understanding of points of view is significantly influenced by
the context of the reader. This reiterates the necessity for a
comprehensive examination of the social actor in question.

Consequently, an initial approach to assess the capabilities
of LLMs in applying hermeneutics entails a concentration on
plot and characters, as this method facilitates the introduction
of objectivity to the inquiry. It is imperative to establish
the following assumptions: The assumption is made that a
single LLM is capable of interpreting a text employing a
specific hermeneutical approach. Conducting a repeated ex-
periment should, under these conditions, yield a consistent
result or at least a reasonably proximate outcome. Secondly,
it is hypothesized that different models will yield analogous
results. The number of actors in a text is a subject that
merits discussion; however, especially in narrative texts, this
number should be nearly fixed. Furthermore, if two models
yield divergent units of meaning or sections, they are likely
to employ different perspectives and, consequently, divergent
hermeneutical methods.

Our approach is as follows: We will study four different
texts from various backgrounds and repeatedly query a LLM
(n = 10) to select sections or units of meaning in a text and to
return the number of actors in a text. For a detailed exploration
of different prompting strategies, we refer to Appendix A.

IV. EXPERIMENTAL RESULTS

To that end, the present study will examine four different
texts. Initially, we examine a renowned German poem entitled
“An die Freude” (“Ode to Joy”, 1785) by Friedrich Schiller.
Subsequently, we examine a biblical text comprising three nar-
ratives (Acts 8:1-25), having both a narrative and theological
dimensions. Finally, we turn to a section of the philosoph-
ical text by the German philosopher Immanuel Kant, titled
“Beantwortung der Frage: Was ist Aufkldrung?”’ (Answering
the Question: What Is Enlightenment?, 1784). The final text is
a concise sentence: “Guten Abend, meine Damen und Herren”
(Good evening, ladies and gentlemen).

Reconstructing a structure from one sentence with objective
hermeneutics is challenging, but entirely possible. The least
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TABLE I: Details of detected sections with direct approach on
Texts 1-4 with different languages (G=German, E=English)

L Text Model Min  Qq  Median Qg  Max
1lama3:70b 9.0 15.0 16.0 19.5 220

G Tet:  ChaGPT4 240 250 260 270 270
qwen2.5:72b 70 120 200 715 830

mistral: 7 130 150 180 330 650

Illama3:70b 6.0 7.0 7.0 8.0 8.0

G Tet2  ChaGPT4 200 210 200 215 220
qwen2.5:72b 6.0 9.0 9.0 90 140

mistral:7b 80 115 120 130 240

Tlama3:70b 8.0 8.0 100 185 240

£ exta  ChaGPT4 7.0 8.5 100 100 100
X qwen2.5:72b 5.0 5.0 6.0 6.0 6.0
mistral:7b 180 180 180 185 190

Tlama3:70b 5.0 5.0 5.0 6.0 6.0

G e  ChaGPT4 6.0 6.0 6.0 6.0 7.0
X qwen2.5:72b 40 45 5.0 55 130
mistral:7b 80 130 170 185 270

Tlama3:70b 40 40 40 70 280

£ o3  ChaGPT4 40 40 40 40 5.0
X qwen2.5:72b 40 40 40 50 5.0
mistral:7b 17.0 17.0 17.0 20.0 20.0

Tlama3:70b 10 1.0 1.0 10 20

G Tes  ChaGPT4 10 10 10 10 10
e qwen2.5:72b 1.0 1.0 1.0 1.0 2.0
mistral:7b 1.0 1.0 1.0 1.0 1.0

TABLE II: Details of detected sections with SE approach on
Texts 2-3 with different languages (G=German, E=English)

L Text Model Min Q1 Median Q3 Max
Tlama3:70b 7.0 7.0 7.0 70 100

G Tea  ChaGPT4 5.0 5.0 5.0 93 250
S qwen25:72b 40 43 60 100 230

mistral:7b 5.0 11.0 12.0 13.0 19.0

Tlama3:70b 5.0 5.0 6.0 6.0 6.0

£ s  ChaGPT4 5.0 5.0 5.0 50 6.0
Z qwen25:72b 3.0 3.0 3.0 40 40

mistral:7b 9.0 12.0 12.0 13.0 21.0

llama3:70b 3.0 45 5.0 65 210

G o3  ChaGPT4 5.0 7.0 70 170 230
ext qwen2.5:72b 3.0 40 40 6.0 14.0
mistral:7b 6.0 9.0 12.0 15.5 23.0

llama3:70b 3.0 7.0 8.0 90 520

£ ey  ChaGPT4 3.0 40 40 40 5.0
7 qwen25:72b 8.0 9.0 9.0 95 220

mistral:7b 12.0 15.0 16.0 335 44.0

a model should arrive at is to reconstruct personen (one
speaking, more than one being spoken to), possible places (a
theater, a lecture room, a TV setting) and times (evening).
There are at least two sequences within this sentence, on
referring to people being adressed, the other to a time. There
is a published example of such an analysis by Oevermann
himself [44]. All texts can be found online and there are likely
references to them being analysed with one or another of the
included hermeneutics. Selecting LLMs to test is a another
challenge. We followed [45] by choosing the most widely used
ChatGPT-4 and llama3:70b which are widely compared and
discussed, see e.g. [46], [47], [48]. In addition, we choose
gwen2.5:72b as another large model and, to compare with a
rather small model, mistral:7b.

A. Plot

As illustrated in Figures 1 and 2, the boxplots depict the
range of detected sections within the text corpus. For a more
detailed analysis, please refer to Table tab:sections. It is note-
worthy that the ChatGPT 4 and llama3 models demonstrate
the greatest consistency in their output. However, for text
2, which comprises three stories, the output is particularly
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TABLE III: Details of found actors with direct approach on
Texts 1-4 with different languages (G=German, E=English)

L Text Model Min  Qq  Median Qg  Max
1lama3:70b 21.0 23.0 26.0 35.0 42.0

G )  ChaGPT4 0.0 00 140 185 280
qwen2.5:72b 80 110 120 305 480

mistral:7b 100 175 200 215 260

1lama3:70b 17.0 235 26.0 28.5 34.0

G Text2  ChaGPT4 200 260 270 275 280
qwen2.5:72b 100 140 140 140 140

mistral:7b 70 115 140 160 310

llama3:70b 140 150 170 230 260

B Texs  ChaiGPT:4 90 105 130 180 210
X qwen2.5:72b 9.0 920 20 9.0 9.0
mistral:7h 130 130 130 130 130

llama3:70b 110 230 250 340 370

G e  ChaGPT4 80 125 160 205 250
X qwen2.5:72b 40 50 100 120 200
mistral:7b 40 50 60 6.5 9.0

llama3:70b 20 35 50 55 7.0

5 Tey  ChatGPT4 70 90 90 105 120
X gwen2.5:72b 20 35 40 60 120
mistral:7h 10 40 60 6.5 70

llama3:70b 20 20 20 20 40

G Texq  ChaGPT4 10 20 20 20 20
X qwen2.5:72b 0.0 3.0 3.0 3.0 30

mistral:7b 0.0 0.0 0.0 0.0 0.0

problematic, though it should be noted that no model partitions
every verse (25). This phenomenon is also evident in Text 4,
which essentially comprises a single sentence, particularly in
instances where two sections have been identified. In such
instances, the LLM has demonstrated an inability to distinctly
delineate the boundaries of the two sections. Consequently,
the outcomes for the poem "An die Freude" and Kant’s text
appear somewhat arbitrary. The discrepancy in the analysis
of different languages, as demonstrated in Text 2 and Text 3,
is equally perplexing. These alterations, far from being mere
nuances, introduce divergent interpretations.

The inconsistency of models in their own perspectives is
evident, and the inability to compare different models is ap-
parent. The application of a hermeneutical perspective appears
to be both unclear and erratic. This discrepancy persists when
employing an alternative prompting strategy, as evidenced in
Table II. However, the number of suggested sections does
undergo a substantial change. However, the value ranges do
not offer any possible explanations within the text itself. In
summary, three factors appear to influence the output: the
model, the prompt, and the language.

B. Actors

As demonstrated in Figures 3 and 4, the boxplots illustrate
the range of detected actors within the text corpus. For a more
detailed analysis, please refer to Table [tab:personen]. The
ensuing results proffer illuminating insights from a variety of
perspectives. For instance, it is noteworthy that Texts 3 and
4 do not explicitly mention any actors, yet they do implicitly
refer to actors through the use of language such as "Ladies and
Gentlemen." However, the models detect a multitude of actors.
The detection of more than 35 actors in a philosophical text
is substantial, and the identification of four actors in a single
sentence of greeting appears implausible. It is noteworthy that
models can exhibit disagreement in their estimation of the
number of actors mentioned in a narrative text or poem (texts
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TABLE IV: Details of found actors with SE approach on Texts
2-3 with different languages (G=German, E=English)

L Text Model Min Q1 Median Q3 Max
Ilama3:70b 22.0 29.0 37.0 43.0 53.0

G Text 2 ChatGPT-4 35.0 26.0 26.0 36.0 36.0
qwen2.5:72b 14.0 18.5 19.0 19.0 34.0

mistral:7b 8.0 16.0 18.0 25.0 34.0

Illama3:70b 24.0 27.5 31.0 345 47.0

E Text 2 ChatGPT-4 23.0 27.5 32.0 35.0 36.0
qwen2.5:72b 36.0 36.0 36.0 36.0 36.0

mistral:7b 27.0 285 30.0 34.0 34.0

1lama3:70b 14.0 235 25.0 34.0 44.0

G Text 3 ChatGPT-4 50 7.5 9.0 9.5 21.0
X qwen2.5:72b 3.0 8.0 20.0 275 35.0
mistral:7b 6.0 15.0 18.0 19.0 23.0

llama3:70b 1.0 1.0 1.0 2.0 26.0

E Text 3 ChatGPT-4 8.0 9.5 10.0 11.5 12.0
X qwen2.5:72b 10.0 10.0 10.0 10.0 10.0
mistral:7b 1.0 1.0 1.0 25 3.0

1 and 2). It is important to note that modifying the input
language can substantially alter the output.

The lack of comparability and inconsistency of these models
to other LLMs, as previously discussed in the context of plot,
further complicates the analysis. It is evident that modifying
the prompting strategy leads to alterations in the output, as
illustrated in Table IV. It is important to note that none of
these numbers are directly connected to the text itself. LLMs
exhibit deficiencies in addressing fundamental hermeneutical
elements that are essential for text exegesis.

V. CONCLUSIONS AND OUTLOOK

This study critically examined the extent to which large lan-
guage models (LLMs) are capable of engaging in hermeneuti-
cal analysis, drawing from traditions in philosophy, theology,
sociology, and literary theory. The present study evaluated the
consistency, interpretive depth and methodological coherence
of LLM outputs by testing multiple models on a range of
textual genres, including poetic, theological, philosophical and
conversational texts. The findings indicate that current LLMs
exhibit significant variability and lack reproducibility in the ap-
plication of hermeneutical principles. Across a range of models
and prompting strategies, the interpretation of plot structures
and identification of actors demonstrated inconsistency, both
within and across iterations. This variability suggests that
LLMs are not applying coherent hermeneutical frameworks,
but rather relying on surface-level linguistic patterns that
diverge significantly depending on language, prompt design,
and model architecture.

Nevertheless, this is at odds with some of the recent
literature that has been published, which has asserted that
LLMs “can analyze nearly any textual statement.” [49] The
experimental results obtained in this study appear to be in
alignment with the arguments set forth by researchers who
posit that LLMs are deficient in their capacity to perform even
rudimentary logic-based tasks, such as counting and identify-
ing general substructures in graphs [50], [S1]. Therefore, it is
debatable whether LLMs could offer any technical assistance
with textual analysis, against, for example [52].

It has been demonstrated that there is a discernible dis-
crepancy between certain components of LLM output and

hermeneutical procedures. These components include, but are
not limited to, text segmentation and the identification of
narrative elements. The models demonstrate an inability to
comprehend text, see [53], and their apparent lack of under-
standing of context, intentionality, and reader-writer dynamics.
These components are fundamental to traditional hermeneu-
tics. In other words: “Should our interpretation capabilities
be engaged? If yes, under what conditions? The rules of
the language game should be spelled out; they should not
be passed over in silence.” [54] Moreover, the validity of
conventional hermeneutical principles is also open to question.
For instance, the assumption that hermeneutics necessitates the
interpretation of a human being with consciousness, engaging
with interpretive dimensions involving principles, historical
consciousness, praxis, or — in the context of theological
hermeneutics — the influence of the Holy Spirit, is not nec-
essarily indisputable. The assumption that an LLM could act
as an exeget is not, in itself, sufficient to ensure that it will be
able to identify all the important aspects of context necessary
for the application of hermeneutics. It appears improbable that
LLMs will ever be capable of this [55].

It is recommended that future work concentrate on the
development of evaluation criteria for the purpose of assessing
interpretive coherence in the context of machine-generated
text analysis. This is a common debate also in the field
of Al-generated text detection, see [56]. Furthermore, it is
recommended that interdisciplinary frameworks be explored,
with a view to more accurately reflecting the limitations
of computational models within the domain of humanities
or theological understanding. Moreover, the integration of
insights from phenomenology and semiotics has the poten-
tial to provide supplementary conceptual foundations for the
assessment of interpretive capacities of Al systems.

APPENDIX A
PROMPTS

In the process of designing the prompts, adherence was
observed to the general principle for success when engineering
a prompt with clear and concise, step-by-step reasoning, as
outlined in [45]. TThe direct approach posed a question that
was explicit in its formulation.The ‘Single Explanation’ (SE)
strategy is a rhetorical device that functions to provide an
illustration of a concept or idea.
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