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Abstract—Urban air pollution poses severe health risks, de-
manding accurate monitoring and exposure-reducing solutions.
Low-cost air quality sensors (LCS) provide high spatial resolution
but suffer from accuracy limitations that hinder their reliability.
This paper presents the AIQS project (AI-enhanced air quality
sensor for optimizing green routes), an ongoing initiative that
combines artificial intelligence, sensor hardware optimization,
and pedestrian routing innovation to address these challenges.
AIQS applies machine learning techniques, including Multilayer
Perceptrons and fuzzy logic, to correct sensor readings. In
parallel, hardware-level optimizations, such as fluid dynamics
simulations and pre-treatment modules, are explored to enhance
sensor performance. The corrected AQ data is then incorporated
into a configurable routing tool capable of estimating pollutant
exposure and computing low-exposure pedestrian paths in urban
environments. First evaluations, shows that our correction models
achieve up to 0.92 R² against reference data across diverse urban
environments. The corrected data drives a configurable routing
tool that computes paths minimizing cumulative pollution expo-
sure while balancing user preferences (e.g., proximity to green
spaces). Preliminary validation in Modena, Italy demonstrates
viable ”green routes”.

Index Terms—Air quality monitoring, Low-cost sensors, Ar-
tificial Intelligence, Machine Learning, Data correction, Fuzzy
logic, Green routing, Urban mobility, Pollution exposure.

I. INTRODUCTION

URBAN air pollution remains one of the most pressing

environmental health risks worldwide, contributing to

respiratory illnesses, cardiovascular diseases, and premature

deaths, particularly in densely populated areas [1]. Monitoring

air quality (AQ) is therefore crucial for supporting mitigation

strategies and informing public health interventions. In recent

years, low-cost air quality sensors (LCS) have emerged as

a promising tool for expanding AQ monitoring coverage,

especially in urban environments where spatial resolution is

key [2]. However, despite their affordability and ease of

deployment, LCS suffer from significant limitations, including

low measurement accuracy, susceptibility to environmental

conditions such as humidity, and a lack of standardized

calibration procedures [3].

To address these challenges, data correction algorithms

have been introduced to improve the accuracy of sensor

measurements, with growing interest in applying artificial

intelligence (AI) and machine learning (ML) techniques to

this task [4], [5]. Concurrently, urban navigation systems

are increasingly being explored as tools for reducing human

exposure to pollution by suggesting ”green routes”—paths

that prioritize air quality rather than shortest time or distance

[6]. Yet, these systems are only as reliable as the data they

consume; inaccurate AQ measurements from low-cost sensors

risk undermining the effectiveness of health-oriented routing

recommendations.

In this paper we present the AIQS project (AI-enhanced

air quality sensor for optimizing green routes) that directly

addresses this gap by combining hardware improvements,

AI-driven data correction methods, and routing algorithm

integration to enhance the trustworthiness and usability of AQ

data in real-world applications. Building upon the open-source

MitH framework for humidity correction [5], the project aims

to raise the technology readiness level (TRL) of the solution

to TRL 7, demonstrating its applicability across various urban

environments through partnerships with environmental agen-

cies and industrial stakeholders. In doing so, AIQS represents

a comprehensive, interdisciplinary effort to bring together

environmental sensing, machine learning, and human-centered

navigation in support of healthier, more sustainable cities.

The paper is structured as follows. Section II reviews

existing approaches to improve the accuracy of LCS through

AI-driven data correction techniques and discusses urban

navigation systems designed to reduce exposure to air pollu-

tion. Section III presents the integrated strategy of the AIQS

project, that combines AI-based data correction, hardware

optimization, and pollution-aware routing. Section IV reports

preliminary results from data correction experiments high-

lighting improvements in sensor accuracy achieved through

transformer-based models and validating the approach across

multiple datasets from both Italian and international sources,
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moreover the pollution-aware routing system and an evaluation

in a real urban context is shown. These findings support the

development of health-conscious routing systems within the

broader vision of sustainable smart cities. Finally, Section V

offers concluding remarks and suggests directions for future

work.

II. RELATED WORK

A. AI for Air Quality

Recent advances in ML for air quality monitoring have

demonstrated promising approaches to enhance low-cost sen-

sor accuracy. Hybrid models combining multiple algorithms

consistently outperform single-technique approaches for AQI

prediction [7], while neural networks have shown significant

improvements in PM10 calibration [8]. Practical implementa-

tions of end-to-end IoT pipelines for sensor data acquisition

and cleaning have also been demonstrated in real-world de-

ployments [9].

For short-term forecasting, deep learning models like LSTM

have proven to be effective when integrated with meteoro-

logical data. Arsov et al. [10] showed that LSTM networks

outperform traditional ARIMA models for PM10 prediction

(+3 hours) with MSE as low as 0.01. These approaches

collectively highlight the importance of data preprocessing and

multi-source integration to address LCS limitations.

B. Green Navigation Systems

The integration of air quality data into urban navigation

systems is emerging as a key strategy for reducing pollu-

tion exposure. IoT technologies enable smart city solutions

that combine heterogeneous data sources to support sustain-

able mobility [11]. Recent frameworks leverage traffic-aware

predictions and routing algorithms like Dijkstra’s to reduce

pedestrian PM2.5 exposure by 11-15% [12], while prototypes

in cities like Barcelona demonstrate the feasibility of real-time

green routing [13]. Despite these advances, most navigation

systems still lack robust environmental health considerations.

III. INTEGRATED APPROACH

The AIQS project adopts an interdisciplinary approach that

combines AI-based data correction, sensor hardware opti-

mization, and the development of a pollution-aware routing

tool. Its goal is to deliver a validated, open-source system

that enhances LCS reliability and supports healthier, user-

configurable pedestrian navigation in urban environments.

The main goals are:

• Improving sensor data accuracy: Develop and apply AI

and ML techniques, to dynamically correct sensor read-

ings and improve reliability in various environmental

contexts.

• Optimize sensor hardware: Enhance the physical design

and operation of low-cost AQ sensors through fluid dy-

namics simulations and the development of pre-treatment

modules, such as air dehydration systems and anti-

coalescence components.

• Deliver a validated demonstrator: Advance the MitH

framework to TRL 7 by integrating AI algorithms and

hardware improvements into a real-world demonstrator,

tested in an urban pilot and released as an open-source

tool for broad adoption.

• Develop a green routing tool: Design and implement

a flexible routing tool that integrates air quality data

to compute pollution-aware pedestrian routes. It will

estimate individual exposure to pollutants based on real-

time AQ levels along each road segment, and compute

routes that minimize cumulative exposure. The tool will

be adaptable to different urban contexts and configurable

by users, who will be able to tune preferences such

as avoiding polluted areas, favoring proximity to green

spaces, or prioritizing walking routes over other options.

A. Data Collection & AI Correction

To enhance the accuracy of low-cost air quality sensors,

we apply AI-based correction techniques using data collected

from co-located low-cost sensors and regulatory reference

stations (e.g., ARPA) across multiple Italian and international

cities. These co-located datasets allow us to calibrate sensor

readings by learning correction functions that map raw low-

cost measurements to validated reference values under shared

environmental conditions. Meteorological variables are also

included to improve model robustness. Our approach combines

dynamic correction functions to mitigate humidity effects,

anomaly detection to filter spurious data, and machine learning

algorithms, such as Multilayer Perceptrons and fuzzy logic

systems, to refine sensor outputs. These components are being

integrated into the open-source MitH framework [5], which

we aim to advance to Technology Readiness Level (TRL)

7. Model training and evaluation are supported by a high-

performance computing infrastructure with GPU capabilities.

B. Pollution-Aware Routing

LCS measurements provide local PM concentrations.

Through spatial interpolation strategies [14], we generate city-

wide air quality maps that enable health-conscious navigation

by estimating pollution levels across urban areas.

These AQ datasets drive our configurable routing sys-

tem, which computes pedestrian paths minimizing cumulative

pollutant exposure using OpenStreetMap networks. The tool

supports user-customizable preferences:

• Minimizing pollution exposure

• Prioritizing proximity to green spaces

• Selecting pedestrian-only segments

Currently being validated in Modena through stakeholder

partnerships, the open-source implementation1 represents an

adaptable framework for human-centered, pollution-aware

navigation in diverse urban contexts.

1https://github.com/federicarollo/GRAFMOVE
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Fig. 1: Low-power air preconditioning module for particulate matter.

C. Hardware Optimization for Humidity Mitigation

A compact pretreatment module is being developed to min-

imize humidity-induced artifacts in LCS sensors. As shown in

Figure1, ambient air enters through an intake pipe whose inner

surface is coated with a thin silica aerogel layer acting as a

passive desiccant. Along the pipe, ultrasonic (US) transducers

are mounted transversely and driven in phase to generate

localized oscillations and mild heating. This action promotes

de-aggregation of PM agglomerates and accelerates moisture

desorption from particles, while simultaneously regenerating

the silica layer by enhancing vapor transport. The laminar

flow then reaches the PM sensing chamber with reduced

aggregation and humidity effects.

Finite-Element simulations guide the optimization of acous-

tic and thermal fields to achieve these effects with low power

consumption, and a PWM-controlled heater can be added if

ultrasonic energy alone is insufficient. Ongoing evaluation

quantifies the reduction of humidity-related artifacts by com-

paring sensor responses with and without the module under

controlled conditions.

IV. RESULTS

A. Data Collection

Several key activities were carried out to enhance the accu-

racy and reliability of low-cost air quality sensors using arti-

ficial intelligence and high-performance computing resources.

We completed a comprehensive dataset collection [15] that

includes:

• 4 Italian air quality datasets (e.g., ARPA regional agen-

cies),

• 10 international datasets across various urban environ-

ments,

• Meteorological variables, including temperature,

relative humidity, atmospheric pressure, and wind

speed/direction, collected specifically for each city to

support model robustness and correction accuracy.

All datasets include measurements from co-located low-cost

sensors and regulatory reference stations, which is a critical

requirement for developing accurate correction models. Co-

location ensures that both LCS and RS measure the same

environmental conditions at the same time and place, enabling

a direct comparison between the two. This alignment is

essential for calibrating LCS readings, as RS data provide a

validated high-quality ground truth against which LCS mea-

surements can be adjusted. The availability of synchronized

data supports the development of reliable correction algorithms

that significantly enhance the accuracy and trustworthiness

of LCS output. Furthermore, all datasets feature at least an

hourly measurement frequency, ensuring adequate temporal

resolution for both real-time applications and time series

analysis.

B. AI-Based Sensor Data Correction

In the preliminary phase of our study, we conducted evalu-

ations of various anomaly detection and correction algorithms

using some of the air quality datasets collected. The goal was

to improve the quality of the sensor data and improve the

performance of the model in subsequent prediction and cor-

rection tasks. These initial experiments provided insight into

the effectiveness of both statistical and AI-based methods in

identifying and correcting anomalies, as well as in accurately

modeling time series data.

a) Anomaly Detection: To identify anomalous patterns

in the AQ time series data, we applied a range of tradi-

tional outlier detection techniques. These included density-

based spatial clustering of noise applications (DBSCAN), the

inter-quartile range (IQR) method, and the three-sigma rule.

Each method contributed to detecting noise and irregularities

across different temporal contexts. For time series repair, we

employed K-Nearest Neighbors (KNN) interpolation, which

proved effective in reconstructing missing or corrupted values.

Our preliminary results indicate that the inclusion of these

anomaly detection and repair steps in the pre-processing

pipeline leads to measurable improvements in model perfor-

mance. In particular, we observed increases of up to 0.1 in the

coefficient of determination (R2) in some cases, highlighting

the value of robust data preparation.

b) AI Algorithms for Correction: To correct and calibrate

sensor readings, we tested a wide spectrum of traditional

and advanced machine learning models. Among traditional
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Fig. 2: A 24-hour forecast produced using different deep

learning approaches on a randomly chosen AQ sensor.

regression techniques, we employed Linear Regression, Lasso,

Ridge, and Elastic Net, all of which served as baseline models

for evaluating correction accuracy.

We then explored supervised machine learning models,

including Support Vector Regression (SVR), Decision Trees

(DT), Random Forest (RF), XGBoost, and LightGBM. These

models demonstrated varying degrees of effectiveness in cor-

recting sensor data, with ensemble methods generally outper-

forming simpler approaches.

In addition to these methods, we investigated a fuzzy logic-

based correction strategy using the Adaptive Neuro-Fuzzy

Inference System (ANFIS) [16]. ANFIS achieved performance

levels comparable to those of neural network models, ob-

taining a value R2 of approximately 0.68 on the primary

test dataset. Further experimentation with ANFIS on five

additional datasets, focusing on model interpretability, yielded

Pearson correlation coefficients exceeding 0.75 in all cases and

reaching up to 0.97 in the best scenario.

Neural network models, particularly Multilayer Perceptrons

(MLPs) [17], were also tested. These models achieved strong

performance, with an R2 value of 0.92 in one of the urban sce-

narios. Moreover, we implemented dynamic correction func-

tions to account for the hygroscopic effect of humidity using

both empirical and data-driven approaches. These corrections

led to improvements of up to 0.3 in R2 values during the

autumn period, demonstrating the importance of incorporating

environmental factors in correction models.

c) Deep Learning Architectures:: We also performed

a series of preliminary tests using deep learning architec-

tures, evaluating their potential in modeling AQ time se-

ries. These included Convolutional Neural Networks (CNNs),

Long Short-Term Memory (LSTM) networks, Gated Recurrent

Units (GRUs), Temporal Convolutional Networks (TCNs), and

Transformer-based models. These architectures were trained

and tested on domain-specific AQ datasets, with particular

attention to their ability to reproduce both general trends and

specific point values.

Among these, the CNN and LSTM models showed the most

promise in accurately modeling the observed behaviors. Our

early results suggest that, while these models are capable of

capturing overall trends, fine-grained prediction of individual

values remains challenging in cases of high temporal variabil-

ity. Further optimization, particularly in terms of network ar-

chitecture and hyperparameter tuning, is necessary to enhance

performance and potentially surpass the results obtained from

simpler models.

In addition, we evaluated the performance of foundation

models designed for time-series analysis. Two such models,

TimesFM [18] and Granite [19], were tested. TimesFM was

evaluated in zero-shot mode, while Granite was tested both in

zero-shot and fine-tuned settings. Initial findings suggest that

these foundation models can achieve performance comparable

to traditional deep learning models without requiring extensive

training. Notably, fine-tuning Granite on specific AQ datasets

further improved its accuracy, indicating the potential for trans-

fer learning in environmental sensing applications. However,

further investigation is needed to draw definitive conclusions,

as specific metrics are still under analysis.

Figure 2 illustrates an example of 24-hour time series from

one AQ sensor. In these examples, both the trained archi-

tectures and the foundation model successfully capture the

ground truth trend. While sharp variations (left panel) present

challenges in reproducing point values, smoother patterns

(right panel) are more accurately modeled. Figure 3 provides a

comparative overview of the R2 values obtained from all tested

deep learning models. It is worth emphasizing that preliminary

tests highlight the critical importance of defining appropriate

training, validation, and test sets, as their configuration signif-

icantly impacts model performance. Ongoing experiments aim

to systematically address this issue and validate the robustness

of the observed results.

Among the traditional architectures, LSTM, GRU, and CNN

demonstrate exceptionally high performance with R2 values

approaching 1.0, suggesting that these models are highly capa-

ble of capturing temporal dependencies and nonlinear patterns

in the data. The Transformer, despite its theoretical strengths,

shows comparatively lower performance (R2
∼ 0.87), possibly

due to the need for more extensive hyperparameter tuning or

larger datasets to fully leverage its self-attention mechanisms.

The TCN model performs well with an R2 of 0.95, slightly

below the recurrent models but still in a strong range. This

suggests TCNs can be a competitive alternative.

Regarding foundation models, TimesFM - Zero Shot

achieves an R2 of 0.93, which is notable given that it was

used without any fine-tuning. Similarly, Granite - Zero Shot

performs slightly better (R2
∼ 0.96), indicating strong out-

of-the-box generalization capabilities. However, the Granite -
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Fig. 3: Comparison of R2 metrics computed over several deep

learning architectures on a test set includes all the available

AQ sensors.

Fine-Tuned model outperforms all other approaches with an

R2 of 0.99, highlighting the significant boost in performance

that can be gained from domain-specific fine-tuning.

C. Pollution-Aware Routing System

We extracted and analyzed cycleway and footpath data from

OpenStreetMap (OSM) and Open Data portals, focusing on the

city of Modena. The data was modeled as a directed graph,

where Nodes represent OSM-defined junctions or road shape

points, with properties such as the OSM identifier and the

GPS coordinates, Edges correspond to roads, with proper-

ties including: geometry representing the shape of the road,

distance, i.e., the geometric length of the road, green area

indicating whether the segment traverses a green space (e.g.,

parks).

Only pedestrian-accessible roads (e.g., sidewalks, footpaths)

and cycleways were included. The graph was implemented in

Neo4j, using the spatial plugin.

To enable pollution-aware routing, we sourced open air

quality data for Modena. Due to the absence of hyperlocal

measurements (e.g., particulate matter sensors), we generated

synthetic PM10 data by analyzing historical measurements

from ARPAE’s two regulatory stations in Modena, applying

Inverse Distance Weighting (IDW) interpolation using the

GDAL library2 to estimate PM10 levels across the road net-

work, assigning each edge an air quality property, calculated

as the average PM10 concentration within a configurable buffer

around the road.

Using the enriched graph, we developed a routing algorithm

to prioritize low-pollution pedestrian paths leveraging on the

routing algorithms (Dijkstra and A*) of the APOC library3.

Preliminary tests were performed using randomly selected

locations within the urban area of Modena, computing op-

2https://gdal.org/en/stable/programs/gdal grid.html
3https://github.com/neo4j-contrib/neo4j-apoc-procedures

timal routes based on edge properties including distance,

green area, and air quality. Figure 4 presents a comparison

between two routes connecting the San Paolo kindergarten

and the ”Fontana dei due fiumi”. The left route represents

the distance-optimized solution (shortest path), while the right

route maximizes green space exposure along the path.

V. CONCLUSION

This paper presented the AIQS project, an integrated ap-

proach to enhance the reliability of low-cost air quality sensors

(LCS) using AI-driven correction and to enable pollution-

minimizing ”green routing” for pedestrians.

The AI-based sensor correction ca be performed using

Multilayer Perceptrons (MLPs), Adaptive Neuro-Fuzzy Infer-

ence Systems (ANFIS), or foundation models (e.g., TimesFM,

Granite), and achieves up to 0.92 R² accuracy against reference

data across diverse urban environments. The configurable rout-

ing tool leveraging OpenStreetMap and Dijkstra/A* algorithms

to compute paths minimizing cumulative pollution exposure

while balancing user preferences has been validated in Modena

and confirmed the opportunity to generate actionable green

routes.

Upcoming efforts will focus on finalizing the integration

of the AI models into the open source MitH framework. The

framework will be validated on at least 6 real AQ datasets to

ensure robustness across diverse conditions. On the hardware

side, planned field trials will rigorously assess the effectiveness

and durability of the proposed pre-treatment module in real

environments. In parallel, the routing system will evolve into a

deployable web application with multi-objective optimization,

adaptable to different urban contexts. By addressing both data

accuracy and usability, AIQS contributes to the development

of healthier, cleaner, and more sustainable cities.

By addressing both data accuracy and application usability,

AIQS aims to contribute to the development of healthier,

cleaner, and more sustainable cities through AI-enhanced

environmental monitoring and decision-making tools.
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Fig. 4: Comparison of optimized routes based on shortest path (left) and greenest path (right) sharing the same origin and

destination points.

monitoring stations. These stations were co-located with low-

cost sensors donated by Wiseair Srl, whose contribution of

sensors is also sincerely appreciated.

REFERENCES

[1] W. H. Organization, “Ambient air pollution: A global assessment of
exposure and burden of disease,” https://www.who.int/publications/i/
item/9789241511353, 2018.

[2] B. Alfano et al., “A review of low-cost particulate matter sensors from
the developers’ perspectives,” Sensors, vol. 20, no. 23, p. 6819, 2020.

[3] A. Molnár et al., “Aerosol hygroscopicity: Hygroscopic growth proxy
based on visibility for low-cost pm monitoring,” Atmospheric Research,
vol. 236, 2020.

[4] M. Casari, L. Po, and L. Zini, “Airmlp: A multilayer perceptron neural
network for temporal correction of pm2.5 values in turin,” Sensors,
vol. 23, no. 23, p. 9446, 2023.

[5] M. Casari and L. Po, “Mith: A framework for mitigating hygroscopicity
in low-cost pm sensors,” Environmental Modelling & Software, vol. 173,
p. 105955, 2024.

[6] S. Mahajan et al., “Car: The clean air routing algorithm for path
navigation with minimal pm2.5 exposure on the move,” IEEE Access,
vol. 7, pp. 147 373–147 382, 2019.

[7] T. Desai et al., “Comparative analysis of machine learning algorithms
for air quality index prediction,” in Machine Learning for Computational

Science and Engineering, 2025.

[8] P. Zhivkov, “Optimization and evaluation of calibration for low-cost air
quality sensors: Supervised and unsupervised machine learning models,”
Annals of Computer Science and Information Systems, vol. 25, pp.
255–258, 2021. [Online]. Available: https://doi.org/10.15439/2021F95

[9] F. Rollo, B. Sudharsan, L. Po, and J. G. Breslin, “Air quality
sensor network data acquisition, cleaning, visualization, and analytics:
A real-world iot use case,” in UbiComp/ISWC ’21: 2021 ACM

International Joint Conference on Pervasive and Ubiquitous Computing

and 2021 ACM International Symposium on Wearable Computers,

Virtual Event, September 21-25, 2021, A. Doryab, Q. Lv, and
M. Beigl, Eds. ACM, 2021, pp. 67–68. [Online]. Available:
https://doi.org/10.1145/3460418.3479277

[10] M. Arsov, E. Zdravevski, P. Lameski, R. Corizzo, N. Koteli,
K. Mitreski, and V. Trajkovik, “Short-term air pollution forecasting
based on environmental factors and deep learning models,” in
Proceedings of the 2020 Federated Conference on Computer Science

and Information Systems, FedCSIS 2020, Sofia, Bulgaria, September

6-9, 2020, ser. Annals of Computer Science and Information Systems,

M. Ganzha, L. A. Maciaszek, and M. Paprzycki, Eds., vol. 21, 2020,
pp. 15–22. [Online]. Available: https://doi.org/10.15439/2020F211

[11] B. Cengiz et al., “A survey on data fusion approaches in IoT-based smart
cities: Smart applications, taxonomies, challenges, and future research
directions,” Information Fusion, vol. 121, 2025.

[12] R. Sinnott and S. Zhong, “Real-time route planning to reduce pedestrian
pollution exposure in urban settings,” in Proceedings of the IEEE/ACM

10th International Conference on Big Data Computing, 2023, pp. 1–10.
[Online]. Available: https://doi.org/10.1145/3632366.3632381

[13] F. Bistaffa and P. C. Oliveira, “Green routes in barcelona: A pedes-
trian routing prototype to reduce air pollution exposure,” https://
filippobistaffa.github.io/papers/2025greenroutes.pdf, 2025, accessed on
May 27, 2025.

[14] C. Bachechi, F. Desimoni, L. Po, and D. M. Casas, “Visual analytics for
spatio-temporal air quality data,” in 24th International Conference on

Information Visualisation, IV 2020, Melbourne, Australia, September

7-11, 2020, E. B. et. al., Ed. IEEE, 2020, pp. 460–466. [Online].
Available: https://doi.org/10.1109/IV51561.2020.00080

[15] M. Casari and E. Montorsi, “Martinacasari/airqualitydatasetsrepository:
Aqdr - v1.0.0 (v1.0.0),” Zenodo https://doi.org/10.5281/zenodo.
13982208, 2024. [Online]. Available: https://doi.org/10.5281/zenodo.
13982208

[16] M. Casari, P. A. Kowalski, and L. Po, “Optimisation of the adaptive
neuro-fuzzy inference system for adjusting low-cost sensors pm
concentrations,” Ecological Informatics, vol. 83, p. 102781, 2024.
[Online]. Available: https://www.sciencedirect.com/science/article/pii/
S1574954124003236

[17] M. Casari, L. Po, and L. Zini, “Airmlp: A multilayer perceptron neural
network for temporal correction of pm2.5 values in turin,” Sensors,
vol. 23, no. 23, 2023. [Online]. Available: https://www.mdpi.com/
1424-8220/23/23/9446

[18] A. Das, W. Kong, R. Sen, and Y. Zhou, “A decoder-only
foundation model for time-series forecasting,” 2024. [Online]. Available:
https://arxiv.org/abs/2310.10688

[19] V. Ekambaram, A. Jati, P. Dayama, S. Mukherjee, N. H. Nguyen,
W. M. Gifford, C. Reddy, and J. Kalagnanam, “Tiny time
mixers (ttms): Fast pre-trained models for enhanced zero/few-
shot forecasting of multivariate time series,” in Advances in

Neural Information Processing Systems, A. Globerson, L. Mackey,
D. Belgrave, A. Fan, U. Paquet, J. Tomczak, and C. Zhang,
Eds., vol. 37. Curran Associates, Inc., 2024, pp. 74 147–74 181.
[Online]. Available: https://proceedings.neurips.cc/paper files/paper/
2024/file/874a4d89f2d04b4bcf9a2c19545cf040-Paper-Conference.pdf

374 PROCEEDINGS OF THE FEDCSIS. KRAKÓW, POLAND, 2025


