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Abstract—Diachronic text style transfer aims to transform text
from one historical period into the style of another while preserv-
ing its meaning. However, the scarcity of parallel corpora across
time periods makes supervised approaches impractical. In this
work, we propose to adapt the CycleGAN architecture, originally
developed for unpaired image-to-image translation, to model
linguistic change over time. Our method employs a generator and
discriminator, both conditioned on temporal information, and
trained using a combination of adversarial and cycle-consistency
losses. We propose a time-conditioned generative framework that
supports both discrete and continuous temporal representations,
enabling the model to interpolate between historical language
styles. The model is trained on unaligned historical texts and can
transform language from any period to another. This approach
offers a data-efficient solution for diachronic language modeling
and opens new research directions in historical linguistics, digital
humanities, and unsupervised style transfer.

I. INTRODUCTION

O
NE of the main challenges in working with diachronic

textual data lies in the limited availability of directly

aligned texts from different historical periods. Unlike mod-

ern translation datasets, where sentence-level or even word-

level correspondences are often available, historical corpora

typically lack such parallel structures. For instance, there is

rarely a source with one-to-one correspondence between a

text written in Middle English and its equivalent in Modern

English. This absence of parallel data complicates efforts to

apply conventional supervised methods to historical language

normalization, translation, or style transfer tasks. As a result,

there is a growing need for methods capable of learning map-

pings between historical and modern language forms without

relying on direct supervision or aligned corpora.

In this paper, we propose adapting the CycleGAN ar-

chitecture, originally developed for unpaired image-to-image

translation [1], to the domain of unpaired diachronic text

style transfer. Our goal is to demonstrate that the CycleGAN

framework, with appropriate modifications for textual data, can

serve as a viable approach to style transformation across time

periods.

II. BACKGROUND AND RELATED WORK

CycleGAN is a type of Generative Adversarial Network

(GAN) [2] designed for unpaired data translation, originally

A B

G

F

DA DB

Fig. 1. CycleGan architecture, based on [1]. G and F are generators, A and
B are two domains and DA and DB are discriminators working in these
domains.

proposed for image-to-image translation tasks (Zhu et al.,

2017) [1]. The model consists of two generators and two

discriminators. Each generator learns to map data from one

domain to another (e.g., from domain A to B, and from B to

A), while each discriminator evaluates whether the generated

output appears realistic within its respective domain (Fig. 1).

A core innovation of CycleGAN is the cycle consistency

loss, which ensures that if an input sample is translated to the

target domain and then back to the original domain, the result

should closely resemble the initial input. This regularization

term helps the model retain the core content of the source

while adjusting its style to match the target domain.

In formal terms, given two domains X and Y , and two

generators G : X → Y and F : Y → X , the cycle consistency

loss is defined as:

Lcyc(G,F ) = Ex∼pdata(x) [∥F (G(x))− x∥1]

+ Ey∼pdata(y) [∥G(F (y))− y∥1]

This encourages F (G(x)) ≈ x and G(F (y)) ≈ y, thereby

enforcing that the content of the input is retained after a round-

trip translation.

A good example of this process involves translating images

of horses to zebras and back again. Even without paired

examples (i.e., no exact horse-zebra image pairs), the network
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Fig. 2. Example of image to image translation using CycleGan presented in
original paper [1].

learns meaningful transformations through adversarial learning

combined with the cycle consistency constraint (Fig. 2).

While CycleGAN enables unpaired translation between two

domains, it does not scale efficiently to scenarios involving

multiple domains. Each pair of domains would require separate

generator and discriminator pairs, which would make the

model increasingly complex and computationally expensive.

In contrast, StarGAN [3] extends the CycleGAN framework to

support multi-domain translation within a single unified archi-

tecture. StarGAN achieves this by conditioning the generator

and discriminator on domain labels, enabling style transfer

across many categories using a shared set of parameters. The

generator G(x, c′) takes an input sample x and a target domain

label c′, and produces an output in the desired style. The

discriminator not only distinguishes real from fake samples

but also predicts their domain label (Fig. 3).

In this work, although our primary architecture is inspired

by CycleGAN, we also leverage the principles of StarGAN to

investigate possible multi-era style transformation tasks. This

enables flexible style transfer across multiple historical stages,

effectively allowing the model to map between linguistic

variants from different centuries using a unified, conditional

architecture - without the need to train separate models for

each specific pair of eras.

A. Adaptations of CycleGAN for Unsupervised Text Style

Transfer

Although CycleGAN was originally proposed for unpaired

image-to-image translation, its underlying principles have in-

spired a number of adaptations in the field of natural language

processing and also in tasks involving unsupervised text style

transfer. The goal of these adaptations is to utilize CycleGAN’s

ability to learn mappings between two domains without the

need for aligned or parallel training data, a feature especially

relevant when working with diachronic corpora or stylistically

divergent text.

One of the contributions in this direction is the work by

Huang et al. [4], where they proposed a Cycle-Consistent

Adversarial Autoencoder model designed specifically for un-

supervised text style transfer. Their method combines an

autoencoder with cycle consistency loss and adversarial train-

ing, allowing the model to keep the semantic content while

changing the writing style.

Lorandi et al. [5] proposed a more direct application of

the CycleGAN architecture to text style transfer, where they

focused on sentiment transformation between positive and

negative expressions. Their model, called TextCycleGAN,

works without paired data and uses cycle-consistent adversar-

ial training to learn bidirectional mappings between different

texts. Although they use a fairly basic LSTM design for both

generators and discriminators, their results on the Yelp dataset

achieve strong sentiment accuracy and fluency, proving that

CycleGAN can work effectively with text data.

Similarly, Wang et al. [6] used CycleGAN for a more struc-

tured task: converting abstracts into conclusions in scientific

papers. By considering abstracts and conclusions as different

stylistic domains, they demonstrated that CycleGAN can learn

style transformation patterns within specialized types of text,

using only unpaired data.

These studies show the growing potential of CycleGAN-

inspired architectures for text style transfer tasks. By demon-

strating that effective stylistic transformations can be achieved

in an unsupervised manner, without the need for aligned

or parallel corpora, they lay the groundwork for extending

such approaches to more complex linguistic domains. They

provide a strong basis for exploring how CycleGAN-based

models might perform in the context of diachronic language

data, where the scarcity of parallel examples across historical

periods makes supervised approaches very hard to implement.

This motivates our own research idea, in which we adapt

the CycleGAN framework to perform style transfer between

different variants of the language over the centuries.

III. PROPOSED METHOD

A. Task Formulation

The goal of this work is to perform unpaired diachronic

text style transfer. That is, given a piece of text written in

the linguistic style of a certain historical period, e.g., the 15th

century, we aim to generate a version of that text that retains

its original meaning but is expressed in the linguistic style of

a different period, such as the 21st century.

Crucially, we assume there are no parallel corpora linking

these periods. That means we do not have direct sentence-level

alignments between time periods. This makes the task a fully

unsupervised sequence transformation problem.

B. Formal Setting

Formally, let T denote the temporal domain associated with

linguistic style. We consider two possible representations of

time:

1) Discrete time domain:

Tdisc = {t1, t2, . . . , tn}
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Fig. 3. Overview of StarGAN, consisting of two modules, a discriminator D and a generator G, based on [3].

where each ti corresponds to a fixed historical period (e.g.,

15th century, 16th century, etc.), or to broader linguistic eras

(e.g., Old English, Middle English, Modern English).

2) Continuous time domain:

Tcont ⊂ R

where time is modeled as a real-valued scalar, such as the

year or century of origin. This formulation allows the model

to reason about intermediate or underrepresented styles and

enables smooth interpolation across time.

In this work, we emphasize the continuous representation

due to its potential for fine-grained modeling of historical

language change. However, the proposed framework remains

compatible with discrete labels, which may be more practical

in cases where time annotations are coarse or categorical.

Let x ∈ Xt denote a text sample originating from time

period t ∈ T. Our objective is to learn a generative function:

G(x, t′)→ x̂t′

where t′ is the target time period and x̂t′ is a text that preserves

the meaning of x but adopts the linguistic characteristics of

period t′.

To ensure that the model preserves the semantic content of

the input, we adopt a cycle-consistency mechanism inspired

by StarGAN, where a single shared generator G is used for

both forward and reverse transformations. Specifically, given

a source text x from time period t, we first translate it to the

target style t′, and then we use the same generator to map x̂t′

back to the original style t:

G(G(x, t′), t) ≈ x

This should allow us to enforce that the transformation is ap-

proximately invertible, encouraging the generator to preserve

content while altering only the stylistic features associated

with time.

C. Model Losses

Our model is suppose to be trained using a combination of

adversarial and cycle-consistency objectives, adapted for the

temporal style transfer task.

1) Adversarial Loss: Rather than using separate discrimi-

nators for each time domain (as in CycleGAN), we employ a

single shared discriminator D that is conditioned on the target

time period t′. Its objective is to perform real/fake classi-

fication–that is, to determine whether a given sentence is a

genuine example from time t′ or a synthetic sample generated

by the model. By conditioning on t′, the discriminator learns

to judge the temporal authenticity of the input relative to the

specified style period.

The generator G(x, t′) attempts to transform a text sample

x from its original time period t into the style of target time

t′. The discriminator then assesses whether the result is:

1) Authentic, and

2) Temporally consistent with t′

To train this system adversarially, we define the adversarial

loss as follows:

Ladv = Ex′∼pdata(x′|t′)[logD(x′, t′)]
︸ ︷︷ ︸

real samples from target time t′

+ Ex∼pdata(x|t), t ̸=t′ [log(1−D(G(x, t′), t′))]
︸ ︷︷ ︸

generated samples styled for t′

This formulation encourages the discriminator to correctly

distinguish real samples from generated ones. Specifically, it

rewards the discriminator for identifying genuine examples

from time t′, and penalizes it when it fails to detect synthetic

ones. The generator, conversely, is optimized to fool the

discriminator into classifying its outputs as authentic. So it

ensures that G learns to generate text indistinguishable from

true samples belonging to the target time period t′.

2) Cycle-Consistency Loss: To ensure that the semantic

content of the text is preserved during style transfer across dif-
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ferent time periods, we impose a cycle-consistency constraint

using the same generator G. Formally, this loss is defined as:

Lcyc = Ex,t,t′ [∥G(G(x, t′), t)− x∥1]

This term encourages the model to reconstruct the original

input text x after sequentially transforming it to a different

temporal style t′ and then back to its original style t. By

minimizing this reconstruction error, the model is guided to

produce style-transferred outputs that maintain the original

meaning and content, rather than simply generating stylis-

tically plausible but semantically unrelated text. In essence,

cycle-consistency enforces that the transformations are invert-

ible and that the core semantic information remains stable

across diachronic style mappings.

3) Full Objective: The overall training objective combines

the adversarial loss and cycle-consistency loss to jointly opti-

mize generator G and discriminator D. Formally, the full loss

function is given by:

L = Ladv + λcycLcyc

where λcyc is a hyperparameter that balances the importance

of cycle-consistency relative to the adversarial loss.

The generator G aims to minimize this combined loss,

learning to produce temporally consistent and semantically

faithful style transfers, while the discriminator D is trained

to maximize the adversarial loss, improving its ability to

distinguish real from generated samples conditioned on the

target time period.

Thus, the model should achieve effective unpaired di-

achronic text style transfer by encouraging realistic temporal

style generation and content preservation simultaneously.

D. Proposed Model

Our proposed model adopts a transformer-based archi-

tecture, drawing inspiration from CycleGAN and StarGAN,

specifically designed for diachronic text style transfer. The

model consists of two main components:

• Generator G(x, t′)
• Discriminator D(x, t′)

The generator will probably be a conditional transformer

encoder-decoder model [7] that transforms a given input text

x from its original time period t into the style of a target time

t′. The temporal condition t′ will be injected into the model

in the decoder part.

The discriminator will most likely be a decoder-only trans-

former that evaluates whether the input x is a real sample

drawn from the target time period t′ or a generated one. It

receives the time condition t′ as additional input and is trained

to perform binary classification (real/fake) with respect to this

condition.

Fig. 4 illustrates the overall model architecture, including

the generator and discriminator modules, temporal condition-

ing flow, and the cycle path used during training.

Algorithm 1 Training Procedure

Require: Training corpus D = {(xi, ti)} with time labels

1: for each minibatch {(xi, ti)}
N
i=1 sampled from D do

2: for each xi in minibatch do

3: Select a target time t′i ∈ T\{ti} uniformly at random

4: Generate transformed sentence: x̂t′
i
← G(xi, t

′
i)

5: Reconstruct original: x̂ti ← G(x̂t′
i
, ti)

6: end for

7: Compute adversarial loss Ladv

8: Compute cycle-consistency loss Lcyc

9: Update discriminator D to maximize Ladv

10: Update generator G to minimize Ladv + λcycLcyc

11: end for

E. Training and Evaluation

The proposed model is trained end-to-end using a combina-

tion of adversarial and cycle-consistency losses. As shown in

algorithm 1, training proceeds by iterating over mini-batches

of text samples drawn from the training corpus D = {(xi, ti)},
where each sample is annotated with its corresponding time

period ti.

For each input sentence xi in a mini-batch, a target time

t′i is randomly sampled from the set of available time labels,

excluding the original time ti. The generator G then transforms

the sentence into the style of the target time, producing

x̂t′ = G(x, t′). To enforce semantic preservation, this gen-

erated sample is passed again through the generator, that is

now conditioned on the original time period to reconstruct the

source sentence: x̂t = G(x̂t′ , t), where x̂t ≈ x.

After all forward and backward transformations are com-

pleted for the mini-batch, two loss functions are computed:

• The adversarial loss Ladv encourages the discriminator D

to distinguish real samples from generated ones, while

guiding the generator to produce temporally consistent

and realistic outputs.

• The cycle-consistency loss Lcyc enforces that the content

of the original sentence is preserved across the round-trip

transformation between time styles.

The discriminator is updated to maximize the adversarial

loss, while the generator is updated to minimize a weighted

combination of both losses: Ladv + λcycLcyc.

Due to the lack of parallel diachronic corpora, automatic

evaluation is challenging. We propose the following evaluation

strategies:

• Temporal Classification Accuracy: A pretrained time

classifier can be used to assess whether generated samples

are stylistically consistent with the target time period.

• Cycle Reconstruction Error: Content preservation can

be approximated, for example, by measuring the L1

distance between the input sentence and its reconstruction

after a cycle pass.

• Human Evaluation: Expert evaluations by historians

or linguists can offer valuable insights into the fluency,
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Fig. 4. Proposed model architecture

semantic accuracy, and historical authenticity of the gen-

erated text.

This training strategy should help the model learn a smooth,

time-aware text style transformation function that can gener-

alize across different historical periods, even without parallel

supervision. By conditioning both the generator and discrimi-

nator on a continuous temporal index, the model may learn to

recognize subtle patterns in the evolution of linguistic features

over time. Instead of memorizing fixed mappings between

specific time periods, the generator will learn to interpolate

and extrapolate stylistic attributes across the temporal space.

This should allow flexible text generation at arbitrary points

in the historical timeline, including periods for which little or

no direct training data exists.

IV. EXPECTED CONTRIBUTION

This paper introduces a new framework for diachronic text

style transfer, allowing sentences written in the style of one

historical era to be transformed into stylistically consistent ver-

sions from another period. Unlike conventional style transfer

approaches that often depend on aligned or parallel corpora,

our method operates in a fully unsupervised manner, enabling

training on naturally occurring, unaligned historical texts. This

marks a substantial advancement in tackling the issues of the

scarcity of alligned data in diachronic text corpora.

A core innovation of our model lies in its use of continuous

time representations to condition both the generator and the

discriminator. Rather than assigning fixed domain labels (e.g.,

“15th century” or “modern English”), time is treated as an

input variable, allowing the model to learn smooth, temporally-

aware transitions between language styles. This enables more

granular control over the generated outputs and allows the

model to capture linguistic change over time as a continuous

process based on continuous data, rather than relying on

discrete class divisions. Moreover, by viewing time as a con-

tinuous factor, the model could potentially predict extrapolate

how language might evolve and even create believable future

versions of it.

We adapt adversarial and cycle-consistency learning tech-

niques, originally developed for images (CycleGAN, Star-

GAN), to the domain of natural language. Our proposed

architecture uses a single shared generator trained with a

combination of adversarial and cycle-consistency objectives,

ensuring that generated sentences not only match the target

time’s style but also preserve the original semantic content.

This allows the model to strike a balance between stylistic

transformation and content fidelity, which is critical for mean-

ingful diachronic translation.

This work advances the field of diachronic NLP by intro-

ducing a general, data-efficient method for modeling language

over time. It creates new opportunities for research in historical

language translation and computational philology. By com-

bining ideas from image style transfer and natural language

processing, this study provides a foundation for future models

that better understand, generate, and adapt text across various

historical periods.

Potential applications of our approach include the mod-

ernization of historical documents, stylistic harmonization of

corpora for linguistic research and speculative modeling of

future language evolutions.

V. POSSIBLE LIMITATIONS AND FUTURE WORK

Although the proposed model is looking very promising,

it can also have several possible limitations. One of the big

issues is the lack of large, high-quality diachronic corpora

that cover long historical periods. This can limit the variety

and reliability of the transformations the proposed model can

learn. In addition, the current architecture may not be able to

completely capture the complexity of language changes, such

as shifts in grammar, meaning, or vocabulary. As a result,

the model may focus on surface-level characteristics while

overlooking some deeper linguistic structures.
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Another limitation occurs when the training data only covers

distant time periods, for example, the 15th and 21st centuries.

In such cases, the model may produce intermediate linguistic

forms that did not exist in the past. The challenge of learning

smooth transformations across large temporal gaps becomes

evident in this interpolation task. To overcome this issue,

temporal conditioning must be carefully designed, potentially

incorporating constraints informed by historical linguistic

knowledge.

Future research could focus on utilizing outside linguis-

tic knowledge, such as syntactic parsers or etymological

databases, to improve semantic preservation and style accu-

racy. The model could also be adjusted for finer temporal res-

olutions, like working with decades instead of entire centuries,

or expanded to manage multilingual historical corpora.
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