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I.� INTRODUCTION 

HIS paper presents a robotic arm detection and control 

using the Hough circles algorithm. 

The control of a robotic arm is very useful in the 

industry, because in today’s consumer world only robotic 

arms can do all the tasks precisely and with high speed [1]. 

The robotic arms need to be automated as much as possible, 

because this way, they can do even more tasks with less 

human intervention, which will lead to higher productivity 

[2]. 

Mostly in the industry, robotic arms are blind; they don’t 

have vision system [3]. Vision system adds artificial 

intelligence and more autonomy to a robotic arm [4]. Mostly 

in the industry robotic arms are programmed previously, 

they know exactly all the movements which need to be 

executed [14]. This way, the robotic arms are not very 

flexible for today’s dynamic world. If the robotic arm has a 

vision system added, than it can change its tasks during 

execution, this way there is no need to stop a production line 

[15]. A vision system can also make auto calibration for the 

robotic arm, this way the robotic arm can make small 

adjustments during execution, this way there is no need to 

stop the production line and this will save money and time 

[16]. 

In this experiment a robotic arm detection and control 

method was made. The robotic arm has glued colored bottle 

stoppers, the image has applied color filters and the joints 

are detected with the Hough circles method [8]. 

The joints are numbered, so exact position of them it’s 

known. The joints can be united with straight lines, this way 

the skeleton of the robotic arm can be created and this way  

 

the movement of the robotic arm can be loaded in a PC [9]. 

With this information a control algorithm can be created just 

based on the images of the robotic arm taken with the 

connected cameras [10]. 

II.�PROBLEM FORMULATION 

The laboratory from the university had two Lynxmotion 

AL5 type robotic arms, the AL5A and the AL5B. These 

robots had no cameras or some other control system 

connected to them. The idea was to create a smart control 

system with image recognition, where the position in space 

of the robotic arm can be detected and to have a possibility 

to control the robotic arm using this information [11]. The 

intention was to implement the control system in C/C++ 

with the OpenCV library and run it on the Linux operating 

system. The used cameras were the Logitech C270 cameras 

which are compatible with a wide range of operating 

systems, including Ubuntu Linux 12.04 LTS which was used 

in this experiment. The Linux operating system is also a very 

good choice, because the system can be ported, with only a 

small amount of effort on other embedded devices which can 

run the Linux operating system. 

III.� PROBLEM IMPLEMENTATION 
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The experiment was made with the Lynxmotion AL5B 

robotic arm (Fig. 1). This robotic arm is used mainly for 

teaching purposes, but it can be also used for tasks which 

reflect industrial behavior of a robotic arm, because it copies 

exactly the characteristics of an industrial robotic arm. 

The used robotic arm is controlled with the SSCA32 servo 

control board (Fig. 2). The communication with the servo 

control board can be done from a master control system, like 

a PC, via the RSA232 serial interface. The SSCA32 servo 

control board can generate PWM signals up to 32 motors; 

the used robotic arm has only 6 motors, so the servo control 

board is more than enough. The movement angle of each 

motor from the robotic arm is proportional with the PWM 

signal’s duty cycle [12]. 
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The motors from the robotic arm are special Hitec 

servomotors with gears for increasing the torque; they have 

also a special circuit board which moves the motors 

proportionally to the PWM signal generated by the SSCA32 

servo control board [13]. 

 

 

Fig.  1 Lynmotion AL5B robotic arm 

 

Fig.  2 SSCA32 servo control board 
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For controlling the robotic arm, SCPI (Standard 

Commands for Programmable Instruments) commands are 

sent through the serial interface from the PC to the SSCA32 

servo control board. These commands were captured using 

the HHD Free Serial Port monitor program (Fig. 3). 

 

 

Fig.  3 HHD Free Serial Port Monitor 

 

Next it will be presented the SCPI commands for 

controlling the robotic arm. 

The first command is the version reading command, 

which is used for establishing connection over serial 

interface between the master control computer and the SSCA

32 servo control board. 

The commands after are the commands which initialize 

the motors. Actually these commands test all the digital 

ports from the SSCA32 servo control board. There are tested 
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all 32 digital ports, even those which have no motors 

connected to them. This is a self test before controlling the 

robotic arm; this way is known if the system runs normally. 

The “ALL SERVOS 1500” command places all servos in 

the position 1500. The position 1500 is the middle position 

of each motor. The motors are mechanically blocked to be 

able to make a maximum rotation of 180°, so the middle 

position is at 90°. The robotic arm is assembled 

mechanically in such a way, when all motors are in middle 

position, it can be said that the robotic arm woke up. The 

robotic arm it’s in a position which resembles a Greek 

capital gamma letter (“Γ”). The “ALL SERVOS 1500” 

command places the robotic arm in the home position, a 

position which is well known by the system, because all the 

motors are at the position 1500. 

The last commands are used to control each motor of the 

robotic arm. The first number after the “#” it’s the motor 

number. The second number after the “P” letter it’s the 

motor position. If it’s 1500, than the motor it’s in the middle 

position. The last number which is after the “S” letter is the 

execution time, which is usually set to 1000 ms. If this 

number is 0, than this means that the motor is set to the 

maximum possible speed, so this way the execution of the 

movement will be made at the maximum speed which can be 

executed by the motor. 
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If the minimum robotic value (500) and maximum robotic 

value (2500) is known, than equation (1) can be obtained. 

 

� = 	
∆�

180° − 0°
= 	
2500 − 500

180° − 0°
=�

= 11, �1�	�������	�������

����

 

Equation (1) implies equation (2). 

 

1°~��������������	������� ����

 

In Fig. 4 there is the block diagram of the experiment. As 

it can be seen, we have a PC, the Logitech C270 webcam 

and the Lynxmotion AL5B robotic arm. The system is made 

for 2D control of the robotic arm, but for 3D control, the 

camera and the algorithm needs to be duplicated. The 

software part is a little bit more interesting. First it’ s used a 

HSV (Hue, Saturation Value) filter. After this, the Hough 

circle detection it’s made. 

 

Fig.  4 Block diagram of the experiment 
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The Hough circle algorithm can detect round spots in an 

image. Round spots are present on the image after color 

filtering. The biggest round spot will be chosen, which will 

be a colored bottle stopper on a joint of the robotic arm. The 

Hough circle algorithm draws a circle around this detected 

colored spot. 

After this step, the center of the circle is detected, which 

is actually the coordinate of a joint of the robotic arm and 

also is the place where the number of the joint will be 

placed. After this step, the joints can be united and this way 

the position of the robotic arm in space is known. After 

knowing the position of the robotic arm, SCPI commands 

are created and sent using the VISA RSA232 serial driver 

from National Instruments. 

�������������������������

The software was implemented in Ubuntu Linux 12.04 

LTS operating system using the C/C++ programming 

language with the OpenCV library and the Qt GUI. As it can 

be seen on the first image, the joints are recognized with the 

circles around the colored bottle stoppers glued to them. The 

joints are numbered. 

The second image is the HSV filter of the original image. 

The next four images are the color filters for blue, yellow, 

red and green with the sliders for the HSV values. 

As we can see the joints were recognized, the only task is 

to unite the joints with straight lines, which is quite easy 

because the coordinates are known. They are exactly at the 

center of the circles. The numbers are drawn at the centers of 

the circles. The only task is to write the equation of a 

segment which goes though two points in space. After the 

step when the joints are united, the skeleton of the robotic 

arm is created. This data can be loaded in a PC and the 

position of the robotic arm will be known. Based on this info 

SCPI commands can be sent to the robotic arm to place its 

gripper in the desired position. 

 

 

Fig.  5 Robotic arm control application under Ubuntu Linux 12.04 LTS in C/C++ programming language with OpenCV library using the Hough circles 
method for joint position detection 
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IV.� CONCLUSION 

It was presented a system which can recognize the joints 

of a robotic arm using the Hough circles algorithm. 

The robotic arm recognition is useful in the industry 

because it can ease the maintenance of the production line. 

There is no need to program previously or to calibrate the 

robotic arm, these operations are done onAtheAgo during 

execution. 

The Hough circles algorithm works flawlessly for joints 

detection. There was also made a test with the Hough circle 

algorithm to follow a bouncing pingApong ball. The test was 

done with no errors. After this test it could be told that the 

Hough circles algorithm can follow any movement of a 

robotic arm, it can even follow a bouncing pingApong ball. 

The Hough circles algorithm is implemented in OpenCV, 

so it can be used with ease. 

Further enhancements would be to port the robotic arm 

control application on an embedded system. 

The first step would be to port it on a Raspberry PI with 

Raspbian Linux “Wheezy” v7.0. After this it can be ported 

on FPGA boards which can run Ubuntu Liunx 12.04 LTS 

like the ZYBO or the ZedBoard development boards from 

Digilent. 

On all the three systems the code can be ported directly as 

it is written in C/C++ or in Python. All the boards have the 

possibility to install OpenCV, so all the algorithms can be 

implemented with just minor changes. 

The final task is to actually create the ASIC with Linux 

running on it and the code written in C/C++ with the 

OpenCV library. This would recognize the robotic arm’s 

joints using the Hough circles algorithm. The task to create 

an ASIC is not the most complicated one, because there are 

tools from Mentor Graphics which can convert the VHDL 

codes in Verilog and after it can create the layout of the chip. 

This ASIC will behave similar to a PC or to a development 

board, but it will be a compact embedded IC which will be 

portable and will have the possibility to be placed in on 

PCBs with reduced size. 

This idea to do everything portable and embedded came 

due to the tendency of the industry and consumer electronics 

predictions. This fact is described also in the German 

factories in the “Industrie 4.0” standard which explains that 

in the future the PC will not exist and it’s no more needed. 

The task is to have many small smart devices like smart 

phones, tablets, smart watches and embedded devices which 

can do the same task as a PC, but they are much more 

flexible and much more compact. These devices are all 

connected in a big wireless network, all the devices 

communicate with each other in a smart manner and 

everything is more automated and works better, faster with 

less human intervention. This big wireless network became 

possible with the introduction of IP v6 which gave more IP 

addresses to the continuously growing devices connected to 

the big internet and to the intranets. 
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