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Abstract—Statistical analysis of medical data plays significant
role in medical diagnostics development. However in many cases
the statistics is not effective enough. In the paper we consider
combining statistical inference with clustering in the prepro-
cessing phase of data analysis. The proposed methodology is
checked on cardiovascular data and used for developing methods
of early diagnosis of hypertension in children. Experiments,
conducted on the real data, have demonstrated that the proposed
hybrid approach allowed to discover relationships which have
not been identified by using only the statistical methods. We
have observed approximately 30% growth in the number of
correlations between diagnosed attributes. Moreover all the
obtained statistically significant dependencies were stronger in
clusters rather than in the whole datasets.

I. INTRODUCTION

I
N RECENT years medical progress as well as the equip-

ment development make possible collecting the increasing

amount of data. One can expect that their analysis will help

medical practitioners in improving patient care, proposing new

therapies or developing the existing ones. However, statistical

analysis, which is commonly used to support medical diag-

nosis, in many cases, turns out to be not effective enough.

Such situation takes place, when the correlations between

parameters, which seem to be useful for medical inference,

are not possible to obtain. For example, it might happen, when

standard deviation in the dataset takes on the large value [1].

To improve the performance of statistical models, we pro-

pose the new approach, which consists in including clustering

in the preprocessing phase. Both of the techniques have

already been broadly investigated in medical applications, but

their combination has not been examined as supporting tools

for medical diagnosis so far. The presented approach enables

to identify groups of similar instances, for which statistical

models can be built effectively. Special attention is drawn to

feature selection process. We assume that the set of attributes

used in clustering and statistical analysis phases should be

different, not correlated and consistent with the process of

medical diagnosis as well as the state of art of the approaches

to statistical analysis of the medical data (see [2] for example).

In the paper we focus on cardiovascular diseases, which

are the leading causes of death in the majority of countries

[3]. The research aims at developing methods for early diag-

nosis of hypertension (high blood pressure) in children. The

proposed methodology was verified by experiments done on

three different sets of real children cases. Experiment results

showed that application of the cluster analysis effectively sup-

ports statistical inference for the diagnosis in the considered

cardiovascular problem.

The remainder of the paper is organized as follows. In

Section II relevant work is presented. Next, the medical

issues of hypertension problems in cardiovascular diagnosis

are introduced, then the proposed methodology is described.

In the following section, the experiments conducted on real

data are depicted. Finally, the results are discussed and some

concluding remarks are presented.

II. RELATED WORK

In medicine most of the rules for diagnosis and treatment

are based on statistical analysis. However, new challenges

connected with medical data analysis impose application of

more sophisticated methods such as data mining techniques

which ensure the process improvement. Application of data

mining techniques in biomedical and healthcare fields was

discussed by Yoo et al. [4]. The authors stated that descriptive

and predictive power of data mining could be widely used in

these areas.

Cluster analysis has already been integrated with statistical

methods for medical data in the research of Haldar [5].

However the goal of the study was not do discover new

dependencies, but to define the phenotypes of clinical asthma.

The research was proposed against other models of asthma

classification and according to authors it might have played

a supporting role for different phenotypes of heterogeneous

asthma population. A survey of data mining methods that

has been applied to traditional Chinese medicine (TCM)

clinical data systems was provided by [6]. Cluster analysis,

association rules, a latent structure model and a topic model

were considered in the context of Chinese medicine.

In [1] different clinical decision support systems for heart

disease prediction and diagnosis were compared. These sys-

tems were based on such data mining techniques as: a mul-

tiplayer perceptron, genetic algorithms, fuzzy rules, decision

trees and Bayesian networks. As the result of investigations

the authors stated that the considered techniques are not

satisfactory and finally there is still lack of a solution for the
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identification of treatment options for the patients with heart

diseases.

In [7] a statistical inference of heart rate and blood pres-

sure was examined. The authors considered three different

approaches. The first one was based on examining correlation

between raw data. Then since the measurements could be

corrupted by noise, a filtration procedure was performed on

data before correlating the signals. In the last approach least

squares approximation was applied. The results of all of the

techniques were similar. The obtained correlation coefficients

seemed to be an unpredictable random numbers.

Meng et al. [8] compared the performance of logistic regres-

sion, artificial neural networks and decision tree models for

predicting diabetes or prediabetes using common risk factors.

The research proved the advantages of decision tree model

comparing to the other considered techniques. The authors of

[9] examined the performance of the alternate classification

methods, such as bootstrap aggregation, boosting, random

forests and support vector machines with conventional clas-

sification trees to classify patients with heart failure. Bashir

et al. [10] proposed combination of three classifiers for intel-

ligent heart disease diagnosis. Broad review of data mining

techniques applied in this area was presented in [11].

III. HYPERTENSION PROBLEMS IN CARDIOVASCULAR

DIAGNOSIS

Hypertension is the cardiovascular disease, which may have

their onset in the young [12]. Hence arterial hypertension is

a significant problem in pediatric practice. It is estimated that

this pathology affects 3-5% of the total children population,

while for teenagers the percentage of hypertension cases

increases up to 10%. Therefore finding effective methods

which support early diagnosis of hypertension and thus help

in implementing an appropriate management to prevent the

disease is currently the matter of interests of many researchers.

Hypertension is mainly defined on the basis of blood

pressure measurements. However the initial cardiac data can

be characterized by over 50 attributes. All patients undergo

physical examination, manual arterial blood pressure mea-

surements (RR SBP, RR DBP), ambulatory blood pressure

monitoring (ABPM-S, ABPM-D), echocardiographic exami-

nation to evaluate cardiac function using standard parameters

(ejection fraction, shortening fraction and myocardial perfor-

mance index) and tissue Doppler examination (systolic mitral

annular velocity profile and regional function parameters:

velocity, strain, strain rate). A selection of attributes, which

cardiologists use to diagnose arterial hypertension (see [13],

[14] and [15]) is shown in Table I. The first two columns of the

table contain names and descriptions of selected parameters,

the third one presents ranges of attribute values.

To improve early detection of hypertension in children,

the researchers look for new factors, which may indicate the

high blood pressure appearance [16]. Medical data analysis

helps in evaluating the characteristics of the variables in the

data sets of healthy and diagnosed children and discovering

the relationships between all the parameters. The detailed

TABLE I
THE SELECTION OF PARAMETERS COLLECTED FOR ARTERIAL

HYPERTENSION EVALUATION

Name Description Range

HA Arterial hypertension presence Nom. (Yes/No)

BMI Body mass index 11.9 - 31.6

BWT Body weight 14.6 - 88.0

BSA Body surface area 1.4 - 2.2

HC Head circumference 29.0 - 36.0

PI Ponderal index 14.58 - 26.20

RR SBP Manual measurement 86 - 150

of systolic blood pressure

RR DBP Manual measurement 44 - 87

of diastolic blood pressure

ABPM-S Ambulatory systolic blood 19 - 87

pressure monitoring

ABPM-D Ambulatory diastolic blood 4 - 78

pressure monitoring

IVSd Interventricular septum 5 - 14

PWDs Posterior wall thickness 11 - 19

TG Triglyceride Level 24 - 236

E/A Ratio of the early to the late 1.15 - 1.77

mitral inflow velocities

DecT Deceleration time - time interval 126 - 325

of peak E-wave velocity

to its extrapolation to the baseline

AEF Atrial ejection force 4570 - 9158

medical descriptions and statistical analysis of these issues

were subjects of the research presented in [13], [14] and [15].

The authors stated that the high value of standard deviation in

the dataset disabled obtaining some of the correlations between

parameters, which could have been useful for medical infer-

ence. That fact motivated us to build methodology described

in the presented paper.

IV. MATERIALS AND METHODS

In medical research, an analysis of the results of obser-

vations plays the crucial role, as its effects are expected to

be implemented into practical applications. The process of

medical research is usually supported by statistical analysis

but very often it is not effective enough. In many cases,

dissimilarities or inconsistency within the data sets appear due

to incorrect measurements or distortions. The presence of such

deviations may lead to the rejection of true hypothesis in the

case of small data sets. The use of clustering before conducting

a statistical analysis allows to identify groups of similar cases,

and thus to better evaluate respective parameters.

The proposed methodology of improving medical inference

process from a medical data set consists of three main steps:

• feature selection, which enables choosing the set of

attributes for building clusters,

• clustering based on the parameters indicated by the pre-

vious step to distinguish groups of similar characteristics,
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• statistical analysis performed in clusters to find new

dependencies between all the collected parameters.

Fig. 1. System architecture for improved knowledge discovery using cluster-
ing techniques.

The general structure of our approach is shown on Fig. 1.

We assume that clustering and statistical analysis are applied

on the preprocessed and transformed data, and are preceded

by feature selection process. The description of each step is

presented in the following subsections.

A. Feature Selection

Feature selection is a technique of choosing an appropriate

subset of the available attributes, which ensures building

the model with high classification accuracy. In medical data

analysis there exist two main feature selection approaches:

using of automatic feature selection mechanisms or selecting

parameters as a result arising from the process of medical

diagnosis. The first one was considered in [17]. The authors

tried to provide a generic introduction to variable elimination,

which can be applied to a wide range of machine learn-

ing problems. They considered filter, wrapper and embedded

methods. However, they found out that comparison of feature

selection methods can only be done on the data of the same

characteristics.

Cheng, in turn, stated that in the case of cardiovascular

diseases the feature subsets selected in the process of medical

diagnosis improve the sensitivity of the analysis [18]. Such

approach will be used in the proposed methodology, to obtain

a set of attributes for further analysis.

B. Clustering

Cluster analysis is one of the most commonly used data

mining techniques, as it may be applied to classify com-

plex data of many variables and many dimensions. Unlike

discriminant analysis, no classification variables are inserted

to divide the original data. What is more, in many cases,

when the groups are detected, it is necessary to use other

methods to discover the meaning of clustering [19]. Therefore,

combination of cluster analysis and statistical inference seems

to be the effective tool supporting medical diagnosis.

During investigations of the effectiveness of the proposed

methodology, two different clustering approaches: determin-

istic and probabilistic were considered. As the presented

technique aims at supporting physicians in making medical di-

agnosis, there were chosen simple comprehensible algorithms,

because doctors should understand the tools they use. In the

first group, k-means algorithm has been considered. In the case

of medical data, this technique gives higher accuracy and lower

root mean square error (RMSE) in comparison with other clus-

tering methods, such as fuzzy C-means clustering, mountain

clustering or subtractive clustering [20]. As the probabilistic

method, expectation-maximization (EM) algorithm has been

investigated. EM uses the finite Gaussian mixtures model

to generate probabilistic descriptions of clusters in terms of

means and standard deviations [19].

1) The K-Means Algorithm: The k-means algorithm is one

of the most popular clustering method. The clusters in data set

are defined by minimizing a distance (dissimilarity) function.

In most of the cases Euclidean metric is considered as distance

function [2],[21].

Let us consider the set of n data X = {xi; i = 1, ..., n}
and the set C of k cluster centers C = {cj ; j = 1, ..., k}. For

a given k, the goal of clustering is to find C for which the

function determined by (1) achieves its minimum.

minj

(

n
∑

i=1

‖xi − cj‖

)

(1)

The algorithm for k-means can be described as follows [21]:

1) Randomly choose k data points from X as the initial set

C of cluster centers. Denote them by cj , j = 1, ..., k.

2) Reassign all xi ∈ X to the closest cluster mean cj
3) Update all cj ∈ C as means of the points assigned to

the corresponding clusters.

4) Repeat steps 2 and 3 until cluster assignments do not

change.

Choosing k initial centers at random, does not guarantee

finding optimal clusters. To increase the chance of finding

a global minimum in (1), it is usually suggested to run the

algorithm several times with different initial choices and pick

out the best final result - the one with the smallest total squared

distance [21].

2) The EM Algorithm: The expectation - maximization

(EM) algorithm is an iterative algorithm used to calculate

maximum likelihood estimates in parametric models in the

presence of missing data [22].

The goal of statistical models is to find the most likely set

of clusters on the basis of training data and prior expectations.

Expectation- Maximization algorithm (EM) uses the finite

Gaussian mixtures model to generate probabilistic descriptions

of clusters in terms of means and standard deviations [19].

The big advantage of EM algorithm is a possibility to select a

number of clusters by cross validation techniques, what allows

to obtain its optimal value [21]. That feature allows not to

determine the number of clusters at the beginning. Similarly to

k-means method, parameters are recomputed until the desired

convergence value is achieved.

3) Optimal Number of Clusters: One of the most important

issue connected with clustering is an identification of the

optimal number of clusters. There exist different approaches

to solve this problem.
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In the case of k-means algorithm, the technique called elbow

criterion has been considered. The elbow criterion says that

one should choose a number of clusters, such that adding the

next one does not increase quantity of information sufficiently

[23]. When a graph for a validation measure calculated in

the clusters is plotted against the number of clusters, at first

amount of information is increasing, but at some point the gain

starts decreasing, giving an angle in the graph, that is called

the elbow.

In some cases, elbows cannot be unambiguously identified.

Therefore it may be helpful to use another validation method

for finding optimal number of clusters. As in the case of EM

algorithm the optimal number of clusters can be determined

by cross validation technique [21], the number of clusters in-

dicated by elbow criterion can be confirmed by EM clustering.
It is worth mentioning that in medicine the number of

clusters is very often equal to two as there exists common

intention to split the whole data set into two groups [20].

Besides, when the number of considered instances is small,

what very often takes place in medical applications, the bigger

number of clusters would decrease the group sizes and as a

consequence would make the medical inference less reliable

as it is difficult to obtain sufficiently high power of statistical

tests [2],[24].

C. Statistical Analysis

Statistical data analysis usually begins with an assessment of

measures of descriptive statistics, which allows to detect errors

that were not identified during data preparation phase. The

basic descriptors, for which the evaluation is indicated, include

measures of central tendency (arithmetic mean, median and

modal), measures of dispersion (range and standard deviation).

Next statistical inference using a suitable test is carried out.

The selection of the test is made on the basis of the type

and the structure of the analyzed data. It depends on attribute

types, scale type, number of experimental groups and their

dependency, as well as the test power. The test selection should

be done in accordance with the requirements of the USMLE

(The United States Medical Licensing Examination). In the

current research, we will consider the tests commonly used in

medical diagnosis problems [1]:

• Kolmogorov-Smirnov test, which is used to test for

normality of distribution of the attributes,

• Unpaired two-sample Student’s t-test for the significance

of a difference between two normally distributed values

of attributes,

• Mann-Whitney U test, which is a non-parametric test

for significant differences determination, where attributes

were in nominal scales.

The impact of one variable measured in an interval or ratio

scale to another variable in the same scale can be expressed

using the Pearson’s correlation coefficient rP (x, y). In the

case where one or both of the variables are measured with

an ordinal scale, or variables are expressed as an interval

scale, but the relationship is not a linear one, the Spearman’s

correlation rS(x, y) test is used.

V. EXPERIMENTAL ANALYSIS AND RESULTS

The main objective of the experiments was to examine

the performance of the proposed approach by comparing the

results derived from statistical analysis carried out on clusters

with the ones obtained for the whole datasets. The experiments

were conducted on the real datasets, which were gathered for

early diagnosis of arterial hypertension in children.

A. Data Description

There have been considered three different datasets

("HEART", "ECHO", "IUGR") collected from children hos-

pitalized in the University Hospital No 4, Department of Car-

diology and Rheumatology, Medical University of Lodz. Each

of the dataset was examined for the particular cardiovascular

problem:

• "HEART" - to discover dependencies between arterial

hypertension and left ventricle systolic functions,

• "ECHO" - to evaluate correlations between arterial hy-

pertension and myocardial functions using tissue Doppler

echocardiography,

• "IUGR" - to discover dependencies between abnormal

blood pressure and being born as small for gestational

age.

The "HEART" dataset consisted of 30 cases, the "ECHO"

dataset of 66 instances and the "IUGR" dataset contained 50

specimens. There were no missing values within attributes.

B. Cluster Analysis

In the first step of the experiments, the clusters for diagnosed

children were created by using two clustering algorithms: k-

means and EM implemented by WEKA Open Source software

[21].

Clusters were built taking into account attributes according

to feature selection method consistent with the process of med-

ical diagnosis (see [2]). In the case of arterial hypertension,

diagnosis performed by medical expert is mainly based on the

blood pressure measurements (either manual or ambulatory

monitored). The rest of the attributes are usually supportive

for medical staff as each of them separately cannot indicate

the disease and multivariate analysis is difficult to perform

without any computer support. Therefore for "HEART" and

"ECHO" datasets we considered 4 attributes: RR SBP, RR

DBP, ABPM-S and ABPM-D in accordance with hypertension

diagnosis (see Table I). In the case of "IUGR" dataset we used

3 attributes: birth weight, head circumference and ponderal

index as consistent with the diagnosis of intrauterine growth

restriction (being born as small for gestational age), and

included 16 risk factors (i.a. hypertension in relatives, smoking

during pregnancy) in a feature selection subset, which may

have an impact on intrauterine growth restriction [28].
To choose the best number of clusters the elbow criterion

has been applied. As validation measure, within cluster sum

of squares has been considered. As the result, the charts for

validation measures plotted against number of clusters indi-

cated elbow points c=2 for "HEART" and "ECHO" datasets

and c=3 for "IUGR" dataset (see Fig. 2).
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Fig. 2. Elbow charts for number of clusters determination.

Additionally to elbow criterion, EM algorithm which au-

tomatically generated number of clusters by using cross-

validation [21] was implemented. The obtained results (c=2 for

"HEART" and "ECHO" datasets and c=3 for "IUGR" dataset)

confirmed the proper choice of the number of clusters.

It is worth mentioning that during clustering process, the

subgroup characterized by higher mean values of parameters

concerning arterial hypertension and lower standard deviations

of those attributes or ,in the case of "IUGR" dataset, lower

mean values of parameters concerning birth weight and size,

was distinguished. In the case of "HEART" that subgroup

consisted of 22 cases for k-means algorithm and 23 for

EM method, "ECHO" subset included 44 and 35 instances

respectively, "IUGR" subgroup contained 19 specimens for k-

means algorithm and 25 for EM method. Sizes of the clusters

for all the datasets are presented in Table II.

TABLE II
SIZES OF THE CLUSTERS

Dataset Numbers of instances in clusters

k-means clustering EM clustering

HEART 8, 22 7, 23

ECHO 22, 44 31, 35

IUGR 19, 14, 14 25, 15, 7

C. Statistical Analysis

Analysis of correlations among datasets, in order to support

medical knowledge acquisition and decision making, is still

one of the most popular techniques in medical research [25].

Therefore next step of the experiments concerned indication

of the attributes, which are not significantly correlated with

the ones used for building clusters, and thus can be used

in statistical analysis process. By insignificant correlation

we mean values with correlation coefficient r<0.3 and p-

value>0.05 ([26], [27]). Tables III, IV, V and Fig. 3 present

correlation values of the features used in clustering and the

ones indicated for statistical analysis.

Fig. 3. Values of correlation coefficient between attributes used for clustering
and statistical analysis.

Correlation values obtained for the clusters were compared

to the ones got for the whole group of diagnosed children.

Comparison of results confirmed effectiveness of the proposed

methodology. For each dataset we obtained greater number

of statistically significant correlations which may lead to

improved medical diagnosis in the future. By significant corre-

lations we mean values with correlation coefficient r>=0.3 and

p-value<=0.05 ([26], [27]). The results of detected correlations

are presented in Table VI, where the column (3) presents

the numbers of discovered dependencies in clusters and the
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TABLE III
VALUES OF CORRELATIONS BETWEEN FEATURES USED FOR CLUSTERING

AND STATISTICAL ANALYSIS FOR "HEART" DATASET

Attribute 1 Attribute 2 Corr. coeff. p-value

RR SBP BMI 0.17 0.38

ABPM-S BMI 0.11 0.55

ABPM-D BMI 0.08 0.67

RR DBP BSA 0.05 0.77

ABPM-S BSA -0.19 0.31

RR DBP PWDs 0.17 0.36

ABPM-D PWDs 0.07 0.67

RR SBP IVSd 0.22 0.23

RR DBP IVSd 0.17 0.35

ABPM-S IVSd 0.09 0.61

ABPM-D IVSd 0.18 0.32

TABLE IV
VALUES OF CORRELATIONS BETWEEN FEATURES USED FOR CLUSTERING

AND STATISTICAL ANALYSIS FOR "ECHO" DATASET.

Attribute 1 Attribute 2 Corr. coeff. p-value

RR SBP E/A -0.15 0.40

RR DBP E/A -0.08 0.48

ABPM-S E/A -0.19 0.12

ABPM-D E/A -0.14 0.26

RR SBP TG 0.24 0.10

RR DBP TG 0.19 0.13

ABPM-S TG 0.23 0.10

RR SBP DecT 0.13 0.27

RR DBP DecT 0.04 0.76

ABPM-S DecT 0.09 0.47

ABPM-D DecT -0.02 0.83

RR SBP AEF 0.04 0.74

RR DBP AEF 0.05 0.67

column (4) shows the percentage increase of correlations in

comparison to the numbers of correlations for the whole

dataset (column (2)).

Moreover the values of statistically significant correlations

obtained after clustering were stronger than the corresponding

TABLE V
VALUES OF CORRELATIONS BETWEEN FEATURES USED FOR CLUSTERING

AND STATISTICAL ANALYSIS FOR "IUGR" DATASET.

Attribute 1 Attribute 2 Corr. coeff. p-value

BWI BWT 0.10 0.49

HC BWT 0.21 0.15

PI BWT -0.17 0.23

BWI DBP -0.25 0.10

HC DBP <0.01 0.98

PI DBP -0.23 0.11

BWI HA 0.06 0.67

HC HA -0.01 0.93

PI HA -0.13 0.34

TABLE VI
NUMBER OF STATISTICALLY SIGNIFICANT CORRELATIONS DETECTED

WITH AND WITHOUT CLUSTERING

Dataset Whole Cluster Increase

name dataset [in%]

(1) (2) (3) (4)

Clustering method: k-means

HEART 14 25 78%

ECHO 13 16 23%

IUGR 11 14 27%
Clustering method: EM

HEART 14 29 107%

ECHO 13 17 31%

IUGR 11 15 36%

values for the whole diagnosed group. Some of these correla-

tions - as an overview of obtained results - are presented on

Fig. 4 and in Table VII, where the column (2)- "Correlation

type" contains the names of correlation parameters, the column

(3) presents values of correlation coefficient and the last

column (4) shows the p-value of significance level.

Fig. 4. Values of correlation coefficient for clusters in comparison to the
whole dataset.

Concluding, the results of the experiments have shown

that the proposed approach, which consists of supporting

statistical inference by clustering, significantly improved the

effectiveness of the medical data analysis for all the considered

datasets.

VI. CONCLUSIONS

Typically, during the process of computer-aided clinical and

epidemiological studies only one of selected data analysis

method is involved. In spite of the mostly used statistical

analysis, in the paper, a hybrid methodology of medical data

analysis has been proposed. The presented method consists

of combination of clustering and statistical inference, where

the first technique is used as a data preprocessing tool for the

second one. The investigations have shown that supporting

statistical analysis by clustering provides significant benefits.

Experiments conducted on the real data have demonstrated that
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TABLE VII
SAMPLE VALUES OF CORRELATIONS DETECTED WITH AND WITHOUT

CLUSTERING

Dataset Correlation Correlation Significance

name type coefficient (p-value)

(1) (2) (3) (4)

Whole dataset

HEART BSA & PWDs 0.35 0.05

BWT & IVSd -0.35 0.05

BMI & PWDs 0.46 0.01

ECHO TG & E/A -0.26 0.03

BMI & DecT 0.29 0.02

SBP & AEF 0.29 0.02

IUGR BWT & DBP -0.36 0.01

HA & BWT -0.24 0.08
Clustering method: k-means

HEART BSA & PWDs 0.55 0.01

BWT & IVSd -0.47 0.03

BMI & PWDs 0.62 <0.01

ECHO TG & E/A -0.45 0.03

BMI & DecT 0.38 0.01

SBP & AEF 0.59 <0.01

IUGR BWT & DBP -0.38 0.01

HA & BWT -0.54 0.04
Clustering method: EM

HEART BSA & PWDs 0.51 0.01

BWT & IVSd -0.45 0.03

BMI & PWDs 0.61 <0.01

ECHO TG & E/A -0.44 0.01

BMI & DecT 0.35 0.05

SBP & AEF 0.46 0.01

IUGR BWT & DBP -0.58 0.01

HA & BWT -0.26 0.05

the proposed hybrid method allowed to discover relationships

which have not been identified previously.
Depending on the dataset, the growth of 10% - 100 % in

the number of correlations between diagnosed attributes was

obtained. Moreover all the calculated statistically significant

dependencies were stronger in clusters rather than in the whole

datasets.
The results of the presented investigations can be further

implemented in practical diagnostic applications and can con-

stitute the basis for improved medical inference described in

[13], [14] and [15].
Future research will consist in developing the proposed

methodology by considering some additional problems con-

nected with medical data analysis including data gathering,

data quality assurance, feature selection and outliers detection.

The last one is especially worth considering as statistical anal-

ysis results are deviation sensitive. Therefore, the data need to

be checked for outlier instances before proceeding with the

analysis. The problem of handling outliers can be considered

separately, or can be included as part of clustering process,

but in such a case cluster analysis algorithm which deals with

outliers should be implemented - random sample consensus

(RANSAC) algorithm is regarded as giving satisfactory results

[29].

Feature selection plays the crucial role in classification

analysis. Although the choice of clustering attributes was

carefully examined by medical experts and was consistent with

the research presented in [1], we cannot exclude the possibility

that considering other attributes may produce new meaningful

conclusions. Therefore in future investigations we intend to

verify this approach with different automatic feature selection

methods, including genetic algorithms [30].

The analysis carried out as part of the current study involved

data from laboratory tests, medical observations and their

interpretations. However, the data for the analysis can be

acquired by imaging studies. For the specified cardiac system

the future analysis will concern SPECT images, ECG and

EEG signals. Additional further studies will focus on efficient

mining in medical imaging data and binding them with any

other numerical and text data.
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