
Abstract—An algorithm for extracting  material  shape  and
spatial  information  from  non-uniform  background,  and  for
generating  object  skeletons  for  statistical  two-dimensional
experiments using random walk approach, is presented. This
finds applications in textile analysis and microscopic analysis of
various  materials  like  hairs  and  allows  for  further  precise
determination  of  textile  yarn  dimensions  as  well  as  other
geometrical characteristics like a fractal dimension.

I. INTRODUCTION

EMP  fibers  can  be  used  for  a  variety  of  textile

products,  e.g.  clothing or  home textiles,  but also for

technical purposes in fiber composites. For all applications,

it is important to determine the fiber lengths and diameters

(averaged along with a standard deviation), a task which can

be  handled  by  optical  equipment  and  respective  software

(e.g.  [1,2]).  Another  important  factor,  however,  is  the

identification of the degree of bifurcation, which influences

the spinning process, the fiber-matrix bond strength etc. For

this  property there  is  no  standard  measurement  procedure

available. Our article aims at presenting a novel method to

define the bifurcation of fibers, based on the evaluation of

microscopic fiber  images  based on random walk analysis.

The hemp fibers investigated in our study are pre-treated by

hammer milling or by combing. Afterwards,  the fibers are

separated chemically by alkaline cooking [3].

H

Photographic  images  of  dif erent  magnii cations  were

taken  using  a  digital  optical  microscope  VHX-600D  by

Keyence with an objective VH-Z20R. Captured images were

then processed giving monochromatic representative maps.

Next,  random  walk  statistical  experiments  on  these  maps

were  carried  out.  Subsequent  chapters  describe  all

mentioned steps, before conclusions are i nally provided.

II. IMAGE PROCESSING

The algorithm described here consists of  two denoising

and four extraction steps. In the first step, the image is being

smoothed  using  a  median  filter  [4].  This  step  slightly

reduces fine-grained noise and also improves the efficiency

of filters used in the first extraction step of the algorithm.

The next step is an unsharp masking where it is necessary to

define the proportional  factor  k of  the operation  [5].  This

step can be defined as follows:

A
um

=A
mf

−Gauss ( Amf )
Aum =k⋅Aum+Amf

, (1)

where  Aum is the unsharp masked image,  Amf  is the median

filtered  image,  and  Gauss is  the  Gaussian  filter  [4],  for

which we use the Gaussian filter kernel k = 0.4. The window

size  and  the  standard  deviation  parameter  σ equal  3.  The

parameters were chosen experimentally.

The first extraction step is an algorithm that can be split

into  two  functional  parts:  a  background  sampling,  and  a

background  removal.  The  algorithm  removes  the

background  using  a  special  filter  that  uses  a  background

sample. The filter window is defined as a vector  h={h1,  h2,

h3,  h4}, where  h1 is the average intensity, h2 is the standard

deviation of intensity,  h3 is the maximum intensity, and  h4

the minimum intensity. Contrary to the results of Ref. 6, all

the  values  from  h1 to  h4 are  calculated  from  a  Moore

neighborhood  of  each  pixel.  This  improves  the  filter’s

quality as consecutive neighborhoods partially overlap each

other.

In the first functional part, the algorithm sums Euclidean

distances  from  reference  vector,  created  from  upper  left

corner of the background sample (href), to reference vectors

of  all  the  other  pixels  from  the  sample  (hib).  Next,  the

algorithm calculates  the  reference  pattern  d̄  that  can  be

expressed as follows

d̄=
∑
i= 0

i=M⋅N

d (href ,hib )

s

, (2)

where s is the experimentally chosen value, M is the number

of rows in the background sample, and  N is the number of

columns in the background sample.

There  are  two  options  for  choosing  the  s value.  The

default value is 1/4 MN , which makes d̄ an average of all

the distances, taking into consideration the window size = 3.
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The other option is to divide by an experimentally chosen 

value to either increase or decrease the algorithm’s 

sensitivity. For the pictures presented in this article we chose 

the second option. Thus, it was necessary to divide the sum 

by a number smaller than MN4/1 . This choice increased the 

filter’s sensitivity, since the background in our images was 

far less uniform than in the images in [6]. Once the s value is 

properly chosen, the algorithm will give similarly good 

results for other images provided their background has the 

same texture and the lighting conditions are similar. This 

procedure will be proved in the next section of this paper. 

In the second part of the algorithm, the distance between 

reference vectors, generated for each pixel of the image, is 

compared to the previously calculated reference pattern. The 

filter function is defined as 

 
  d<h,hdif

dh,hdifA

iref

irefdn

0


,       (3) 

where href is the reference vector created from the upper left 

corner of the sampled region, hi is the i-th region of the 

whole image, and Adn is the denoised image. When the 

distance is greater than the reference pattern, we leave the 

processed image untouched, otherwise we remove the 

currently sampled pixel. Eventually any objects in the image 

are separated from the background. 

 

 
 

Fig. 1 Pipeline of the algorithm 

 

The algorithm requires several parameters to be specified in 

order to process input images with expected quality. These 

parameters are: the background sample, the extraction 

threshold, the sensitivity, the median filter size, the unsharp-

masking proportional-factor, the Gaussian filter window size, 

and the Gaussian and high-pass filter window-size. For the 

purpose of this paper, however, we analyzed all the 

parameters and chose to present only those which have the 

greatest impact on image quality. The results comparing 

influence of parameters for the same input image are 

presented in Fig. 2. In Fig. 3 only input images and final 

results needed for random walk experiments are depicted. 

 

a) 

 

b)  
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Fig. 2 A first exemplary set with optimally chosen parameters 

(segmentation threshold = 100, s = 0.06 · width · height): input 

image for processing (a), background sample (b), image separated 

from background (c), second result set for image separated from the 

background with too high sensitivity, the same background sample 

as above (segmentation threshold = 100, s = 0.05 · width · height) 

(d), third set of results for the image separated from the background 

with too low sensitivity, the same background sample as above 

(segmentation threshold = 100, s = 0.07 · width · height) (e), a 

fourth set of results for the image separated from the background 

with bad noise sample (segmentation threshold = 100, s = 0.06 · 
width · height) (f). 

 

As it is seen in the examples, the presented parameters have 

very high impact on the image quality. Although the 

parameter s needs to be chosen experimentally, different 

input images having similar background texture and lighting 

conditions are being processed properly. This proves the 

algorithm’s applicability in microscopic photography and 

industrial photography, where different objects are 

photographed in similar, but not necessarily identical 

conditions. 
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Fig. 3 Different examples of input images (a, c, e) and final results 

of monochrome maps needed for random walk experiments (b, d, 

f), respectively 

 

III. RANDOM WALK EXPERIMENTS 

In this chapter the use of the image statistical analysis to 

examine the time series of the displacement of the random 

walker is discussed. Let us consider a uniform two-

dimensional ‘black’ plane. A random walk can be applied 
and a walker is allowed to move randomly (with the same 

probability) up, down, to the left or to the right by a unit 

length in a unit time. This is the Markovian type random 

walk and the direction of the n-th step is chosen at random 

and does not depend on directions of previous ones. Here the 

mean square displacement of the probe )(2
nR  is linearly 

dependent on the number of steps n (time) which is 

proportional to the squared averaged random walk distance: 

.)(2
nnR                              (4) 

Similarly, the pictures under investigation can be examined 

by means of the random walk procedure. At every iteration, a 

random direction is being chosen and then the algorithm 

proceeds one step into the chosen direction. However, the 

position at the n-th step depends on the previous positions 

due to the non-uniformity of the texture. Finally, the mean 

squared displacement is no longer the linear function of n [7-

9], but the following relation appears for large n: 

,)( 22 H
nnR                                 (5)                                               

where H  is the self-similarity coefficient called Hurst 

exponent [7,10]. From Hurst exponent distribution, 

unambiguous information about yarn hairness, and in 

general, information about yarn quality can be obtained. 

Such quantitative evaluations are on demand for textile 

industry. In practice, for a random walk on two-dimensional 

monochromatic pictures the typical result is 2/1H ; 

however, the information obtained for the exponent 

distribution is a unique information of a given picture (Fig. 

4).  Details about this type of analysis, applied for knitted 

fabrics, can be found in [11]. 
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Fig. 4 Results of random walk experiments (a, b, c) carried out on 

the three monochromatic images from Fig. 3 (b, d, f), respectively 
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IV. CONCLUSIONS

The paper gives an overview of the necessary steps used to

create  reliable  monochromatic  images  from  microscopic

images  by separating  objects  under  examination  from the

background.  This  algorithm  was  applied  on  microscopic

pictures of hemp fibers. Comparison between random walks

performed  on  the  monochromatic  pictures  gives  a

quantitative measure of differences between the hemp fibers,

dependent on the fiber diameters and bifurcations which are

important parameters in fiber manufacturing processes such

as  spinning  or  composite  production.  Thus,  the  image

processing  algorithm  presented  here  is  a  fundamental

requirement in the optical evaluation of fiber quality using

the self-similarity coefficient.
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