
Abstract—The energy consumption in Wireless Sensor Net-

works, WSN, need to be balanced in order to avoid early deple-

tion of nodes. In this paper we use a common context to analyze

a broad range of the energy balancing algorithms suggested in

literature. In addition we suggest three new algorithms to com-

plete the range. Altogether, nine different balancing techniques

are analyzed. We focuses on networks running the IPv6 Rout-

ing Protocol for Low-Power and Lossy Networks (RPL) routing

protocol. Our simple change in RPL’s parent selection proce-

dure  can  give  a  significant  balancing  effect  without  any  in-

crease in management cost. However, the best balancing algo-

rithm is when the nodes exchange residual-energy information

to ensure forwarding through the highest residual-energy next-

hop  node.  The  increased  information  exchange  implies  in-

creased  management  cost  due  to  the  amount  of  information

transmitted and added computational load.

I. INTRODUCTION

IRELESS sensor networks (WSN) generally con-

sist of wireless nodes with a collective objective of

gathering measured information at the sink [1]. The moni-

tored area may be large compared to the nodes’ transmis-

sion range. Hence, the information needs to be relayed to

reach the sink. The topology of the relaying paths may

create imbalance in the traffic share, and therefore the en-

ergy consumption, between the nodes. Energy imbalance

results in lifespan variation between the nodes. Observa-

tions of real networks in [2] and [3] show that some nodes

relay a substantial portion of the traffic, thus they become

hot-spot-nodes having a high energy consumption rate. 

W

Depleted or dead nodes make the gathered data incom-

plete and, more important they may cause network parti-

tioning.  Applying  energy  balancing  routing  algorithms

levels the traffic load, hence lifetime, between the nodes.

The ideal situation is long living WSNs where all nodes

have equal lifetime. However, this ideal situation not fea-

sible due to the increased traffic density toward the sink

in multihop networks. The goal in multihop networks is

instead to balance the energy consumption between nodes

at  equal hop distance from the  sink.  Network manage-

ment will  be simplified if  the nodes at each rank have

similar lifetime. Balancing algorithms are the topic of this

paper. 

Our contribution is  threefold. First  we present a me-

thodical review of a broad range of energy balancing al-

gorithms. The algorithms range from approaches requir-

ing simple changes of the applied routing algorithms, to

approaches that require complex add-ons. Second we use

a common context to compare these algorithms. Third, we

suggest three new balancing algorithms to complete the

collection of balancing algorithms found in the literature.

The  tree  suggested  algorithms  are  random selection  of

preferred-parent,  conserving  of  Single  Point  of  Failure

(SPOF) parent and energy balancing based on eavesdrop-

ping.  

To get a good estimate of the energy pattern in the net-

work we use the nodes residual-energy. The residual-en-

ergy gives the true picture of the energy variation that ap-

pears between the nodes. In addition, residual-energy is

directly related to the nodes lifetime. 

To evaluate  the  impact of  different  energy balancing

techniques, we use the routing protocol suggested by In-

ternet  Engineering Task Force (IETF) for  use in  WSN,

IPv6 Routing  Protocol  for  Low-Power  and  Lossy  Net-

works (RPL) [4]. RPL creates routing entries in the nodes

which  forms  an  overall  destination  oriented  directed

acyclic graph (DODAG) rooted at the sink. The graph is

created by broadcasting of DODAG Information Object

(DIO) messages. The sink initiates the transmission, and

the  messages  are  further  broadcasted  throughout  the

whole network. The DIO includes the senders’ rank infor-

mation. The rank indicates a node’s distance to the sink.

The rank increases as the distance to the sink increases.

The sink is at rank 0 and the sink’s one-hop neighbor de-

fines the rank-one nodes and so forth. Each node caches a

parent-list  containing  all  neighbors  that  report  a  rank

equal to the lowest rank heard. A preferred-parent is se-

lected among the nodes in the parent-list. The preferred-

parent is used as the current next-hop node on the path to-

ward the sink. To maintain the DODAG, the nodes trans-

mit DIO messages periodically at intervals decided by a

trickle timer [5].  

The rest of the paper is structured as follows. In Sec-

tion 2 we present related work, in Section 3 introduces the

different energy balancing approaches to be analyzed, the
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simulation is presented in Section 4, and Section 5 com-

prises the conclusion.

II.RELATED WORK

Several energy balancing approaches are suggested in

the  literature.  Energy  balancing  based  on  selecting  the

most energy optimal path is suggested in [6] - [13]. In all

but the two latter of these algorithms are energy informa-

tion  exchanged  through  DIO  messages.  Applying  DIO

messages to exchange energy information means the en-

ergy  balancing  depends  on  the  number  of  data  packet

transmitted per transmitted DIO message. Thus, increased

energy balance is paid by increased DIO transmission fre-

quency, which means increased average energy consump-

tion. Further, the trickle timer [5] decides the DIO emis-

sion  frequency  such  that  the  emission  frequency  de-

creases exponentially with time in converged networks.

Hence, the balancing effect of the algorithms discussed in

the next paragraph will decline with time.

The object function (OF) for RPL suggested in [6] de-

fines the path cost as the energy level of the node on the

path with lowest residual-energy. The node that advertises

the highest path cost is preferred as selected parent, and

the  lower  energy nodes are  spared.  The  authors  of  [8]

suggest that the node with the highest remaining energy

among the nodes with the lowest expected transmission

count (ETX) is chosen as the preferred-parent in network

running RPL. Both ETX and node energy is used to select

between  parent  nodes  of  equal  hop-count  in  [9].  The

residual-energy is included as a denominator in the addi-

tive distance metric in [10]. Using it as in the denomina-

tor makes the cost of a node increase toward infinity as

energy approaches zero. Hence, the paths including low

energy nodes is avoided due to their high cost. A routing

metric that calculate the expected lifetime of the nodes is

defined in [11]. The expected lifetime is calculated as the

ratio of the node’s residual-energy over the total energy

spent to transmit data. The paths including the most con-

strained nodes are avoided by defining the path weight as

the minimum expected lifetime along the path.  An ap-

proach similar to RPL is used to create paths for networks

with multiple sinks in [7]. Several equal-rank nodes are

cached as potential  parent based primary on hop-count

metric, secondary the nodes energy metric and third on

the highest link-quality-indication. Algorithms where the

highest  residual-energy  path  is  selected  or  the  lowest

residual-energy paths are avoided are part of our analysis.

Energy  information  is  exchange  through  the  ACK

packet in the approach presented in [13]. The network run

RPL,  and  the  nodes  perform  a  weighted  selection  to

choose among its available next-hop nodes. The selection

is  weighted between distributing the traffic through the

lowest  delay  path  and  distributing  the  traffic  to  nodes

with higher remaining energy. In the routing protocol sug-

gested  in  [12],  the  energy  information  is  both  piggy-

backed on data packets and included in the ACK packets.

Hop-count is used as the metric to generate  parent-list.

Data packets are transmitted to the highest energy mem-

ber of the parent-list.  If there is no parent node available,

the packet is transmitted to the sibling node with the high-

est amount of energy. Our analysis includes an algorithm

where the ACK message exchange the energy informa-

tion.  

Energy consumption can be balanced by continuously

spreading the transmitted data  over multiple  paths,  and

such methods are also part of our analysis.  Approaches

using multiple paths are suggested in [14] [15]. RPL is

used as the routing protocol in [14] where the forwarding

load is weighted between the members of the parent-list.

The weighting is based on the members’ residual-energy.

The transmission range dynamically adjusted to maintain

k parents. Energy information is exchanged between the

nodes through ACK and DIO packet. In addition is also

hello packets mentioned as possible information carriers.

The approach in [15] enables multipath data forwarding

through energy-sufficient paths, as opposed to minimum-

energy-cost  paths.  They  propose  a  routing  algorithm

which makes a hierarchical routing graph similar to RPL.

The nodes forward packets through alternate paths to ex-

tend the network lifetime. The conditions of the paths are

monitored by the sink which re-initiate path search if the

number of working paths gets lower than two. Multiple

paths are also discussed in the surveys presented in [16]

[17].  Survey [16] cites  an algorithm presented  in  [18],

which takes both the energy level and hop distance into

account to allocate different data rates to multiple disjoint

paths. The sink decides the rate of the different paths and

assign  messages  are  sent  form  the  sink  to  the  source

nodes to inform about the path rates. The top-down sur-

vey paper [17] cites an interesting improved cost function

used to balance the energy consumption among the nodes

[19]. The improved cost calculation algorithm makes the

cost increase rapidly with decrease in the nodes remain-

ing energy. Hence, traffic is directed away from hot-spot

nodes. The approach requires that the nodes cache several

states  for each neighbor and that  energy information is

exchanged periodically. The survey paper [17] also dis-

cusses energy balancing by using a few relay nodes with

enhanced capabilities. In addition they discuss use of mo-

bile sinks. These algorithms increase the start-up manage-

ment cost of the networks, and increases the network cost.

Clustering is among the energy efficient algorithm dis-

cussed the survey presented in [20] and suggested to im-

prove energy utilization in [26]. The basic idea of energy

efficient clustering is to perform energy efficient rotation

of the clusterhead assignment and let the clusterhead per-

form  energy  efficient  management  of  the  local  cluster

traffic. Clustering is not part of our analysis as it is not

very well fitted for RPL running network.

Balancing  the  energy  consumption  by  making  the

nodes alternate between direct transmissions to the sink

and using multi-hop transmissions is suggested in [21].
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The protocol is used as an extension to RPL in [22] which

presents a smart/green test-bed of nodes spanning across

several smart offices. The findings of [22] shows that the

protocol suggested in [21] balances the network energy

consumption  compared  to  classic  RPL.  However,  it  is

more energy expensive giving an overall increased energy

dissipation. This algorithm is only considered for one-hop

networks, while we are considering multihop networks.

III. BALANCING NETWORK ENERGY CONSUMPTION

In this section we present the different energy balanc-

ing algorithms that are analyzed. Our hypothesis is that

introducing small changes in the parent selection proce-

dure improves the WSN energy balance, while substantial

enhancements come at a cost of increased management

complexity  and  information  exchange  between  nodes.

Further, efficient energy balance is achieved when focus-

ing on reducing the load of the hot-spot nodes.

The following text lists nine algorithms. The tree new

algorithms that we suggest are A: Randomize parent se-

lection, D: Weighting round-robin based on SPOF-parent

energy  level  and  H:  weighting  round-robin  based  on

eavesdropping. 

A. Randomize parent selection

As a first approach to enhance the energy balance in

WSN, we suggest a simple change in the preferred-parent

selection algorithm. The aim of the suggested algorithm is

to reduce the probability of creating hot-spot nodes. The

probability  is  reduced  by  preventing  that  several  child

nodes select the same preferred-parent if other potential

parents exist. According to the RPL algorithm, all nodes

cache a parent-list containing all candidate parent nodes.

A  preferred-parent  are  selected  among  the  parent-list

nodes,  using a  specific  parameter  as  tiebreaker. Hence,

nodes with globally good tiebreaker value will be selected

by all  potential  child  nodes  and may therefore  become

hot-spot nodes. 

Our suggested algorithm creates a small change in the

preferred-parent selection procedure to reduce the proba-

bility  of  creating  such  hot-spot  nodes.  The  nodes  ran-

domly select a preferred-parent among the nodes in the

parent-list instead of using a preordain tiebreaker parame-

ter  value.  Hence,  the  probability  that  several  potential

child nodes select the same node as preferred-parent is re-

duced. The forwarding load is therefore more balanced.

The weakness of the algorithm is that it can give energy

consumption  imbalance  if  selected  parents  are  located

such that they represent single paths for other nodes.

B. Round-robin through multiple paths 

Selecting a single preferred-parent may overload some

potential parents while leaving some potential parents un-

used.  Thus, our analysis comprises an approach where

this imbalance is alleviated by making the nodes transmit

data packets to all nodes in their parent-list in a round-

robin fashion. The approach shares the forwarding load

equally between all  members of  the nodes’ parent-lists.

The main weakness of the approach is the load imbalance

that is  created between nodes with different number of

child nodes.

C. Weighted round-robin based on energy information in 

DIO messages 

To level the energy imbalance that may appear using

the  round-robin  approach  we  implement  algorithms  in

which  the  nodes  exchange  energy  information  during

DIO transmission. The information is used to perform a

weighted-fair-sharing between the parent nodes. Thus, the

nodes share the traffic load among the nodes in the par-

ent-list according to their  relative residual-energy level.

The energy-balancing effect of the weighted algorithms

depends  on  the  freshness  of  the  energy  information

cached for the nodes in the parent-list. Hence, increased

DIO  exchange  frequency  means  improved  energy  bal-

ance.  However,  increased  DIO exchange  frequency in-

creases  the  energy  consumption  in  the  network.  Thus,

there is a tradeoff between energy balance and average

energy consumption. 

Weighted round-robin ensures that the energy depletion

rate of the low energy parents is reduced, hence the en-

ergy balance is  improved.  However, the  algorithm pre-

serves the existing energy imbalance relationship between

parent nodes.

D.Weighting round-robin based on SPOF-parent energy 

level 

The goal of  our single point  of  failure (SPOF) algo-

rithm is to prevent early depletion of SPOF nodes. We de-

fine SPOF nodes as nodes that are part of one or more

parent-lists containing only one member. In other words,

a child that has a SPOF parent is disconnected from the

routing graph if the parent node dies. Child of SPOF par-

ent  forwards  all  data  through  the  SPOF  parent.  Even

when the SPOF parent has a very low energy level, the

child  has  no  other  option  than  continue  forwarding

through the SPOF parent. Hence, depleting of the SPOF

node is continued. 

To reduce the depletion rate of the SPOF nodes we sug-

gest to direct traffic originating from higher rank nodes

away from the SPOF nodes.  In  order to  do so,  we let

nodes with a SPOF parent advertise the energy level that

is the lowest of its own and its SPOF-parent’s residual-en-

ergy level.  Thus, traffic is directed away from the paths

including the SPOF node. 

Directing the traffic away from the SPOF nodes may

come at  an  expense  of  other  low energy nodes  on the

same rank as the SPOF node. However, child with SPOF

parent continue to transmit their own generated data to

their SPOF parent, while other nodes only get a weighted

amount of traffic from their respective child nodes. 

The DIO is used to exchange energy information.
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E. Weighted round-robin based on prediction parents energy 

consumption

The energy information gained through received DIO

can be used to predict the energy consumption pattern in

between DIO updates. To test such energy prediction al-

gorithms, we implement an algorithm that estimate par-

ents current energy level based on statistics of former en-

ergy consumption. The algorithm is as follows. The resid-

ual-energy a  node advertises in  consecutive transmitted

DIOs is cached at the receiving nodes. The timespan be-

tween the consecutive DIO is further used to estimate the

depletion rate of the transmitting node. The current en-

ergy level is estimated using the individual parents’ en-

ergy drain rate and last advertised energy level. The esti-

mated energy level is used to perform weighted-fair-shar-

ing between the parent nodes.

F. Weighted round-robin while avoid lowest energy parent 

In order to focus on the hot-spot nodes we suggest a

partly weighted algorithm. The data is weighted between

the parent nodes. However, no data is transmitted to the

parent with the lowest residual-energy. Hence, the load on

the hot-spot nodes is reduced. This algorithm requires that

the nodes exchange residual-energy information through

the DIO message.

G.Use the highest energy parent node 

In  the  multiple  path  approaches,  although  weighted,

each parent receives data for forwarding from their child

nodes. This applies even if the residual-energy level of

the parent is low. Hence, if  all  nodes transmit approxi-

mately equal amount of traffic, the nodes that are mem-

bers of several paths are depleted faster than other nodes. 

The depletion pace of low energy nodes is reduced in

approaches  where  the  lowest  energy  parent  is  avoided

such as the approach presented in subsection III.F. How-

ever,  nodes  forces  parents  with  second  lowest  energy

level to forward traffic. Hence, the lowest energy nodes

alternates their states with next lowest energy nodes. 

A simple solution is to use only the highest energy par-

ent node as the next-hop node. This algorithm is similar

to the algorithm used in [8]. We implemented this algo-

rithm and used DIO to exchange energy information. 

H.Weighting round-robin based on eavesdropping 

Utilizing information conveyed in DIOs may give an

incomplete view of the current energy levels of the nodes

in the parent-list. The reason is that traffic imbalance, and

associated energy consumption imbalance that occurs be-

tween DIO transmissions are not taken into account. 

In  order  to  predict  parents’ energy  consumption  be-

tween DIO updates, we suggest that nodes eavesdrop on

the traffic transmitted in the area. The algorithm operates

as follows. Nodes read the source and destination address

information  in  the  eavesdropped traffic.  The  address  is

matched against the content in the parent-list of the eaves-

dropping nodes. When a match is found, the energy level

of the associated parent-list entry is reduced according to

the  eavesdropped  information.  The  energy  level  of  the

nodes in the parent-list is then used to perform weighted-

fair-sharing. 

Eavesdropping does not significantly influence on the

nodes energy consumption. The reason is that overheard

packets destination address has to be read anyway to de-

termine the intended receiver of the packet. The energy

consumption due to overhearing is not taken into account

when comparing the different balancing techniques. The

reason is that the extent of overhearing energy consump-

tion  is  mainly  decided  by  the  energy  saving  approach

chosen at the MAC layer, while we are concentrating on

the routing layer algorithms’ impact on energy consump-

tion.  

The  eavesdropped  traffic  may  not  give  a  complete

overview of the parent nodes traffic load. For instance,

child nodes of  a  common parent may not receive each

other’s packets due to hidden node. Thus, the calculations

of the energy consumption of the parent-list nodes may be

imprecise.

I. Weighting round-robin based on energy information 

conveyed in ACK packets 

Lastly, we implement an algorithm in which informa-

tion about the nodes’ energy variation in  between DIO

transmissions is exchanged through ACK packets. ACK

packets  are  sent as a response of  received data  packet.

Hence, the nodes achieve a complete overview of the di-

verse  energy  levels  of  the  nodes  in  their  parent-list  as

each parent relays a packet.

However, the energy information of parents with low

residual-energy is less current. The reason is that low en-

ergy nodes seldom forward data as they have low weight.

In addition, nodes that rarely transmit data can have stale

energy information for the nodes in their parent-lists. This

may give temporary screwed forwarding load among par-

ent nodes. However, the energy levels are continuously

TABLE 1.

 Color-codes used in the figures to define the different energy balancing

algorithms

A Randomize parent

B Round-robin

C Weighted - DIO informaion

D Weighted - SPOF parent

E Weighted -  predicted energy

F Weighted -  avoid lowest

G Use highest energy node

H Weighted - eavesdropping

I Weighted -ACK informaion

Naive RPL 
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balanced as energy information is updated, smoothing the

discrepancy over time. 

Weighted-fair-sharing is performed based on the energy

information.

IV. SIMULATIONS 

We perform simulations to evaluate the different dis-

cussed algorithms. The energy consumption in WSN in-

creases toward the sink as the inner nodes are obligated to

relay  traffic  for  outer  nodes.  Thus,  we  mainly  present

simulations segregated on the node’s rank. Applying an

energy balancing algorithm will not change the average

energy consumption for  the nodes at  the different rank

since the total number of packet transmitted through each

rank is unchanged. 

We concentrate  on transmitting and receiving energy

consumption.  Overhearing  energy is  not  taken  into  ac-

count.  The  reason  for  omitting  the  overhearing  energy

consumption is that we concentrate on energy balancing

at the network layer, and overhearing energy consumption

is strongly dependent on the energy saving approach ap-

plied at the MAC layer. Overhearing may give a small

variation in the average energy due to the chosen path.

However,  the  difference  between  the  energy  consumed

due to overhearing become negligible because the algo-

rithms are compared at given average node density.  

As discussed above, the average energy consumption at

each rank is consistent regardless of applied balancing al-

gorithm.  However,  an  efficient  energy  balancing  algo-

rithm  makes  the  residual-energy  of  the  most  depleted

node approach the average residual-energy at the given

rank. Hence, we present the average and minimum resid-

ual-energy after each node has generated 100 data pack-

ets. 

Energy information is used to tune the traffic load be-

tween parent nodes in some of the evaluated algorithms.

In networks running these algorithms, each node caches

residual-energy information of its parents. The accuracy

of the cached information depends on the update interval.

For  the  algorithms  that  exchange  energy  information

through DIO messages, the accuracy is improved by re-

ducing the number data packets exchanged per DIO trans-

mitted.  The  residual-energy  information  accuracy  ap-

proaches the accuracy of the ACK algorithms if the DIO

emission  frequency approaches the data  rate.  However,

increased DIO exchange frequency increases average en-

ergy consumption. Further, the DIO exchange frequency

is decided by the trickle timer such that the exchange fre-

quency is strongly reduced in converged stable networks.

Thus, the energy balance is declining over time when the

balance depends on DIO exchanged information. 

In our initial simulations, 100 data packets create suffi-

cient network traffic to discriminate the balancing effect

of the different category of balancing algorithms. How-

ever, each node transmit a total of 16 DIO messages dur-

ing the simulation runs, hence the number of data packets

transmitted for  each DIO transmission is  low. Thus,  to

improve  the  basis  of  comparison we present  additional

simulation results for the weighting algorithms. Only two

DIO messages are transmitted during the simulation run

in these additional simulations, and the number of trans-

mitted data packets is increased to 300. This gives a more

fair comparison between the algorithms relying on DIO to

exchange energy information,  relative to the algorithms

that  use additional  means  to  exchange energy informa-

tion.  

We evaluate the different energy balancing approaches

by performing simulations in OMNET++ [23], using the

MiXiM module for wireless communication. The nodes’

energy consumption is calculated based on traffic load.

Based on the observations and references in [24], we as-

sume that receiving and transmission of data packets con-

sume the same amount of energy. The different types of

packets have different packet sizes. Management packets

are  assumed to  be half  the  size  of  data  packets,  while

ACK packets are one tenth of the size of the data packets.

These relative values are chosen based on an assumption

that  data  packets  never  need  the  maximum  allowed

packet sizes as they are mainly limited to carry only mea-

sured  data,  while  management  packets  only  carries

strictly needed information.  Maximum data frame sizes

and  ACK  frame  sizes  information  extracted  from

802.15.4 datasheet [25]. 

The nodes are randomly distributed in an 800m times

800m area. The nodes transmission range is 141m. The

number  of  nodes  is  varied  such  that  the  node  density

changes from 8 to 20. The node density is defined as the

number on nodes inside a circle with radius equal to the

nodes  transmission  range.  Every  simulation  point  pre-

sented represents the average value of 30 simulation runs

with different seeds for random deployment of nodes.  

As discussed above, the average energy consumption is

equal for each rank over all energy balancing algorithms.

However, the residual- energy values of the most depleted

nodes change with the applied balancing algorithm. The

most optimal energy balancing algorithm is the algorithm

in which the residual-energy of the most depleted nodes

converges to the average value.  Therefore, we compare

the algorithms with respect to their ability to make the

nodes with lowest residual-energy approach the average

value of their associated rank. Figure 1 shows simulation

results that demonstrate to what extent the different algo-

rithms make the lowest and average values converge. All

the algorithms discussed in Section 3 are presented in the

figure.

The  nodes’  average  residual-energy,  as  well  as  the

residual-energy of the most depleted nodes are presented

in Figure 1. This is the residual-energy level of the nodes

after each node has generated and transmitted 100 data

packets. In addition to data, management traffic has been

exchanged to make the network converge. Further has pe-

riodic DIO updates been transmitted. The circled shaped
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markers with the corresponding lines show the average

residual-energy values. The energy levels for the most de-

pleted nodes are shown as short horizontal markers. In or-

der to clarify the information displayed in the figure, the

best and the worst of the residual-energy levels are dis-

played with solid curves through their associated markers.

Hence, the orange curve cut through the markers repre-

senting the highest residual-energy level and light green

curve  cut  through  the  markers  representing  the  lowest

residual-energy. The colors of the markers and lines indi-

cate the corresponding energy-balancing algorithm as de-

fined in Table 1. To prevent that the important informa-

tion gets hidden in an overloaded display, the 95% confi-

dence interval is not shown in the figures. However, the

95% confidence interval is always within 7% of the aver-

age values. Simulations performed for node densities of λ

= 10 and λ = 15 show the same trends as shown for λ = 8

and λ=20 in Figure 1.

The simulation results displayed in Figure 1 shows that

native RPL creates energy imbalanced networks. The na-

tive RPL simulation results are represented by the light

green marks and the light green curve. Native RPL gives

the  overall  lowest  residual-energy for  all  ranks  and  all

node densities. The reason is that a fixed parent is used

throughout the whole simulation scenario, further is low-

est node-id used as a tiebreaker when choosing between

potential  parent  nodes.  The  latter  means  that  several

nodes choose the same preferred-parent node. 

The  difference  between  the  lowest  residual-energy

node and the average value increases toward the sink. The

reason is the increased traffic density. A given imbalance

in traffic share causes an increase in the real traffic load

difference as the total traffic increases.

The energy imbalance increases rapidly with node den-

sity for approaches where the parent node is fixed. This is

observed in Figure 1 where the light green native RPL

line  rapidly  moves  away  from the  average  line  as  the

node density increases. The reason is the increased num-

ber  of  neighbors.  Increased  number  of  neighbors  in-

creases the number of child nodes for the fixed parent.

Based on the discussion above it is clear that some kind

of energy balancing techniques should be added to net-

works running native RPL. Our suggested random pre-

ferred-parent selection algorithm presented in subsection

III.A, demands a minor change in the RPL implementa-

tion.  Nevertheless,  the  residual-energy  of  the  most  de-

pleted node is reduce by over 10% compared to native

RPL for high density networks. This is seen in the Figure

1 comparing the light green native RPL marks with the

dark green marks. 

However, the most efficient energy balancing algorithm

is the one presented in subsection III.G, in which the par-

ent  with  the  highest  residual-energy  is  selected  as  the

next-hop node.  The algorithm is  represented by the or-

ange marks in the Figure 1. Using highest energy parent

increases the residual-energy of the most depleted node

more than 25% compared to the native RPL. The merit of

the  algorithm  is  that  the  residual-energy  nodes  are

avoided. This result corresponds to the results presented

in [8] and [6] where ETX is used as a metric to populate

the parent-list. However, using the parent with the highest

residual-energy means that energy information has to be

Fig 1. Residual-energy in the nodes after each node has generated 100

data packets.
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exchanged between the nodes. Randomizing parent selec-

tion, presented in subsection III.A, does not add any over-

head. 

The weighted  share  algorithms increase the residual-

energy of the most depleted nodes with 15 to 20% com-

pared  to  native  RPL  in  high  density  networks.  The

weighted share algorithms are presented in subsection II-

I.C-F and III.H-I.  The  improved performance  complies

with the studies performed in in [14] [15]. However, the

poorer performance of these algorithms compared to the

highest energy parent algorithm, III.G, is due to the fact

that the lowest energy parent is still used, although rarely. 

In subsection III.F we suggest the improved weighting

algorithm, where the most depleted node is avoided while

the traffic is weighted between the other parents. The im-

proved algorithm is represented by the red marks in Fig-

ure 1, and shows that the residual-energy of the most de-

pleted node is always distinguishable higher than the gen-

eral weighting algorithms. 

The  round-robin  approach,  represented  by  the  light

blue marks, contributes less to balance the energy than the

weighting algorithms. The reason is that parent with low

residual-energy are loaded with the same amount of traf-

fic as the other parents.  

The  simulated  weighted-fair-sharing  algorithms  ex-

change energy information through DIO messages as well

as through the algorithm-specific energy information ex-

change technique.  Thus,  the  energy information  update

intervals between the different algorithms converge if the

DIO exchange frequency is high compared to the packet

exchange frequency. This phenomenon is demonstrated in

Figure 1 as it is difficult to discern between the simula-

tion results for the algorithms that use weighting as bal-

ancing  technique.  To better  illustrate  the difference  be-

tween  the  weighting  algorithms  we  performed  simula-

tions where each node generated 300 data packets. The

DIO exchange is limited such that each node only gener-

ates two DIOs during the whole simulation. The simula-

tion result is shown in Figure 2. 

As expected, when the DIO exchange frequency is re-

duced, the ACK method has an improved balancing per-

formance relative  to  weighting  based on DIO informa-

tion. The ACK method is presented in subsection III.I and

weighting based on DIO information is presented in sub-

section  III.C.  The  improved  balancing  performance  is

seen  in  Figure  2  where  the  blue  marker  of  the  ACK

method is closer  to the average values than the yellow

DIO  information  markers.  In  Figure  1,  the  blue  ACK

markers  are  actually  hidden  by  the  yellow  markers.

Hence,  the  ACK  and  the  DIO  information  performed

equally well when the number of data packets per DIO

packet is low.

The eavesdrop-algorithm described in subsection III.H

and represented with the black marks and line in the Fig-

ure 2, has the worst balancing capabilities. This applies

especially for the one-hop nodes. The reason is increased

traffic density in these areas of the network. High traffic

density means that nodes often become hidden terminals

preventing them from eavesdropping neighbors’ traffic. 

Fig 3. Number of child nodes versus rank for different node den-

sitiesFig 2. Residual-energy in the nodes after each node has transmitted

300 data packets 
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Our SPOF-algorithm described in subsection III.D and

presented with purple line and marks in Figure 2, gives

the best balancing effect. The reason is that higher-rank

nodes are encouraged to choose paths that does not in-

clude the nodes that act as SPOF. However, SPOF nodes

are not completely unloaded from forwarding data since

child nodes have to forward all traffic through their SPOF

parent nodes. 

At higher rank nodes the SPOF-algorithm gives equal

or  marginally  less  balance  compared  to  all  other

weighted-fair-sharing algorithms. However, the most effi-

cient energy-balancing algorithm is the algorithm that fo-

cuses on energy balance among the lowest rank nodes, al-

though  this  may  give  reduced  balancing  effect  at  the

higher-rank  nodes.  The  reason  is  that  the  lowest  rank

nodes  always  consumes the  highest  average  amount of

energy.

Increased number of child nodes enlarges energy im-

balance between nodes, in particular for algorithms that

uses fixed preferred-parent nodes. The number of child

nodes increases with increased node density and reduced

rank. This is demonstrated in Figure 3 which shows the

number of child nodes versus rank for two different node

densities, λ=8 and λ=20. This figure supports the findings

in Figure 1 related to the rapidly increase in energy imbal-

ance for increased node density. The circled shaped mark-

ers in Figure 3 with the corresponding lines show the av-

erage values. The square shaped and the diamond shaped

markers shows the 95% confidence interval. In addition,

the highest values, averaged over all different-seeds simu-

lations are shown as triangular markers. The lowest val-

ues,  averaged  over  all  different-seeds  simulations  are

shown as short horizontal lines.

V.CONCLUSION

Simulations presented in this paper show that the en-

ergy imbalance is substantial in network running the na-

tive RPL routing protocol. Thus, some kind of energy bal-

ancing  algorithm  should  be  used  to  prevent  premature

node depletion. 

A total of nine energy balancing algorithms applicable

for RPL running networks are analyzed in this paper. Six

of the algorithms are based on various approaches sug-

gested in literature. In addition, we suggest three new en-

ergy balancing approaches to complement the selection of

algorithms.  A common context is  used to  simulate  and

compare the performance of all the algorithms.

The simplest of our suggested approach is just a tiny

adjustment of RPL’s parent selection algorithm. Instead of

using a preordain tiebreaker parameter, the preferred-par-

ent  (next-hop  node)  is  randomly  selected  among  the

nodes in the parent-list.  The adjustment gives a signifi-

cant  balancing  effect.  Especially  in  high  density  net-

works,  where  the  residual-energy  of  the  most  depleted

node is  increased more than 10% compared to  running

native RPL. 

The second and the third suggested algorithm use the

nodes’ residual-energy to weight-balance the transmitted

traffic between all available parent nodes. In the second

algorithm, a node with a single point of failure (SPOF)

parent advertises a residual-energy level equal to the low-

est of its own and its parent energy level. The algorithm

requires residual-energy information to be exchanged be-

tween  the  nodes  during  RPL  management  packet  ex-

change. 

In the third algorithm, the nodes eavesdrop on the traf-

fic in their vicinity to estimate neighboring nodes resid-

ual-energy  level.  Increased  traffic  density  degrades  the

eavesdropping algorithm in the proximity of the sink. 

Simulations shows that the SPOF algorithm performs

best of all the weighting algorithms. Compared to native

RPL is the SPOF algorithm increasing the residual-energy

of the most depleted node with over 20%. 

However, the best energy balancing is achieved when

nodes choose the preferred-parent as the member of the

parents  list  that  has  the  highest  residual-energy  level.

Simulations of the algorithm show that, compared to na-

tive RPL, the residual-energy of the most depleted nodes

increases by 25%. The merit of this algorithm is that the

lowest residual-energy paths are always avoided. On the

contrary, weighting the traffic between all potential parent

nodes means that also the lowest energy nodes are used,

although rarely. However, to select the node with highest

residual-energy, the nodes must exchange energy infor-

mation. Randomly selecting the preferred-parent requires

no extra information exchange. 

Although the energy consumption is balanced, it is al-

ways  the  nodes  closest  to  the  sink  that  consumed  the

highest amount of energy. However, balancing the energy

consumption of equal rank nodes can give reduced net-

work management cost.
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