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DEAR Reader, it is our pleasure to present to you Pro-
ceedings of the 2015 Federated Conference on Com-
puter Science and Information Systems (FedCSIS), which
took place in L.o6dz, Poland, on September 13-16, 2015.
Each of the papers, found in this volume, was refereed by at
least two referees and the acceptance rate of full (regular)
papers was 24.01% (91 papers out of 379 submissions).
FedCSIS 2015 was organized by the Polish Information
Processing Society (Mazovia Chapter), Wroctaw University
of Economics, Systems Research Institute Polish Academy
of Sciences and L.6dZz University of Technology. FedCSIS
was organized in technical cooperation with: IEEE Com-
puter Society, IEEE Region 8, IEEE SMC Technical Com-
mittee on Computational Collective Intelligence, Computer
Society Chapter Poland, Gdansk Computer Society Chapter,
Poland, Polish Chapter of the IEEE Computational Intelli-
gence Society (CIS), ACM Special Interest Group on Ap-
plied Computing, European Alliance for Innovation (EAI),
1L6dz ACM Chapter, Committee of the Computer Science of
the Polish Academy of Sciences, Polish Operational and
Systems Research Society, Mazovia Cluster ICT and Eastern
Cluster ICT Poland. Furthermore, the 10% International
Symposium Advances in Artificial Intelligence and Applica-
tions (AAIA'lS) was organized in technical cooperation
with: International Fuzzy Systems Association, European
Society for Fuzzy Logic and Technology, International
Rough Set Society and Polish Neural Networks Society.
FedCSIS 2015 consisted of the following events:
+  AAIA'15—10™ International Symposium Advances
in Artificial Intelligence and Applications
o AIMaVIG'15—1* International Workshop on
Artificial Intelligence in Machine Vision and
Graphics
o AIMA'15—5" International Workshop on Arti-
ficial Intelligence in Medical Applications
o ASIR'15—5" International Workshop on Ad-
vances in Semantic Information Retrieval
o LQMR'15—1* Workshop on Logics for Quali-
tative Modelling and Reasoning
o WCO'15—8" Workshop on Computational Op-
timization
*  CSS—Computer Science & Systems
o BCPC'15—1*" International Workshop on Bio-
logical, Chemical and Physical Computations
o CANA'15—8"™ Computer Aspects of Numeri-
cal Algorithms
o IWCPS'15—2" International Workshop on Cy-
ber-Physical Systems
o MMAP'15—8™" International Symposium on
Multimedia Applications and Processing
o WAPL'15—5"™ Workshop on Advances in Pro-
gramming Languages
«  ECRM—Education, Curricula & Research Methods
o DS-RAIT'15—2" Doctoral Symposium on Re-
cent Advances in Information Technology
+  iNetSApp'15—3™ International Conference on In-
novative Network Systems and Applications
o EAIS'15—2" Workshop on Emerging Aspects
in Information Security

o SoFAST-WS'15—4™ International Symposium
on Frontiers in Network Applications, Network
Systems and Web Services

o WSN'15—4" International
Wireless Sensor Networks

+ IT4AMBS—Information Technology for Manage-
ment, Business & Society

o ABICT'15—6" International Workshop on Ad-
vances in Business ICT

o AITM'15—13" Conference on Advanced In-
formation Technologies for Management

o ISM'15—10™ Conference on Information Sys-
tems Management

o IT4L'15—4" Workshop on Information Tech-
nologies for Logistics

o  KAM'I5—21*" Conference on Knowledge Ac-
quisition and Management

+ JAWS—Joint Agent-oriented Workshops in Syn-
ergy

o ABC:MI'15—10"™ Workshop on Agent Based
Computing: from Model to Implementation

o MAS&S'15—9" International Workshop on
Multi-Agent Systems and Simulations

o SEN-MAS'15—4" International Workshop on
Smart Energy Networks & Multi-Agent Sys-
tems

Furthermore, an AAIA’15 Data Mining Competition, fo-
cused on “Recognition of activities carried out by first re-
sponders at a fire scene based on body sensor network
readings” has been organized. Its results constitute a sepa-
rate section in these proceedings. Awards for the winners
of the contest were sponsored by: Mazovia Chapter of the
Polish Information Processing Society.

Each event constituting FedCSIS had its own Organizing
and Program Committee. We would like to express our
warmest gratitude to members of all of them for their hard
work attracting and later refereeing 379 submissions.

FedCSIS 2015 was organized under the auspices of Prof.
Lena Kolarska-Bobinska, Minister of Science and Higher
Education, Andrzej Halicki, Minister of Administration and
Digitization, Prof. Michat Kleiber, President of the Polish
Academy of Sciences, Witold Stgpien, Marshal of Lodz
Province, Hanna Zdanowska, Mayor of the City of Lodz,
and Prof. Stanistaw Bielecki, Rector of £.6dz University of
Technology.

FedCSIS was sponsored by the Ministry of Science and
Higher Eduction, Intel and Samsung.

Conference on

Maria Ganzha, Co-Chair of the FedCSIS Conference
Series, Systems Research Institute Polish Academy of
Sciences, Warsaw, Poland, and Warsaw University of
Technology, Poland

Leszek Maciaszek, Co-Chair of the FedCSIS Conference
Series, Wroctaw University of Economics, Wroctaw, Poland
and Macquarie University, Sydney, Australia

Marcin Paprzycki, Co-Chair of the FedCSIS Conference
Series, Systems Research Institute Polish Academy of
Sciences, Warsaw and Management Academy, Warsaw,
Poland
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Abstract—The usage of Unmanned Aerial Vehicles (UAVs) is
increasing day by day. In recent years, UAVs are being used in
increasing number of civil applications, such as policing, fire-
fighting, etc in addition to military applications. Instead of using
one large UAV, multiple UAVs are nowadays used for higher
coverage area and accuracy. Therefore, networking models are
required to allow two or more UAV nodes to communicate directly
or via relay node(s). Flying Ad-Hoc Networks (FANETSs) are
formed which is basically an ad hoc network for UAVs. This is
relatively a new technology in network family where require-
ments vary largely from traditional networking model, such as
Mobile Ad-hoc Networks and Vehicular Ad-hoc Networks. In
this paper, Flying Ad-Hoc Networks are surveyed along with its
challenges compared to traditional ad hoc networks. The existing
routing protocols for FANETSs are then classified into six major
categories which are critically analyzed and compared based
on various performance criteria. Our comparative analysis will
help network engineers in choosing appropriate routing protocols
based on the specific scenario where the FANET will be deployed.

Index Terms—UAV networks, MANET, VANET, FANET, Rout-
ing protocols

I. INTRODUCTION

NMANNED aerial vehicle (UAV) systems can fly in-

dependently or can be operated distantly. The usage of
UAVs is increasing day by day. Earlier, UAVs were simple re-
motely piloted aircrafts and mostly used for military operations
/ applications. However, in recent years, UAVs are being used
in increasing number of civil applications, such as policing
and fire-fighting, non-military security work, etc.

The use of single-UAV system is very common, but using a
group of small UAVs has become advantageous. Nonetheless,
multi-UAV systems have some exclusive challenges and one of
the most important design issues is the communication. There
are many advantages of multi-UAV systems, such as

e Economical: The installation and maintenance cost of
small UAVs are much less than that of a large UAV [1].

o Flexibility: Single UAV have limited coverage area, hence
coverage rate is low [2]. However, multi-UAV systems can
adapt to the situation easily.

e Continuity: If the UAV operation (operated by one UAV)
fails in a mission, it cannot proceed. However, if a UAV goes
off in a multi-UAV system, the operation can be survived
through other UAVs.

e Faster: It has been shown that the missions can be
completed faster with a higher number of UAVs [3].
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e Higher accuracy: Instead of one large radar cross-section,
multi-UAV systems produce very small radar cross-sections
which are more accurate and crucial for military applica-
tions [4].

e Sustainable: Multi UAVs are more sustainable than single
UAV system.

e Easy to solve: Multi-UAVs sometime can be solved
recursively, which is much easier than single UAV system.

Multi-UAV systems have several issues. In a single-UAV
system, a ground base station or a satellite is used for com-
munication. Sometimes, communication link is established
between the UAV and an airborne control system. In every
case, single-UAV communication link is established between
the UAV and the infrastructure. When the number of UAVs
increases in the unmanned aerial systems, designing effective
network architectures becomes a crucial issue.

There are some UAVs, those connect with a ground
base station; others can connect to satellites, thereby realiz-
ing the UAV-to-UAV communication through the infrastruc-
ture. However, there are several design limitations with the
infrastructure-based approach. First of all, each UAV must be
equipped with an exclusive and complex hardware in order
to communicate with a ground base station or a satellite.
Reliability of the communication is the second issue. Another
problem is the range restriction among the UAVs and the
ground base station. If a UAV is outside the coverage area
of the ground station, it becomes disconnected.

To resolve all the above mentioned issues, an alternative
solution for multi-UAV systems is required to create an ad-hoc
network among the UAVs, which is called FANET. In FANET,
only a subset of UAVs can interconnect with the ground station
or the satellite and all UAVs constitute an ad-hoc network.
In this way, the UAVs can communicate with one another in
addition to the ground station.

FANET is basically a special form of MANET/VANET.
There are also certain differences between FANET and the
traditional ad-hoc networks. Mobility degree of FANET nodes
is much higher than that of MANET or VANET nodes. While
typical MANET and VANET nodes are walking human beings
or vehicles, respectively, FANET nodes fly in the sky. Due to
high mobility of FANET nodes, the topology changes more
frequently than the network topology of a typical MANET
or even VANET. FANET needs peer-to-peer connections for



synchronization and relationship of UAVs. It is required to
collect data from the environment and to transmit to the
command & control center, as in wireless sensor networks [5].
Hence, FANET must support both peer-to-peer communication
and converge cast traffic at the equivalent time. The distances
among FANET nodes are much higher than in MANETS or
VANETSs [6]; so higher range of communication is needed.
Multi-UAV systems may include different types of sensors,
and each sensor may require different data distribution ap-
proaches.

There exist a few studies on UAV networks [7]-[11]. In [7],
authors discussed Unmanned Aircraft System (UAS) where
wireless communication is performed through IEEE 802.11b/g
and Dynamic Source Routing (DSR) protocol was used as the
routing protocol. In [8], a net-centric communication process
is described with full command and control architecture for a
heterogeneous unmanned aircraft system (in a small topology).
In [9], authors discussed several networking issues related to
delay-tolerant mobile ad-hoc network architecture. However,
none of these works have provided a comprehensive survey of
the routing issues of FANET networks. A survey [10] was
performed on Flying ad-hoc network where FANET appli-
cation scenario are discussed. It also discusses the FANET
Communication protocols that consist of Physical, MAC,
Network, Transport and Cross-layer architectures. FANET
network layer has been discussed briefly in [11] where it
is proposed that with a small modification on the routing
protocols (used for VANET and MANET), they can be used in
FANET architecture. However, none of these works [10], [11]
have provided a comprehensive survey of the routing issues
of FANET networks.

The main objective of this paper is to explain FANET as
a distinct ad hoc network family and to introduce unique
challenges, design constraints and routing issues in FANETSs.

The contributions of this paper are (i) presenting different
challenges and issues of FANET design, (ii) classifying exist-
ing routing protocols for FANET, and (iii) critically analyzing
and comparing them based on various performance criteria.

Our comparative analysis will help network engineers in
choosing appropriate routing protocols based on the specific
scenario where the FANET will be deployed.

The rest of the paper is organized as follows. In Section II,
we present several FANET designing issues. In Section III,
we provide an extensive evaluation of the existing FANET
routing protocols. In Section IV, we provide a comparative
study among the six basic protocols of FANETs, followed by a
discussion of open problems for FANET research in Section V.
Finally, Section VI has the concluding remarks.

II. FANET DESIGN ISSUES

FANET is a new form of MANET where the nodes are
UAVs. So a single-UAV systems cannot form a FANET,
and valid only for multi-UAV systems. Again all multi-UAV
systems do not form a FANET. UAV communication should
create an ad-hoc network between UAVs to create FANET.
Therefore, if the communication between UAVs fully relies
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on UAV-to-infrastructure links, it cannot be classified as a
FANET [10].

Fig. 1. A FANET scenery of multi-UAV systems.

In Fig. 1, a detailed multi-UAV system is shown. There
are several area where FANET linked researches are studied
under dissimilar names. Like, aerial robot team [12], aerial
sensor network [13]-[15], but exact FANET base study is
less interest in this topics. UAV ad hoc network [16] is totally
a unique topic, which is thoroughly associated to FANETS.
In fact, there is no major change between the existing UAV
ad-hoc network researches and the above FANET definition.
However, FANET term instantly prompts that it is a specialized
form of MANET and VANET. This is why it is called Flying
Ad-Hoc Network, FANET.

FANET vs. traditional ad-hoc networks:

Wireless ad hoc networks are categorized permitting to their
application, positioning, communication and assignment in-
tentions. By characterization, FANET is a form of MANET,
and there are many mutual design thoughts for MANET and
FANET. FANET can also be classified as a subset of VANET,
which is also a subgroup of MANET.

FANET

Fig. 2. MANET, VANET and FANET.

This affiliation is shown in Fig. 2. FANET shares com-
mon characteristics with these networks, and it also has
some unique design challenges. Table I presents a compari-
son among FANET, VANET and MANET. In the following
subsections, the differences among FANET and the existing
wireless ad hoc networks are explained in details.
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TABLE I
COMPARISON AMONG FANET, VANET AND MANET.

Ad-Hoc network Types
Criteria

FANET

VANET

MANET

Node mobility

High compactness

Medium compactness

Low compactness

Mobility model

Usually predetermined, but special
mobility models for independent
multi-UAV systems

Steady

Arbitrary

Node density

Low thickness

Medium thickness

Low thickness

Topology change

Rapid and speedy

Average speed

Slow and steady

Radio propagation model

High above the ground level,LoS
(Line of Sight) is accessible for
most of the cases

Close to ground, LoS is not acces-
sible for all cases

Very close to ground, LoS is not
accessible for all cases

Power consumption and network || Needed for mini UAVs, but not | Not needed Need of energy efcient protocols
lifetime needed for small UAVs

Computational power Very big Average Limited

Localization GPS, AGPS, DGPS, IMU GPS, AGPS, DGPS GPS

A. Node mobility

Node mobility issues are the most significant difference
between FANET and the other ad hoc networks. MANET
node movement is comparatively slow when it is compared
to VANET. In FANET, the nodes mobility degree is much
higher than in the VANET and MANET. According to [6], a
UAV has a speed of 30-460 km/h, and this situation results
in several challenging communication design problems [17].

B. Mobility model

MANET nodes move on a definite territory, VANET nodes
move on the highways, and FANET nodes fly in the sky. In
multi-UAV systems, the flight plan is not fixed, if a multi-UAV
system uses predefined flight plans it may not be successful,
because of the environmental deviations or operation updates,
the flight plan may need to be recalculated.

C. Node density

Node density is defined as the average number of nodes in
a unit area. FANET nodes are normally spread in the sky, and
the distance between UAVs can be several kilometers even for
small multi-UAV systems. As a result of this, FANET node
density is much lower than in the MANET and VANET.

D. Topology change

Due to higher mobility degree, FANET topology changes
more regularly than MANET and VANET topology. When a
UAV fails, the links that the UAV has been involved in also
failed and it results in a topology update. Another factor that
affects the FANET topology is the link outages. Because of the
UAV schedules and variations of FANET node distances, link
quality changes very quickly, and it also causes link outages
and topology changes [18].

E. Radio propagation model

FANET and the other ad hoc network operating environ-
ments affect the radio propagation characteristics. MANET
and VANET nodes are very close to the ground, and in many
cases, there is no line of-sight between the sender and the
receiver. Radio signals are mostly affected by the geographic

structure. Again, FANET nodes those are away from the
ground can be driven remotely and in maximum case; there is
a line-of sight between UAVs [10].

FE. Power consumption and network lifetime

Developing energy efficient communication protocols is a
major part to increase the network lifetime. Particularly, while
the battery-powered computing devices in MANETS; system
developers have to pay extra attention to the energy efficient
communication protocols. However, FANET communication
hardware is powered by the energy source of the UAV.
This means FANET communication hardware has no power
resource problem as like in MANET.

G. Computational power

MANET nodes are battery powered small computers such
as laptops, PDAs and smart phones. Because of the size and
energy constraints, the nodes have only limited computational
power. On the other hand VANETs and FANETSs support
devices with high computational power.

H. Localization

In MANET, GPS is generally used to receive the coordinates
of a mobile communication terminal, and maximum time, GPS
is enough to regulate the location of the nodes. In VANET, for
a navigation-grade GPS receiver, there is about 10-15 m ac-
curacy, which can be satisfactory for route guidance. Because
of the high velocity and dissimilar mobility models of multi-
UAV systems, FANET needs highly accurate localization data
with smaller time intervals. GPS provides position information
at one second interval, and it may not be adequate for certain
FANET protocols.

III. FANET NETWORKING PROTOCOLS

There exists many routing protocols for wireless and ad-
hoc networks, such as pre-computed routing, dynamic source
routing, on demand routing, cluster based routing, flooding,
etc. FANET is a sub-class of VANET and MANET networks.
Therefore, MANET routing protocols are initially chosen and
tested for FANET. Due to the UAV-specific issues, such as,



rapid changes in link quality, most of these protocols are
not directly applicable for FANET networks. Hence, in order
to implement this new networking model, some definite ad-
hoc networking protocols have been implemented and some
previous ones have been adapted. These protocols can be
classified into six major categories:

e Static protocols, having fixed routing tables (no need to
refresh these tables).

e Proactive protocols, have periodically refreshed routing
tables.

e Reactive protocols (also called on-demand protocols)
discover paths for messages on demand.

e Hybrid protocols that use both proactive and reactive
protocols.

o Position/Geographic Based protocols that use position
or area coverage.

e Hierarchical protocols that use hierarchy model for
routing.

With the help of all these routing protocols, a FANET can
actively discover new paths among the communicating nodes.

A. Static Routing Protocols

In static routing protocol, a routing table is calculated and
uploaded to UAV nodes before an assignment, and cannot be
updated during the operation; this is why it is called static.
UAVs in this protocol have a constant topology [19]. Here
every node communicates with a limited numbers of UAVs
or ground stations, and it only preserves their information. In
case of a failure (of a UAV or ground station), for updating the
tables, it is essential to wait until the assignment is finished.
As a result there are no fault tolerant approach for dynamic
environments in static routing protocols.

1) Data Centric Routing: UAVs wireless communication
support one to many data transmission which is similar to one-
to-one data transmission [20], [21]. This method is selected
when the data is requested by a number of nodes, and data
distribution is done by on-demand algorithms. Data-centric
routing is a favorable model of routing mechanism and can
be adjusted for FANET [22], [23].

Fig. 3. Data centric routing model in FANET.

Data demand and gathering are done by data attributes
instead of sender and receiver nodes’ IDs. As shown in Fig. 3,
this model is usually skillful with cluster infrastructure.
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In this model, the consumer node (either ground node or
a UAV) broadcasts queries (such as “get video of area X if
there is a change of more than % 3”) as contribution message
in order to collect particular data from a precise area. Routing
is done with respect to the content of data. Data aggregation
algorithms may be used for energy efficient data broadcasting.
This routing executes three scopes of decoupling:

o Space decoupling: Communicating parties can be any-

where.

o Time decoupling: Data can be transmitted to the sub-
scribers instantly or later.

o Flow decoupling: Delivery can be accomplished con-

stantly.

This model can be chosen when the system contains a small
number of UAVs on a planned path, which involves minimum
assistance.

2) Multi-Level Hierarchical Routing: Organizing UAV net-
works hierarchically a number of clusters needs to operate in
different mission areas, as shown in Fig. 4. Each cluster has
a cluster head (CH), which will represent the whole cluster;
this separate cluster can perform different activities. Each CH
is in connection with the upper/lower layers (ground stations,
UAVs, satellites, etc.) directly or indirectly. To broadcast data
and control info to other UAVs in the cluster, CH should be
in direct communication range of other UAVs in cluster.

Fig. 4. Multi-Level Hierarchical routing model in FANET

This model is better if UAVs are controlled in changed
swarms, the mission area is huge, and several UAVs are used
in the network.

3) Load Carry and Deliver Routing: In this model, a UAV
loads data from a ground node; then the data is being carried
to the destination by flying; and at the end the data reached
to the destination ground node.

The main objectives of load carry and deliver routing is
to maximize throughput and increase the security. But the
main drawback of this protocol is whenever the distance of
communicating parts growth, the transmission delay becomes
tremendously huge and unendurable. To solve this problem
multi-UAVs system can be developed so that it decreases
transmission delay as well as the distance among UAVs.

B. Proactive Routing Protocols

Proactive routing protocols (PRP) use tables to store all
the routing in the network. The main advantage of proactive
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routing is that it stores the latest information of the routes;
therefore, it is easy to choose a route from the sender to the
receiver, as a result transmission delay can be minimized. But,
there are some disadvantages of this protocol.

First, there are lot of messages are being exchange between
nodes, therefore bandwidth optimization is not possible. For
this reason PRPs are not suitable for highly mobile and/or
larger networks. Second, when the topology change or con-
nection failure occurs, PRP shows a slow reaction.

1) Directional Optimized Link State Routing: This protocol
is based on the well known Optimized Link State Routing
Protocol (OLSR) [24]. One of the most important factors that
affect the OLSR performance is to select multipoint relay
(MPR) nodes. The sender node selects a set of MPR nodes so
that the MPR nodes can cover two hop neighbors. One of the
most crucial design issues for OLSR is the number of MPRs,
which effects the delay dramatically. Simulation studies [25]
showed that DOLSR can reduce the number of MPRs with
directional antennas.

2) Destination Sequenced Distance Vector: This protocol
mainly uses the Bellman Ford algorithm with slight modifi-
cations for ad hoc networks. In DSDV, each node saves a
routing table (with sequence number) for all other nodes, not
just for the neighbor nodes [26]. Whenever the topology of the
network changes, these changes are circulated by the protocol
to update devices. To eliminate routing-loops and to identify
the latest route, DSDV uses sequence numbers, which are
allocated by destination nodes. The route which has higher
sequence number is selected.

The main advantages of DSDV are easy algorithm and the
usage of sequence numbers, which guaranteed the protocol to
be loop free. Again, it has some drawbacks. For an upto date
routing table, each node periodically broadcast routing table
updates, which brings overhead to the network.

3) Topology Broadcast based on Reverse-Path Forwarding:
This protocol use Dynamic Source Routing (DSR) [27]. The
main advantage to choose DSR is its reactive configuration.
The source tries to find a path to a destination, only if it has
data to send. Main drawback of this protocol is the topology
is unstable when the nodes are highly mobile.

C. Reactive Routing Protocols

Reactive Routing Protocol (RRP) can be referred as on
demand routing protocol. If there is no connection between
two nodes, there is no need to calculate a route between them.
The concept RRP is came to overcome the overhead problem
of PRP.

There are two different messages in this protocol:
Route_Request messages and Route_Reply messages.
Route_Request messages are created and transmitted by
flooding to the network by the source node, and the destination
node responses to this message with a Route_Reply message.
RRP is bandwidth efficient, because there is no periodic
messaging. Main drawback is it takes long time to find the
route; as a result high latency may occur.

1) Dynamic Source Routing: Dynamic Source Routing
(DSR) is designed for wireless mesh networks [28]. In DSR,
the source node broadcasts a route request message to its
neighbor nodes. In the entire communication route, there can
be many route request messages. So, to avoid mix-up, the
source node added a distinctive request_id. If the source node
is not capable to use its present route (changes in the network
topology), then the route repairs mechanism is triggered. This
routing protocol was implemented by Brown et al. in [29] and
they found finding a new route in UAV network with DSR can
be frustrating.

2) Ad-hoc On-demand Distance Vector: Ad-hoc On-
demand Distance Vector (AODV) has almost the similar on-
demand features with DSR. The only difference is routing
table maintenance [30].

In DSR each node can store multiple entries in the routing
table for each destination while in AODV; there is a single
record for each destination. Another difference in DSR, the
data packets transfer the complete path between source and
the destination nodes. But in AODV, the source node only
stores the next-hop information consistent to each data com-
munication.

AODV routing protocol consists of three phases: route
discovery, packet transmitting and route maintaining.

3) Time-slotted on-demand Routing: Time-slotted on-
demand routing protocol is proposed in [31] for FANETS.
Basically it is time-slotted version of AODYV. Time-slotted
on-demand protocol uses dedicated time slots in which only
one node can send data packet. Although it increases the use
of network bandwidth but mitigates the packet collisions and
ensure packet delivery.

D. Hybrid Routing Protocols

To overcome the limitations of previous protocol Hybrid
routing protocol (HRP) is introduced. Reactive routing proto-
cols needs extra time to discover route and proactive routing
protocols has huge overhead of control messages both can
mitigate in HRP. HRP is appropriate for large networks. A
network can be divided into a number of zones where intra-
zone routing used proactive method while inner-zone routing
uses reactive method [11].

1) Zone Routing Protocol: Zone Routing Protocol (ZRP)
is based on the concept of zones [32]. In this protocol, each
node has a different zone. The zone is defined as the set of
nodes whose minimum distance is predefined radius R. So,
the zones of neighboring nodes intersect. The routing inside
the zone is called as intra-zone routing, and it uses proactive
method. If the source and destination nodes are in the same
zone, the source node can start data communication instantly.
When the data packets need to send outside the zone the inter-
zone routing is used and reactive method is applied.

2) Temporarily Ordered Routing Algorithm: Temporarily
Ordered Routing Algorithm (TORA) routers only preserve info
about adjacent routers [33]. TORA mainly uses a reactive
routing protocol but it also use some proactive protocol. It
constructs and preserves a Directed Acyclic Graph (DAG)



from the source node to the destination. TORA does not use a
shortest path solution, sometime longer routes used to reduce
network overhead. Each node has a parameter value termed as
“height” in DAG, which is unique for each node. Data flow
as a fluid from the higher nodes to lower. It is structurally
loop-free because data cannot flow to the node that has higher
value [11].

E. Position/Geographic Based Routing Protocols

Position-based routing needs information about the physical
position of the contributing nodes in the network. Generally,
each node calculates its own location through the use of GPS
or some other type of positioning facilities. Position based
routing is primarily motivated by two subjects, (i) A position
facility is used by the sender of a packet to decide the position
of the destination and (i¢) A forwarding approach used to
forward the packets.

1) Greedy Perimeter Stateless Routing: Greedy Perimeter
Stateless Routing (GPSR) is a position based protocol, have
several advantages over proactive and reactive routing proto-
cols. Shirani et al. developed a simulation framework to study
the position-based routing protocols for FANETs [34]. The
outcome of the study is that GPSR can be used for compactly
positioned FANETSs. But, reliability is the major issue of this
protocol. For this another method, like face routing, can be
used to achieve more reliability.

2) Geographic Position Mobility Oriented Routing: The
traditional position-based protocols only depend on the lo-
cation information of the nodes. But, geographic position
mobility oriented routing predicts the movement of UAVs
with Gaussian — Markov mobility model, and uses this
information to guess the next hop.

F. Hierarchical Routing Protocols

In hierarchical routing protocols the choice of proactive and
of reactive routing depends on the hierarchic level. The routing
is primarily established with some proactive planned routes
and then helps the request from by triggered nodes through
reactive protocol at the lower levels. The main drawbacks of
this protocol are: complexity and addressing scheme which re-
sponse to traffic request as a result it hang the interconnecting
factors.

1) Mobility prediction clustering: It operates on the dictio-
nary of Trie-structure calculation algorithm and link termina-
tion time mobility model to guess network topology updates.
In this way, it can build more constant cluster formations [35].

2) Clustering algorithm of UAV networking: It constructs
the clusters on the ground, and then updates the clusters
through the mission in the multi-UAV system [36].

IV. COMPARATIVE STUDY

As mentioned earlier, there exist six basic protocols for
FANET. In this section, we critically analyze and compare
these basic FANET protocols. Table II presents the com-
parative study among these six FANET routing protocols:
static, proactive, reactive, hybrid, position/geographic based
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and hierarchical protocols. We explain each of the comparison
criteria in more details in this section:

A. Main Idea

The main idea for static protocol is routing information is
fixed for a specific mission and loaded into the UAVs before
the mission. Proactive protocol stores the current route infor-
mation into the table. Reactive protocol is on demand protocol;
when the source asks for destination route, it calculates the
route. Hybrid protocol is a combination of both proactive
and reactive protocols. Position/geographic protocol uses GPS
or other location service to calculate the route. Hierarchical
protocols uses hierarchy model to find route.

B. Complexity

For static protocol, complexity is relatively low because des-
tination is fixed. However, for proactive, reactive and hybrid
protocol, complexity is medium. In case of topology change,
route finding becomes more complex in proactive protocol.
For position-based protocol, finding route becomes difficult
if the location service is poor. In an urban area, hierarchical
protocol is useful but its setup is not so simple.

C. Route

In case of static protocol, route is fixed throughout the
mission. For all other protocols, routes are dynamic.

D. Topology size

Static protocol is used for fixed mission. As a result, if
the topology size is large, there is chance of topology change.
Hence, static protocol is suitable for small networks. Proactive
protocol is a table-driven protocol; hence, if the number
of UAVs increases, their corresponding routing table entries
also increases. Thus, proactive protocol is suited for small
networks. For hybrid protocols, intra-zone routing is usually
fixed and small sized. Position based and hierarchical protocols
are used in larger network.

E. Memory size

In static protocols, the whole routing information is up-
loaded into the UAVs before the mission. As a result, it
requires large memory space. If the number of nodes increases,
the table size grows larger. Thus, proactive protocol requires
larger memory. Reactive protocol is source driven; hence,
when source is required to find route, it is activated, requiring
less memory. Position-based protocol caches the coordinates
of each UAV, thereby requireing large memory space. Hier-
archical protocol uses hierarchical structure whose memory
requirement is low.

F. Fault tolerant

In FANETSs, mission route or topology change is a very
common scenario. However, static protocols do not support
this scenario. Therefore, fault tolerance is absent in this pro-
tocol. However, every other protocol has some fault tolerance.
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COMPARISONS AMONG THE BASIC ROUTING PROTOCOLS IN FANETS.

TABLE I

Different
Protocol . . . . . . . .
Types Static Protocols Proactive Proto- | Reactive Proto- | Hybrid Protocols Position/Geographic | Hierarchical Proto-
Criteria cols cols Based Protocols cols
Main Idea Static routing ta- | Table driven | On demand pro- | Combination of | Position-based pro- | Protocol
ble protocols tocol proactive and | tocol maintained through
reactive protocols hierarchy
Complexity Low Medium Average Average High High
Route Static Dynamic Dynamic Dynamic Dynamic Dynamic
Topology size Small network Small network Large network Both small and | Large network Large network
large network
Memory size High High Low Medium High Low
Fault tolerant Absent Present Present Mostly present Present Present
Bandwidth Utilization Maximum Minimum Maximum Medium Minimum Maximum
Convergence Time Fast Slow Mostly fast Average Average Average
Signalling Overhead Absent Present Present Present Present Present
Communication Latency Low Low High High Low High
Mission Failure Rate High Low Low Very low Very low Very low
Popularity Less Medium Medium High Less High
Application Fixed mission Dynamic Dynamic Dynamic mission Dynamic mission Dynamic mission
mission mission

G. Bandwidth utilization

Static protocols are used in small network where topology is
fixed; as a result, bandwidth utilization is high in this protocol.
Proactive protocols have to send hello messages periodically in
the network. Therefore, this protocol requires more bandwidth.
Reactive protocols are source driven, requiring less bandwidth.
For hybrid protocols, bandwidth utilization is medium. Posi-
tion based protocol send source location as extra information;
hence, bandwidth consumption rate is higher. Hierarchical
protocols use limited bandwidth as each UAV is connected
to upper level UAVs.

H. Convergence time

In the static protocol, destination is predetermined. As
a result route finding time is minimal. Proactive protocol
searches the destination node after each topology change,
resulting in larger converge time. Reactive protocols usually
find route much faster but if topology changes, this protocol
takes more time than normal case. Hybrid, position based and
hierarchical protocols usually take average time to converge.

1. Signalling overhead

Other than static protocols, each protocol (proactive, reac-
tive, hybrid, position based and hierarchical) have signaling
overheads, such as hello message in proactive protocols, route
request and route reply message in reactive protocols, etc.

J. Communication latency

Static, proactive and position based protocols have low
communication latency since the distance between the UAVs
in these protocols is small. Reactive, hybrid and hierarchical
protocols have higher latency because UAV-to-UAV and UAV-
to-ground station distance is much higher in these protocols.

K. Mission failure rate

Topology and route change are common phenomena in
FANETS.Other than static protocols, each protocol has backup
strategy for topology change. Only static protocols do not
have any strategy when topology or route changes, as a result
mission failure rate is very high in this protocol.

L. Popularity

Static protocols is not fault tolerant and position based
protocols need extra mechanism to find the positions of the
UAVs. This is why, these two protocols are least popular. Rest
of the protocols are much more popular.

M. Applications

Static protocols are used in missions where mission objec-
tive and topology are fixed. Hierarchical protocols are mostly
used in military operations where communication is difficult.
Previously, most of the protocols were used in military oper-
ations. However, use of UAVs have increased day by day. As
a result, many civil operations are now conducted by multi-
UAVs systems. For this reason, all the protocols are being
modified so that these protocols can be used in normal and
civil operations.

V. OPEN RESEARCH PROBLEMS

Existing MANET and VANET routing protocols cannot
satisfy all the FANET routing requirements. Therefore, routing
is one of the most important and challenging issues for
FANETS. In this section, we list a few open research issues
regarding routing in flying ad hoc networks.

A. P2P UAV communications

In FANET, movements of UAVs are very fast, resulting
in very rapid network topology change. Hence, data routings
among the UAVs are challenging. The routing protocols should



be capable of updating routing tables dynamically. Peer-to-
peer communication is crucial for cooperative synchronization
and collision anticipation of multi-UAV systems. FANET
can collect information from the environment as in wireless
sensor networks, which is a different traffic configuration.
Developing a peer-to-peer communication and converge cast
traffic can be an attractive topic in FANETs. Data centric
routing for FANETS is another encouraging approach which
is still unexplored.

B. Regulations for civilian UAVs

The uses of UAVs are increasing day by day and now it has
become a part of most of countries national airspace system.
However, most of the existing air principles do not allow UAV
operations in civil airspace. This is the biggest obstruction to
the development of Unmanned Arial Systems in civilian areas.
As a result, distinctive rules and guidelines to integrate UAV
flights into the national airspace need to be deployed urgently.

C. Robust FANET algorithms

In a large area mission and multi-UAV operations, dynamic
changes (such as addition / deletion of UAVs, fixed and
dynamic threats, etc.) can occur. Therefore, robust algorithms
with dynamic route adjustments are compulsory to coordinate
the fleets of UAVs. It is essential for FANET to support
qualities of services (QoS) so that it can protect against some
predetermined service performance constraints, such as delay,
bandwidth, jitter, packet loss, etc.

D. UAV placement

The sizes of mini-UAVs are small and they carry limited
payloads, for example single radar, infrared camera, thermal
camera, image sensor, etc. Therefore, different sensors can
be merging-up with different UAVs; or one UAV can be
integrated with a thermal camera and another with image
sensor. Regarding this, UAV placement to reduce energy
consumption is still an open issue.

E. FANET standardization

FANET uses various wireless communication bands, such
as, VHE, UHF, L-Band, C-band, Ku-Band, etc. [11] which are
also used in different application areas, such as GSM networks,
satellite communications. For reducing congestion problem,
FANETSs require standardization. FANET should connect to
integrate with a Global Information Grid (GIG) as one of the
main information platforms to increase its efficiency.

F. Coordination of UAVs with Manned aircraft

In the future, flights of UAVs with other manned aircraft
are likely to increase. Coordination of these two will ensure
the destruction of opponent aircraft with minimal losses.
Therefore, the association of UAV's and manned aircraft should
be in a networked environment.
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VI. CONCLUSION

Unmanned Aerial Vehicles have promising role in a large
operation zone with complicated missions. For the region that
are reasonably isolated from the ground and to accomplish
complex tasks, UAVs require cooperation with one another
and need a quick and easy deploying network system. Multi-
UAV system reduces the operation accomplishment time and
increases reliability of the system for airborne operations when
compared to a single-UAV system. To apply networking in
non-LOS, urban, aggressive, and noisy environment, multi-
UAV system is very effective and accurate.

Communication is one of the most challenging issues for
multi-UAV systems. In this paper, ad hoc networks among the
UAVs, i.e, FANETs are surveyed along with its key challenges
compared to traditional ad hoc networks. The existing routing
protocols for FANETS are classified into six major categories
which are then critically analyzed and compared based on
various performance criteria. Finally, we list several open
research issues related to FANET routing protocols to inspire
researchers work on these open problems.
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The Cognitive Cycle

John F. Sowa

Abstract—In the twenty years from first grade to a PhD, stu-
dents never learn any subject by the methods for which ma-
chine-learning algorithms have been designed. Those algorithms
are useful for analyzing large volumes of data. But they don’t
enable a computer system to learn a language as quickly and ac-
curately as a three-year-old child. They’re not even as effective
as a mother raccoon teaching her babies how to find the best
garbage cans. For all animals, learning is integrated with the
cognitive cycle from perception to purposeful action. Many al-
gorithms are needed to support that cycle. But an intelligent
system must be more than a collection of algorithms. It must in-
tegrate them in a cognitive cycle of perception, learning, reason-
ing, and action. That cycle is key to designing intelligent sys-
tems.

I. THEORIES OF LEARNING AND REASONING

HE nature of the knowledge stored in our heads has ma-

jor implications for educating children and for designing
intelligent systems. Both fields organize knowledge in
teachable modules that are presented in textbooks and stored
in well structured databases and knowledge bases. A system-
atic organization makes knowledge easier to teach and to im-
plement in computer systems. But as every student discovers
upon entering the workforce, “book learning” is limited by
the inevitable complexities, exceptions, and ambiguities of
engineering, business, politics, and life. Although precise
definitions and specifications are essential for solving prob-
lems in mathematics, science, and engineering, most prob-
lems aren’t well defined. As Shakespeare observed, “There
are more things in heaven and earth, Horatio, than are dreamt
of in your philosophy.”

During the past half century, neuroscience has discovered
a great deal about the organization of the human brain and its
inner workings. But each discovery has led to far more ques-
tions than answers. Meanwhile, artificial intelligence devel-
oped theories, tools, and algorithms that have been success-
fully applied to practical applications. Both neuroscience and
Al have been guided by the centuries of research in other
branches of cognitive science: philosophy, psychology, lin-
guistics, and anthropology.

One explanation of learning that has been invented and
reinvented in various guises is the apperceptive mass or
dominant system of ideas. It was suggested by Leibniz, elab-
orated by Johann Friederich Herbart [5], and had a strong in-
fluence on educational psychology [31]:

There is a unity of consciousness — attention, as one
might call it— so that one cannot attend to two ideas
at once except in so far as they will unite into a single
complex idea. When one idea is at the focus of the
consciousness it forces incongruous ideas into the
background or out of consciousness altogether. Com-
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bined ideas form wholes and a combination of related
ideas form an apperceptive mass, into which relevant
ideas are welcomed but irrelevant ones are ex-
cluded... If information is to be acquired as easily
and as rapidly as possible, it follows that in teaching
one should introduce new material by building upon
the apperceptive mass of already familiar ideas. Rele-
vant ideas, then, will be most easily assimilated to the
apperceptive mass, while irrelevant ideas will tend to
be resisted and, consequently, will not be assimilated
as readily.

In Al, versions of semantic networks from the 1960s [20]
to the 1990s [8] resemble Herbart’s apperceptive mass. In
fact, the implementations exhibit many of the properties
claimed by educational psychologists [26]. Piaget and his
colleagues in Geneva observed children and analyzed the
schemata they used at various ages [19]. They showed that
learning progresses by stages, not by a series of database up-
dates. At each stage, the brain assimilates new information to
its existing structures. When the complexity of the informa-
tion grows beyond the capacity of the structures at one stage,
a minor revolution occurs, and a new schema is created to re-
organize the mental structures. The later, more abstract con-
ceptual schemata are derived by generalizing, building upon,
and reorganizing the sensorimotor schemata formed in in-
fancy and early childhood.

Rumelhart and Norman [23] used the term accretion for
Piaget’s assimilation of new information to the old schemata.
They split Piaget’s notion of accommodation in two stages of
tuning and restructuring:

*  Accretion. New knowledge may be added to
episodic memory without changing semantic mem-
ory. It corresponds to database updates that state
new facts in terms of existing categories and
schemata.

*  Schema tuning. Minor changes to semantic memory
may add new features and categories, generalize old
schemata to more general supertypes, and revise
priorities or defaults.

*  Restructuring. As episodic memory becomes more
complex, a major reorganization of semantic mem-
ory may be needed. Completely new schemata and
concept types may represent old information more
efficiently, support complex deductions in fewer
steps, and make drastic revisions to old ways of
thinking and acting.

Restructuring is responsible for the plateau effect: people
quickly learn a new skill up to a modest level of proficiency;
then they go through a period of stagnation when study and
practice fail to show a noticeable improvement; suddenly,
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they break through to a new plateau where they again
progress at a rapid rate — until they reach the next plateau.
Restructuring is the creative discovery. When a person at-
tains a new insight, a sudden revolution reorganizes the old
information in the new categories and schemata.

The paradigms that psychologists have proposed for hu-
man learning have their counterparts in Al. In 1983, a review
of machine learning [3], distinguished three historical peri-
ods, each characterized by its own paradigm for learning:

e Stimulus-response. In the late 1950s and early 60s,
neural nets and self-organizing systems were de-
signed to start from a neutral state and build up in-
ternal connections solely by reinforcement and con-
ditioning.

e Induction of concepts. A higher form of learning is
the induction of new types of categories from the
data. It started in the 1960s with clustering and con-
cept learning techniques, and it can be integrated
with every learning system, formal or informal.

*  Knowledge-intensive learning. Before a system can
learn anything new, it must already have a great
deal of initial knowledge. Most methods of restruc-
turing are compatible with knowledge-intensive
learning.

One of the first steps in restructuring is categorization: se-
lecting new concept types, mapping percepts to those types,
and assigning the types to appropriate levels of the type hier-
archy. A more radical alteration of schemata is a leap into the
unknown. It requires someone to abandon comfortable old
ways of thought before there is any reassurance that a new
schema is better. To explain how such learning is possible,
Charles Sanders Peirce [17] proposed the reasoning method
of abduction, which operates in a cognitive cycle with obser-
vation, induction, abduction, deduction, testing, action—
and repeat:

¢ Deduction is logical inference by formal reasoning
or plausible reasoning.

e Induction involves gathering and generalizing new
data according to existing types and schemata.

*  Abduction consists of a tentative guess that intro-
duces a new type or schema, followed by deduction
for exploring its consequences and induction for
testing it with reality.

An abduction is a hunch that may be a brilliant break-
through or a dead end. The challenge is to develop a com-
putable method for generating insightful guesses. Before-
hand, a guess cannot be justified logically or empirically. Af-
terwards, its implications can be derived by deduction and be
tested against the facts by induction. Peirce’s logic of prag-
matism integrates the reasoning methods with the twin gates
of perception and purposeful action.

II. Deep LEaRNING

Educational psychologists, who were strongly influenced
by Herbart, Piaget, and William James, distinguish deep
learning as a search for meaning from surface learning as
the memorization of facts. Although their definitions are not
sufficiently precise to be implemented in Al systems, surface
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learning corresponds to accretion, and deep learning corre-
sponds to schema tuning and restructuring.

Educational psychologists considered behaviorism rat
psychology. But Thorndike [29], a former student of William
James, used animal experiments to develop a stimulus-re-
sponse theory, which he called connectionism: rewards
strengthen the S-R connections, and punishments weaken
them. In 1943, McCulloch and Pitts [13], a neurophysiolo-
gist collaborating with a logician, designed a theoretical
model of neural nets that were capable of learning and com-
puting any Boolean function of their inputs. To implement a
version, Rosenblatt used potentiometers to change weights
on the links of a net called a perceptron [22]. Later neural
nets were implemented by programs on a digital computer.

Behaviorist methods of operant conditioning suggested
neural-net methods of learning by backpropagation. Figure 1
shows a neural net with stimuli entering the layer of nodes at
the left. The nodes represent neurons, and the links represent
axons and dendrites that propagate signals from left to right.
In computer simulations, each node computes its output val-
ues as a function of its inputs. Whenever a network generates
an incorrect response to the training stimuli, it is, in effect,
“punished” by adjusting weights on the links, starting from
the response layer and propagating the adjustments back-
wards toward the stimulus layer.

Figure 1 is an example of a multilayer feedforward neural
network. The original perceptrons had just a single layer of
nodes that connected inputs to outputs. With more layers and
the option of cycles that provide feedback from later to ear-
lier nodes, more complex patterns can be learned and recog-
nized. After a network has been trained, it can rapidly recog-
nize and classify patterns. But the training time for back-
propagation increases rapidly with the number of inputs and
the number of hidden layers.

Many variations of algorithms and network topologies
have been explored, but the training time for a network grew
exponentially with the number of layers. A major break-
through for deep belief networks was a strategy that reduced
the training time by orders of magnitude. According to Hin-
ton [6], the key innovation was “an efficient, layer by layer
procedure” for determining how the variables at one layer
depend on the variables at the previous layer.
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Deep belief nets are learned one layer at a time by
treating the values of the latent variables in one layer,
when they are being inferred from data, as the data for
training the next layer. This efficient, greedy learning
can be followed by, or combined with, other learning
procedures that fine-tune all of the weights to im-
prove the generative or discriminative performance of
the whole network.

With this strategy, the time for training a network with N
layers depends on the sum of the times for each layer, not
their product. As a result, deep belief nets can quickly learn
and recognize individual objects, even human faces, in com-
plex street scenes.

The adjective deep in front of belief network introduced
an ambiguity. The term deep learning, which the educational
psychologists had used for years, implies a human level of
understanding that goes far beyond pattern recognition. En-
thusiastic partisans of the new methods for training neural
networks created an ambiguity by adopting that term. To
avoid confusion, others use the more precise term deep neu-
ral network (DNN). The remainder of this article will use the
acronym DNN for methods that use only the neural net-
works. For hybrid systems that combine a DNN with other
technologies, the additional methods and the roles they play
are cited.

The Stanford NLP group led by Christopher Manning has
been in the forefront of applying statistical methods to lan-
guage analysis. By combining DNNs for scene recognition
with statistical NLP methods, they relate objects in a scene to
sentences that describe the scene — for example, the sen-
tence A small crowd quietly enters the historic church and
the corresponding parts of the scene [25]. But to derive im-
plications of the sentences or the scenes, they use a variation
of logic-based methods that have been used in Al for over 40
years [9]. Some of those methods are as old as Aristotle and
Euclid. Others were developed by Peirce and Polya [28].

DNNs are highly successful for static pattern recognition.
Other techniques, such as hidden Markov models (HMMs),
are widely used for recognizing time-varying sequences. For
a dissertation under Hinton’s supervision, Navdeep Jaitly de-
veloped a DNN-HMM hybrid for speech recognition [7]. His
office mate, Volodymyr Mnih, combined DNNs with a tech-
nique, called Q-learning, which uses patterns from two or
more time steps of a neural net to make HMM-like predic-
tions [30]. By using DNNs with Q-learning, Mnih and his
colleagues at DeepMind Technologies designed the DQN
system, which learned to play seven video games for the
Atari 2600: Pong, Breakout, Space Invaders, Seaquest,
Beamrider, Enduro, and Q*bert [15]. DQN had no prior in-
formation about the objects, actions, features, or rules of the
games. For each game, the input layer receives a sequence of
screen shots: 210x160 pixels and the game score at each
step. Each layer learns features, which represent the input
data for the next layer. The final layer determines which
move to make for the next time step based on patterns in the
current and previous time steps.

When compared with other computer systems, DQN out-
performed all other machine learning methods on 6 of the 7

games. Its performance was better than a human expert on
Breakout, Enduro, and Pong. Its score was close to human
performance on Beamrider. But Q*bert, Seaquest, and Space
Invaders require long-term strategy. On those games, DQN
performed much worse than human experts. Yet the results
were good enough for Google to buy the DeepMind com-
pany for $400 million [21].

In a critique of DNNs [11], the psycholinguist Gary Mar-
cus wrote “There is good reason to be excited about deep
learning, a sophisticated machine learning algorithm that far
exceeds many of its predecessors in its abilities to recognize
syllables and images. But there’s also good reason to be
skeptical... deep learning takes us, at best, only a small step
toward the creation of truly intelligent machines.”

Advocates of DNNs claim that they embody “a unified
theory of the human cortex” that holds the key to all aspects
of intelligence. But Marcus observed “They have no obvious
ways of performing logical inferences, and they are also still
a long way from integrating abstract knowledge, such as in-
formation about what objects are, what they are for, and how
they are typically used. The most powerful Al systems, like
Watson, the machine that beat humans in Jeopardy!, use
techniques like deep learning as just one element in a very
complicated ensemble of techniques.” After a discussion
with Peter Norvig, director of Google Research, Marcus re-
ported that “Norvig didn’t see how you could build a ma-
chine that could understand stories using deep learning
alone.”

III. MobELs AND REALITY

Language, thought, and reality are systems of signs. They
are related to the world (or reality), but in different ways.
Humans and other animals relate their internal signs
(thoughts and feelings) to the world by perception and pur-
poseful action. They also use their sensorimotor organs for
communicating with other animals by a wide range of signs,
of which the most elaborate are human languages, natural or
artificial. Cognitive scientists — philosophers, psychologists,
linguists, anthropologists, neuroscientists, and Al re-
searchers — have used these languages to construct an open-
ended variety of models and theories about these issues.

As Charles Sanders Peirce observed, all the models, for-
mal and informal, have only two things in common: first,
they consist of signs about signs about signs...; second, they
are, at best, fallible approximations to reality. As engineers
say, all models are wrong, but some are useful. To illustrate
the relationships, Figure 2 shows a model as a Janus-like
structure, with an engineering side facing the world and an
abstract side facing a theory.

On the left is a picture of the physical world, which con-
tains more detail and complexity than any humanly conceiv-
able model or theory could represent. In the middle is a
mathematical model that represents a domain of individu-
als D and a set of relations R over individuals in D. If the
world had a unique decomposition into discrete objects and
relations, the world itself would be a universal model, of
which all correct models would be subsets. But the selection
of a domain and its decomposition into objects depend on
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Fig 2. A model that relates a theory to the world

the intentions of some agent and the limitations of the agent’s
measuring instruments. Even the best models are approxima-
tions to a limited aspect of the world for a specific purpose.

The two-stage mapping from theories to models to the
world can reconcile a Tarski-style model theory with the
fuzzy methods of Lotfi Zadeh [34]. In Tarski’s models, each
sentence has only two possible truth values: {T,F}. In fuzzy
logic, a sentence can have a continuous range of values from
0.0 for certainly false to 1.0 for certainly true. Hedging
terms, such as likely, unlikely, very nearly true, or almost
certainly false, represent intermediate values. The two-stage
mapping of Figure 2 can accommodate an open-ended vari-
ety of models and methods of reasoning. In addition to the
Tarski-style models and the fuzzy approximations, it can rep-
resent engineering models that use any mathematical, com-
putational, or physical methods for simulating a physical sys-
tem. For robot guidance, the model may represent the robot’s
current environment or its future goals. For mental models, it
could represent the virtual reality that people have in their
heads.

No discrete model can be an exact representation of a
physical system. But discrete models can exactly represent a
digital computation or a mathematical game such as chess,
checkers, or go. In fact, the game of checkers has a far
deeper strategy than any of those Atari games. But in 1959,
Art Samuel wrote a program that learned to play checkers
better than he could [24]. He ran it on an IBM 704, a vac-
uum-tube computer that had only 144K bytes of RAM and a
CPU that was much slower than the Atari. Yet it won one
game in a match with the Connecticut state checkers cham-
pion.

For the learning method, Samuel used a weighted sum of
features to evaluate each position in a game. His algorithm
was equivalent to a one-layer neural net. But the program
also tested each evaluation by looking ahead several moves.
During a game, it maintained an exact model of each state of
the game. By searching a few moves ahead, it would deter-
mine exact sequences, not the probabilities predicted by an
HMM. In the match with the human expert, Samuel’s pro-
gram found the winning move when the human made a mis-
take.

Samuel’s program was a hybrid of a statistical learning
method with an exact model for positions in the game. Many
chess-playing programs use a similar hybrid, but the pro-
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grams that model game positions are completely different.
Some Al researchers have claimed that to exhibit a human
level of intelligence, a general game playing system should
be be able to learn multiple games without special program-
ming for each one [4]. But the criterion of “special program-
ming” is unclear:

*  The rules for games of strategy, such as bridge,
chess, and go can be learned in a day. But mastery
requires years.

*  Many people have become good amateur players of
all three games, but no one has ever reached a
world-class mastery of more than one. Grandmas-
ters in those games begin early in life, preferably
before puberty, and devote many hours per week to
reach a world-class level.

*  Early learning is also necessary for native mastery
of languages, musical performance, gymnastics, and
other complex skills. Mentoring by a master is also
critical. That concentrated study could be consid-
ered a kind of special programming.

IV. Tue Cocnitive CYcLE

The human brain is a complex hybrid of multiple compo-
nents with different kinds of representations interacting at
various stages during the processes of learning and reason-
ing. After many years of research in the design and imple-
mentation of Al systems, Minsky [14] argued that no single
mechanism, by itself, can adequately support the full range
of functions required for a human level of intelligence:

What magical trick makes us intelligent? The trick is
that there is no trick. The power of intelligence stems
from our vast diversity, not from any single, perfect
principle. Our species has evolved many effective al-
though imperfect methods, and each of us individu-
ally develops more on our own. Eventually, very few
of our actions and decisions come to depend on any
single mechanism. Instead, they emerge from con-
flicts and negotiations among societies of processes
that constantly challenge one another.

Evidence from fMRI scans supports Minsky’s hypothesis.
Mason and Just [12] studied 14 participants who were learn-
ing the internal mechanisms of four devices: a bathroom
scale, a fire extinguisher, an automobile braking system, and
a trumpet. For all 14 participants, the brain regions involved
in learning how each device worked progressed through the
same stages:

(1) initially, the representation was primarily visual
(occipital cortex); (2) it subsequently included a large
parietal component; (3) it eventually became corti-
cally diverse (frontal, parietal, temporal, and medial
frontal regions); and (4) at the end, it demonstrated a
strong frontal cortex weighting (frontal and motor re-
gions). At each stage of knowledge, it was possible
for a classifier to identify which one of four mechani-
cal systems a participant was thinking about, based on
their brain activation patterns.
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Fig 3. Peirce’s cycle of pragmatism

In the first stage, the visual cortex recognized and encoded
the visual forms and details of each device. In the second
stage, the parietal lobes, which represent cognitive maps or
schemata, involved “imagining the components moving.”
The third stage involved all lobes of the cortex. The medial
frontal cortex, which has sensorimotor connections to all
parts of the body, suggests that the participants were “gener-
ating causal hypotheses associated with mental animation.”
Finally, the frontal cortex seemed to be “determining how a
person (probably oneself) would interact with the system.”

An educational psychologist would not find the studies by
Mason and Just to be surprising. But a partisan of DNNs
might find them disappointing. DNNs may be useful for sim-
ulating some aspects of intelligence, but Al and cognitive
science have developed many other useful components. In
the book Deep Learning, the psychologist Stellan Ohlsson
reviewed those developments and systematic ways of inte-
grating them [16]. Ohlsson defined learning as “nonmono-
tonic cognitive change,” which “overrides experience” by

e creating creating novel structures that are incompat-
ible with previous versions,

* adapting cognitive skills to changing circumstances,
and

* testing those skills by acting upon the environment.

Ohlsson cites Peirce’s logic of pragmatism [17] and
adopts Peirce’s version of abduction as the key to nonmono-
tonic reasoning. The result is similar to Peirce’s cycle of
pragmatism (Figure 3).

In Figure 3, the pot of knowledge soup represents the
highly fluid, loosely organized accumulation of memories,
thoughts, fantasies, and fears in the mind. The arrow of in-
duction represents new observations and generalizations that

are tossed in the pot. The crystal at the top symbolizes the el-
egant, but fragile theories that are constructed by abduction
from chunks in the knowledge soup. The arrow above the
crystal indicates the process of belief revision, which uses re-
peated abductions to modify the theories. At the right is a
prediction derived from a theory by deduction. That predic-
tion leads to actions whose observable effects may confirm
or refute the theory. Those observations are the basis for new
inductions, and the cycle continues.

Learning is the process of accumulating chunks of knowl-
edge in the soup and organizing them into theories — collec-
tions of consistent beliefs that prove their value by making
predictions that lead to successful actions. Learning by any
agent — human, animal, or robot— involves a constant cy-
cling from data to models to theories and back to a reinter-
pretation of the old data in terms of new models and theories.
Beneath it all, there is a real world, which the entire commu-
nity of inquirers learns to approximate through repeated cy-
cles of induction, abduction, deduction, and action.

The cognitive cycle is not a specific technology, such as a
DNN, an HMM, or an inference engine. It’s a framework for
designing hybrid systems that can accommodate multiple
components of any kind. Ohlsson, for example, is a psychol-
ogist who had collaborated with Al researchers, and he was
inspired by Peirce’s writings to design systems based on a
cognitive cycle that is similar to Figure 3. James Albus was
an engineer who studied neuroscience to get ideas for de-
signing robots [1]. Although he had not studied Peirce, he
converged on a similar cycle. Majumdar and Sowa [10] did
study Peirce, and they adopted Figure 3 as their foundation.
Each of the five arrows in Figure 1 may be implemented in a
variety of different methods, formal or informal, crisp or
fuzzy, statistical or symbolic, declarative or procedural.

In the conclusion of an article about statistical modeling,
the statistician Leo Breiman stated an important warning [2]:
Oddly, we are in a period where there has never been
such a wealth of new statistical problems and sources
of data. The danger is that if we define the boundaries
of our field in terms of familiar tools and familiar
problems, we will fail to grasp the new opportunities.

Another statistician, Martin Wilk [33], observed “The
hallmark of good science is that it uses models and ‘theory’
but never believes them.” The logician Alfred North White-
head stated a similar warning about grand theories of any
kind [2]: “Systems, scientific and philosophic, come and go.
Each method of limited understanding is at length exhausted.
In its prime each system is a triumphant success: in its decay
it is an obstructive nuisance.”

The cognitive cycle is a metalevel framework. It relates
the methods of reasoning that people use in everyday life and
scientific research. The cycle is self correcting. Every pre-
diction derived in one cycle is tested in the next cycle. Al-
though perfect knowledge is an unattainable goal, repeated
cycles can converge to knowledge that is adequate for the
purpose. That is the logic of pragmatism.
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Abstract—Recurrent drift, as a specific type of concept drift,
is characterised by the appearance of previously seen concepts.
Therefore, in those cases the learning process could be saved or
at least minimized by applying an already trained classification
model. In this paper we propose Fuzzy-Rec, a framework that is
able to deal with recurrent concept drifts by means of a repository
of classification models and a similarity function.

Fuzzy logic is used in the framework to implement the simi-
larity function needed to compare different classification models.
This is a crucial aspect when dealing with drift recurrence, as
long as some measure must be implemented to determine which
model better fits a previously seen context. As it can be seen in
the experimentation results of this paper, this fuzzy similarity
function provides excellent results both in synthetic and real
datasets. As a conclusion, we can state that the introduction of
fuzzy logic comparisons between models could lead to a better
efficient reuse of previously seen concepts, saving computational
resources by applying not just equal models, but also similar
ones.

I. INTRODUCTION

RADITIONAL data stream classification [1] aims to learn
T a classification model from a stream of training records
in order to use it later to predict the class of unlabeled records
with high accuracy. Most of these kinds of classification
models lack an efficient adaptation to the environment where
they are implemented which, in most cases, is constantly
changing. For this reason, coping with the improvement and
adaptation of classification algorithms on data streams is still
a great challenge, as long as data stream mining imposes
some requirements that have to be accomplished, namely:
maintaining an efficient behaviour in the system, i.e. stable
computational and memory load; while providing suitable
quality in the classification process, i.e. high accuracy of
predictions.

Concept drift is known as the intrinsic changes that occur
on the data being processed during data-mining tasks. These
changes might be caused by data distribution alterations or by
the appearance of a new context that alters the relations among
the data attributes. Keeping this scenario in mind, different
concept drift techniques have been extensively applied to cope
with changes in the underlying distribution of records over
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time, allowing classification models to be able to adapt their
behaviour when needed [2, 3, 4].

Moreover, it is common in real-world data streams for
previously seen concepts to reappear [5]. This represents
a particular case of concept drift [6], known as recurring
concepts [7]; [8]; [5]; [9]; [10]. An adequate management of
recurrent concept drifts would lead to a better overall data
stream learning and classification processes efficiency and
efficacy.

Some real cases where concept recurrence is likely to appear
are:

1) Product recommendation systems. Drift in these kind
of systems is usually related to fashion trends, economy
fluctuations or other hidden context. Anyway, in the first
two causes recurrence it is likely to reappear. This is due
to the fact that fashion and economy trends reappear
during time. A system able to deal with concept recur-
rence could save some precious training time by means
of reusing previously seen recommendation models.
Weather prediction. The changes that occur in weather
predictions are usually recurrent according to the sea-
sons. Therefore, prediction models that deal well with a
specific season could be reused latter on time.
Intrusion detection systems. An intrusion detection sys-
tem (IDS) is a typical monitoring problem which aims
to detect cyber incidents. In this case, a trained classi-
fication model could send alerts to the operator when a
malfunction in the system occurs. A concept drift in an
IDS means that the system is behaving in a different way
from that expected. But that different behaviour may be
caused by a new kind of intrusion that is probably taking
place, or because the system monitored is changing in
a controlled environment (no intrusion is taking place).
If we were able to store all the patterns that represent
the different situations of the system monitored (its
concepts), we could reuse previously seen models easily.
Fraud detection. A similar situation like the one ex-
plained in the case of IDS, would be the case of
a set of systems dealing with fraud detection. Fraud
detection systems are able to detect misbehaviours on

2)

3)

4)
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a big amount of data. In this kind of scenarios drift
is usually related to economy variations or seasons. As
in the previous cases, the detection of drift recurrence
could aid in the performance and precision values of the
prediction mechanism.

Therefore, there are situations in which a new training
is not needed, as the new concept is equal or similar to a
previous one. In those cases we could reuse a previously-
trained model, saving computation costs and thus providing
an efficient method to undertake this new context.

Extending this idea, in this work we propose Fuzzy-Rec
as a novel data-stream learning system to help in the process
of recurrent concept drift management. In situations where
concepts reappear we propose to use a fuzzy similarity func-
tion to help in the process of getting the most similar model
in a specific context. Some approaches already exist for that
goal, but they refer to crisp logic based on true/false values.
We assume that a similarity function based on fuzzy logic
[11] would improve the similarity process, also allowing us to
obtain a better knowledge of what is happening in that process.
Furthermore a fuzzy logic similarity function could be adapted
for each situation, depending on the feature space of the data
stream or on the computational capabilities of the system.

This is a crucial aspect to improve the storing process in
the repository effectively. When a model has to be stored in
the repository, it is required to know if the concept that the
model is representing is recurrent or not. In case of a recurrent
concept, it should not be stored, as there are already previous
models representing it.

In order to calculate the fuzzy similarity level between
models, two main features have been used in this work: i) the
level of accuracy of the different models involved regarding
a specific set of instances; ii) the number of instances used
to train the different models, as a measure of maturity and
stability of the model. This process helps the system as a
whole to save memory consumption, as long as just the models
needed are stored in the repository. In this way, the proposed
mechanism makes it feasible to work with complex data-
stream environments where an overloaded repository would
make it difficult to achieve a suitable quality of the system.

To the best of our knowledge, this is the first work to deal
with concept drift by means of the use of fuzzy logic to predict
similar previously seen concepts.

Experiments performed with different real and synthetic
datasets show that Fuzzy-Rec provides similar precision results
when comparing it with other approaches.

The rest of the paper is organized as follows. In Section
II, we summarize related work on concept drift and fuzzy
logic, which is followed in Section III by the preliminaries of
the approach where the motivation, challenges and problem
definition are stated. Furthermore, in Section IV, we propose
Fuzzy-Rec as a solution to work in recurring concept drift
environments, with a detailed description of its components
and the algorithm used. Section V presents the results obtained
by the experimentation phase. Finally Section VI presents the
main conclusions and discussion of future lines of research.
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II. RELATED WORK

The approach that we propose in this paper relies on
the storage of previously learnt concepts. A fuzzy similarity
function is used to retrieve a previously built model which is
similar to the current one.

Consequently, in this section we review and compare our
proposal with methods that address the problems of: recurring
concepts, change detection and conceptual equivalence.

A recent review of the literature related to the problem of
concept drift can be found in [4]. Moreover, a review on the
challenges for adaptative learning systems have been published
in [12].

A. Recurring Concepts

There have been several techniques developed to achieve
the challenge that arises when dealing with concept drift,
be they algorithms adaptations or wrapper mechanisms. New
algorithms have recently appeared [1, 2, 3, 4, 5, 13, 14], but
some other related challenges have received far less attention.
Such is the case of situations where the same concept or a
similar one reappears, and a previous model could be reused
to enhance the learning process in terms of accuracy and
processing time [7, 8, 10, 15, 16].

In this way, most existing proposals do not exploit this and
have to learn new concepts from scratch even if they are
recurrent. However, there are some solutions that deal with
concept recurrence, as is the case of the work presented by
Ramamurthy and Bhatnagar [15]. In this research, the authors
present an ensemble approach that exploits concept recurrence,
using a global set of classifiers learned from sequential data
chunks. If no classifier in the ensemble performs better than
the error threshold, a new classifier is learned and stored
to represent the current concept. The classifiers with better
performance on the most recent data form part of the ensemble
for labeling new records. In [17] and [18] an ensemble
mechanism is used to deal with concept drift. Similarly, in
[8] an ensemble is also used, but incremental clustering is
performed to maintain information on historical concepts.
In this way, the proposed framework captures batches of
examples from the stream into conceptual vectors. Conceptual
vectors are clustered incrementally according to their distance
and for each cluster a new classifier is learnt. Classifiers in
the ensemble are then learnt using the clusters. Recently [19]
proposed Learn++.NSE, an extension of [20] for nonstationary
environments, Learn++.NSE is also an ensemble approach that
learns from consecutive batches of data without making any
assumptions on the nature or rate of drift. The classifiers
are combined using dynamic weight majority and the major
novelty is on the weighting function that uses the classifiers
time-adjusted accuracy on current and past environments. To
deal with resource constraints [21] proposes a novel algorithm
to manage a pool of classifiers when learning recurring con-
cepts. The main drawback of these methods, apart from the
computational process time needed, is the need of constantly
train the models used being them recurrent or not.
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More sophisticated approaches that use drift detection [3]
have also been proposed to address concept recurrence, such as
[7, 10]. These approaches store learned models and reuse them
when a similar concept reappears in the stream, thus avoiding
the effort necessary to relearn a previously observed concept.
The method proposed by Yang et al. [10] consists of using a
proactive approach to recurring concepts, which means reusing
a concept from the concept history. This concept history is
represented as a Markov chain which allows the most probable
concept to be selected according to a given transition matrix.
The approach proposed by Gama and Kosina [7] uses the drift
detection method presented in [3] to identify stable concepts
and it also memorizes learned classifiers that represent these
concepts. After a change is detected in situations of recurrence,
referees are used to choose the most appropriate classifier to
be reused (i.e., the referee prediction on the applicability of
the classifier is greater than a pre-defined threshold). [22] is
a recent work on drift detection which uses a control chart to
monitor the misclassification rate of the data stream classifier.
RCD [23] is a recent recurring concept drift framework that
uses a non-parametric multivariate statistical tests to check for
recurrence. [24] proposes a semi-supervised recurring concept
learning algorithm that takes advantage of unlabelled data.

In the approach proposed in [16] context-concept relation-
ships are learnt from the concept history. A model from a
previously learnt concept associated with a particular context
is reused in situations of recurrence. Moreover, the proposed
method does not require the partition of the dataset into small
batches. The concept representations are learnt by a base
learner algorithm from an arbitrary number of records. These
concept boundaries are determined when a drift detection
method signals a change/drift. To improve [16], which relies
on a single classifier to deal with recurring concepts, the use
of ensembles has been proposed in [25].

B. Change Detection

Although online learning systems are able to adapt to evolv-
ing data without any additional change detection mechanism,
the advantage of explicit change detection is providing infor-
mation about the intrinsic dynamics of the process generating
data. In this way, the change detection module characterizes
the techniques and mechanisms for drift detection. One ad-
vantage of detection models, is that they can provide a mean-
ingful description (indicating the change-points or small time-
windows where the change occurs) and the quantification of
changes. They may be divided into two different approaches:

o Monitoring the evolution of performance indicators [5].
Some indicators (e.g., performance measures, properties
of the data, etc.) are monitored over time. In the work
presented in [26] the monitoring of three performance
indicators (accuracy, recall, and precision) has been
proposed. Furthermore, a highly referenced work that
uses this approach is the FLORA family of algorithms
developed by [5].

« Monitoring distributions on two different time-windows.
A reference window, which usually summarizes past

information, and a window over the most recent records.
The work proposed by [27] uses statistical tests based
on Chernoff bound to determine if the samples drawn
from two probability distributions are different and then
decide if a concept change occurred. Also [28, 29, 30]
approaches are based on monitoring two different time-
windows.

[3] and [9] approaches monitor the error-rate of the learning
algorithm to find drift events. In [3], when the learning
process error-rate increases above certain pre-defined levels,
the method signals that the underlying concept has changed.
Alternatively [31] uses the distribution of the distances be-
tween classification errors to signal drift. If the distance, which
results from more consecutive errors is above pre-defined
threshold, the underlying concept must be changing and an
event is triggered. The basic adaptation strategy after drift is
detected is to discard the old model and learn a new one to
represent the new underlying concept [3, 31].

C. Conceptual equivalence

To determine whether a certain model represents a new
concept or a reappearing one, a similarity measure is required.
The current work is an improvement of the Conceptual equiv-
alence measure proposed by Yang et al. [9] where a fuzzy
logic function [32] is used to better represent the relationship
between different concepts.

III. PROBLEM DEFINITION AND PRELIMINARIES

This section provides the necessary background to under-
stand Fuzzy-Rec system. We start by motivating and defining
the problem, including some basic definitions to understand the
basics of the solution proposed as well as the main challenges
we are dealing with in this paper.

From now on we assume that the data streams that are used
as input in the Fuzzy-Rec model are already preprocessed and
adapted to work well with incremental data stream classifica-
tion processes. In this way, we can then assume that we do
not need to preprocess the data streams, this work being out
of the scope of this paper.

A. Motivation

Data stream mining algorithms must come up with the
problem of having to keep in memory just a limited number
of records to train their models. That is why these algorithms
have to cope with the task of processing each training record
only once, while maintaining a suitable quality on the resulting
model. This is the main difference from traditional data mining
algorithms, where multiple passes over data are common.

In particular, that leads to classification techniques on data
streams where models have to be learned incrementally with
each incoming record. With the availability of these kinds of
models, it is feasible to predict the class of unlabeled records
anytime from an early stage. Obviously, the more training
records the better precision values obtained.

However, in scenarios where the data distribution changes
the accuracy of the classification is expected to decrease. In
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these cases, to continuously maintain the quality of the models,
it is also important for them to be able also to detect and
adapt anytime to changes in the underlying concept that they
represent [2].

One of the causes of changes in the underlying concept may
be recurrence, as a particular case of concept drift [5, 7, 8, 10].
In those cases, a previously learned concept is expected to
reappear.

We envisage that recognizing and predicting already learned
concepts might help the system to better adapt to future
changes where these concepts reappear. With that recognition
task in place, it would be possible for the algorithms to
avoid relearning something from scratch that has been already
learned [5, 7, 8, 10, 16]. This same idea has been already
explored in [16], where concepts are able to be saved in a
repository.

However in our approach we propose a fuzzy based mech-
anism to decide about similarity of models, improving the
storage of the models. As a result, by means of a good
similarity selection, the number of instances needed for the
training process is expected to decrease.

B. Preliminaries

1) Learning with Concept Drift: Let X be the space of
attributes with its possible values; Y the set of possible discrete
class values. Let D be the data stream of training records
arriving sequentally X; = (7 , y;) with x; € X (feature space)
and y; € Y, where z; is a vector of the attribute values and
y; is the (discrete) class label for the i*" record in the stream.
In order to train a base learner based on a classification model
m incrementally, these records are processed by m with the
goal of predicting the class label of a new record & € X, so
that m(¥) =y €Y.

As stated in [9], the concept term is more subjective than
objective. That is why in the scope of this paper a concept
is represented by the learning results of the classification
algorithm used as a base learner, such a Hoeffding Tree [33].

In this field, we consider that a stable concept has been
learned when the records used during a given period k are
independently and identically distributed according to a prob-
ability distribution Py (z,y). In these situations where concept
change, Py(z,y) # Pry1(z,y).

2) Recurring Concepts : A recurring concept change can
be detected when the input records during a period k are
generated based on the same distribution as a previously
observed period, in a way that Py(z,y) = Pi_;(z,y). To
deal with these kinds of situation, the model m; learned
from a certain period k could be saved to be reused later
if it is needed. This would avoid the need to learn a new
model representing the same concept as my. With this solution
the continuous learning process improves its behaviour, not
requiring a previously learned concept to be learnt from
scratch. In addition this approach needs fewer training records
to be processed than other approaches that do not deal with
recurrent concepts. However, to better calculate whether a
concept is recurrent or not, a similarity function is usually
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used. This is the case of the similarity function proposed in
[9], which is the starting point in developing the new fuzzy
similarity method proposed in this paper.

C. Challenges
The main challenges we deal with in this paper are:

o Arranging a fuzzy similarity function in order to better
calculate the level of similarity between different con-
cepts.

« Improving the precision values of similar recurrent meth-
ods.

« Reducing the number of instances needed to train the
classification model.

Fuzzy-Rec faces the aforementioned challenges by means
of a fuzzy function to deal with concept similarities evaluation.

D. Fuzzy-Rec

The main elements of Fuzzy-Rec, as depicted in figure 1,
are:

o A repository of previously seen models.

o A concept similarity function based on fuzzy logic. This
function is used to determine the level of similarity be-
tween concepts. This fuzzy similarity function is crucial
to solve the problem of deciding not just which is the
most suitable model, but also if the storage of a specific
model in the repository is required.

This is therefore a substantial improvement in the work
presented in [16], where the problem of concept drift in
recurring scenarios was solved in a similar way also by using
a repository of concepts and a crisp similarity function.

The proposed Fuzzy-Rec system allows us to better deal
with recurrent situations in a classification problem in data
streams, helping the evolving base learner to adapt to drifts.
Hence the Fuzzy-Rec system is a feasible tool to be used in
a wide range of real application scenarios.

We propose a concept similarity function that uses fuzzy
logic and it is based on that presented in [9]. This function is
defined by the following parameters:

« A conceptual degree of equivalence based on the match-
ing of two different models classifying many instances,
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even when their classifications are both wrong. It is not
therefore an accuracy equivalence, but a measure of the
level of both models to classify in the same way.

o A measure that represents the difference in the number
of records used to train each model. This parameter
is intended to provide a measure on the maturity and
stability of the model.

From the aforementioned two parameters, a fuzzy [34]
similarity value is estimated from a previously defined set of
rules, making it possible to obtain the poor, average or high
values.

There are two situations where a similarity function is
required:

1) A model must be stored in the repository of previously
trained concepts: in this case the fuzzy similarity func-
tion is used to assess the need to store a new model.
If there is a similar model in the repository, storing
a similar one would not improve the quality of the
classification process while unnecessarily increasing the
memory consumption.

2) A drift is taking place and it is time to decide whether
the new concept is recurrent or not: in this case, the
system has been training two different models in parallel
to adapt to the drift in a recurrent way (the current model
and a new one).

I'V. IMPLEMENTATION OF FUZZY-REC

As in the case of the MRec system proposed in [16], Fuzzy-
Rec can be seen as a two-layer framework:

1) A basic layer where an incremental learning algorithm
is able to represent the underlying concept by means of
a classification model.

2) An extended layer in which detection and adaptation to
concept changes takes place. The detection of recurrent
concepts is implemented in this layer. It is also at this
level where Fuzzy-Rec implements its fuzzy similarity
mechanism.

To provide an in depth knowledge of the implementation of
the Fuzzy-Rec system proposed in this paper, first the learning
process is described in section IV-A, whereas the description
of the fuzzy similarity concepts is presented in section I'V-C.

A. The Learning Process

The on-line learning process for the proposed learning
system, as well as the method to detect and adapt to recurrent
concepts are detailed in Algorithm 1. The process proceeds as
follows:

« It continuously processes the records X; = {Z,y} with
T € X as they appear in the Data Stream.

o In line 3, currentClassifier represents the base learner
classifier that is currently being used to classify unlabeled
records. Its prediction y, being right or wrong, on X; is
passed to the drift detection method used to identify the
suitable drift level (stable, warning or drift ), as explained
in IV-B.

o If the process is at the normal level (line 7), the base
learner represented by the currentClassifier is updated
with the new training record. This is the same behaviour
as in any other traditional data mining model ready to
work with data streams.

o In the case of a warning level (line 8), if the repository
does not have the currentClassifier, or a similar way as
referred to in IV-C, the currentClassifier is stored. Still
at this level (lines 12 and 13), a newLearner is updated
with the training record; the training record is also added
to a warningWindow. The warningWindow contains
the latest records (which should belong to the most recent
concept), and will also be used to calculate the conceptual
equivalence and estimate the accuracy of models stored
with the current concept.

o When drift is signalled (line 14), until there are enough
records (i.e., stability period) in the warningWindow
the new Learner is updated. When the stability period is
over (line 18) it is compared with repository models in
terms of conceptual equivalence as stated in IV-C. If the
current underlying concept is recurrent a stored model
from the repository is used to represent the recurring
underlying concept, otherwise the new Learner is used.
It is important to remark that the benefit of implementing
a previously seen model is that it does not need to be
trained again, as it is supposed to be a stable model. When
using the newLearner, it needs to be constantly trained
during the learning process as it is still an immature
model. Therefore, if newLearner is used there is not
a decrease in the number of training instances needed.
However, the risk of reusing a not suitable recurrent
model is still latent. In those cases, the accuracy of the
classification base learner would drop.

o A false alarm (line 24) case is used when a warning
is signaled but then the learner returns back to nor-
mal without achieving drift. In those cases, both the
warningWindow and the newLearner are cleared.

In short, the Fuzzy-Rec system can be seen as a continuous
learning process with the following steps:

1) The base learner processes the incoming records from
data streams by means of an incremental learning al-
gorithm to generate a decision model m representing
the underlying concept. The model m will be used to
classify unlabelled records.

2) A drift detection method is continuously monitoring
the error-rate of the learning algorithm [3]. When the
error-rate goes beyond some predefined levels, the drift
detection method signals a warning (possible drift) or a
drift.

3) Throughout the life cycle of the system, two different
cases may be used to adapt to changes in the underlying
concept: i) the concept similarity method detects that
the underlying concept is new, and the base learner has
to learn it by processing the current incoming labelled
records in an incremental way. ii) the (fuzzy) concept
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Algorithm 1 Data Stream Learning Process
Require: Data stream D.S, ModelRepository M R
1: repeat

2:  Get next record X; from D.S;

3:  prediction = currentClassifier.classify(X;);

4:  DriftDetection.update(prediction);

5. switch DriftDetection.level

6:  case Normal

7. currentClassifier.train(X;);

8:  case Warning

9:  if =M R.containsSimilar(currentClassifier) then
10: MR.store(currentClassifier),

11:  end if

12:  WarningWindow.add(X;);

13:  newLearner.train(X;);

14:  case Drift

15:  repeat

16: WarningWindow.add(X;);,

17: newLearner.train(X;);

18:  until WarningWindow.size > 7 //Stability Period
19:  if =M R.containsSimilar(newLearner) then
20: currentClassifier = newLearner,
21:  else
22: currentClassifier = MR.getEquivalent(newLearner),
23:  end if
24:  case FalseAlarm
25: WarningWindow.clear(),
26: newLearner.delete();
27:  end switch

28: until END OF STREAM

similarity method detailed in IV-C detects that the un-
derlying concept is recurrent, and a previous model is
applied.

B. Drift Detection Mechanism

The Fuzzy-Rec system needs to know when a concept drift
is taking place from the behaviour of a base learner. For this
purpose Fuzzy-Rec uses the method proposed by Gama el al.
[3]. From this method, it is important to remark the following
characteristics:

o The system assumes the observation of periods of stable
concepts followed by changes that lead to new stable
periods with different underlying concepts.

o The error-rate of the base learning algorithm is considered
as a random variable from a sequence of Bernoulli trials.

o The general form of the probability of detecting an error
is given by means of a binomial distribution.

e Three different drift levels are defined to manage con-
cept changes: stable or at a control level, warning level
and drift or out of control level. These levels represent
the confidence of the mechanism of having detected a
concept drift.

It also important to note that other similar methods can be
used to detect change detections in concepts. Since the Fuzzy-
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Rec system has been developed as a wrapper mechanism, the
specific method used for it is transparent, so it is not necessary
to change the learning process.

Having detected a change in the underlying concept, there
are some situations in which a concept recurrence appears. In
these cases it is worth anticipating to the reappearing concept,
in order to improve the learning process efficiency [16]. In
order to do so, a concept similarity method must be used.

C. Concept Similarity

To determine whether a certain model represents a new con-
cept or a reappearing one, a similarity measure is required. In
this paper, the Conceptual equivalence measure is developed
by means of a fuzzy logic system [35] where two variables
are used to calculate the similarity between two models.

The term “fuzzy logic” was introduced in [34], and is a
way of representing many-valued logic, allowing approximate
reasoning to be applied through the definition of variables with
several truth ranges (from O to 1) and rule sets. A rule set
determines which fuzzy operator must be used in each case.

By means of using fuzzy logic, it is easy to deal with the
concept of partial truth, where a truth value may range from
completely true to completely false. In fuzzy logic applications
it is common to use linguistic variables to facilitate the imple-
mentation of rules and truth values. In this way, a linguistic
variable may have several truth values in the same system.
These truth values can be seen as subranges of a continuous
variable.

In the proposed Fuzzy-Rec system, three linguistic variables
are defined:

o The variable equal_classified, used to represent the
similarity in the classification precision behaviour of two
different models, may take the values: poor, good and
excellent.

o The variable dif f_training, used to represent the dif-
ference that exist in the number of training records used
between two different models, may take the values: small
and big.

o The variable similarity, a variable use to calculate the
output of the fuzzy system based on the aforementioned
variables, may take the values: poor, average and high.

Therefore, it is assumed to get a value of “high” when
calculating the similarity variable, although in some cases
the range could be lowered to “average” values, depending on
the characteristics of the dataset used.

The variable equal_classi fied is based on the method pro-
posed by Yang et al. [9] to calculate its conceptual equivalence.
In our case, as it has been outlined, the equivalence between
two models when dealing with classification similarity is just
one parameter of the global fuzzy function. This parameter is
calculated as follows:

1) Given two classification models mi,m9 and a sample
dataset D,, of n records, it is possible to calculate for
each instance X;=(z; , y;) a score, score(D,,) = +1 if
(prediction(mq (z;)) = prediction(ms(;)))
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Fig. 3. Membership function of “diff_training”

2) score(D,,) is used to represent the degree of equivalence
in the classification process between m; and msy.

3) The final classification equivalence ce value, that is a
continuous value score with range [0,1], is calculated
by

score(Dy,)

N

Depending on the value of ce, equal_classt fied will take
one or another membership value, as represented in the figure
2, where we can see the values this variable may take.
The larger the output value of ce, the higher the degree of
classification equivalence. For the records in D,, it compares
how m and my classify the records. As in [9], the similarity
in the classification processes is not necessarily related to the
accuracy attribute. This means that two models that present
low accuracy for a set of records will have a high ce value,
and therefore a high equal_classified value.

As regards the variable di f f_training, its value represents
the difference in the number of instances used to train each
model we are trying to compare. In figure 3 we can see the
values this variable may take.

The rule set implemented to develop the fuzzy logic infer-
ence is defined as follows:

1) IF equal_classified IS poor OR dif f_training IS big
THEN similarity IS poor;

2) IF equal_classified IS good AND dif f_training IS
big THEN similarity IS poor;

3) IF equal_classified IS good AND dif f_training IS
small THEN similarity IS average;

4) TF equal_classified IS excellent AND
dif f_training is big THEN similarity is average;

5) IF equal_classi fied IS excellent AND
dif f_training is small THEN similarity is
high;

Finally, a defuzzification method [35] is needed to get a
crisp value of the variable measured. In the case of Fuzzy-
Rec, “Center Of Gravity” is the method used to calculate
the final value of the similarity variable representing the
conceptual equivalence, it being a very popular method in
which the “center of mass” of the result provides the crisp
value.

From the crisp value returned by the defuzzification method,
we evaluate if it is above a predefined threshold. In that case,
we assume that the models are similar and thus represent the
same underlying concept.

It is important to highlight that without the existence of such
a fuzzy method the similarity process should be more naive,
being able to integrate just one of the aforementioned variables
in the process. As a consequence, a biased classification model
with a short life cycle but a high performance could be selected
as similar to a more mature and stable model. The fuzzy
similarity function implemented in Fuzzy-Rec avoids these
kind of behaviours, strengthening the similarity process.

V. EXPERIMENTS

In order to validate the Fuzzy-Rec method, and taking into
account that Fuzzy-Rec is an extension of the MRec method
cited in [16], two different experiments have been developed:

1) Experiment 1: The goal of this experiment is to prove
that the precision of Fuzzy-Rec is similar to the MRec
method, and no worse than other methods able to deal
with concept drift. In order to do so, accuracy and kappa
statistic measures are evaluated.

2) Experiment 2: The goal of this experiment is to prove
that the training instances needed by Fuzzy-Rec when
drifts appear are fewer than the ones needed when using
MRec.

In addition a statistical analysis has been developed to
validate the results provided by the execution of experiments
1 and 2.

To sum up, the main goal of this experimentation phase is
to test the feasibility of using a fuzzy similarity procedure to
determine similar previously seen concept drifts.

A. Parameters setting

To develop the aforementioned experiments, both synthetic
and real datasets have been used. A description of the different
datasets applied is presented below. Regarding the similarity
threshold values needed both for the MRec and Fuzzy-Rec
methods, the experiments were developed setting high simi-
larity values; in the specifica case of MRec, a threshold of 0.9
value was used; in the case of Fuzzy-Rec, a similarity value
of 0.9 after defuzzification was used. This similarity threshold
must be established to afford the comparison process between
models. This is important because we must assure that the
reused models really fit the context of the data during the

25



26

learning process. Hence, lower values of the similarity thresh-
old would lead to reuse models that may be not appropriate
to the new concept in course. In contrast, higher values would
make MRec and Fuzzy-Rec to look for previously seen models
that really fit the concept represented by data. In situations
where noise could be present in the data, it is important to set
higher similarity threshold values to avoid misconceptions.

Regarding the number of classifiers stored in the repository,
10 was the value set for both experiments.

Below a description of the different datasets used during the
experimentation phase is made.

B. Datasets

1) SEA dataset: This synthetic dataset is made up of 1.8M
instances, representing two drifts repeated for three times.
Specifically this dataset was created by means of the following
methodology:

1) Create a dataset with 2 concept drifts, changing from

SEA function 1 to function 4.

2) Create a dataset with 2 concept drifts, changing from
SEA function 2 to function 3.

3) Merge the previous files for three times in a global
dataset to ensure that concepts are mixed and may
appear in any time during the execution of the dataset.

2) Hyperplane dataset: A different synthetic dataset with
gradual drifting concepts was created based on a moving
hyperplane. A hyperplane in d-dimensional space is denoted
by equation: ) ;_, a;x; = ap. Instances are labeled as positive
if Zle a;x; > ag, and as negative if Z?Zl a;x; < ag. Hy-
perplanes have been used to simulate time-changing concepts
because the orientation and the position of the hyperplane can
be changed in a smooth manner by changing the magnitude
of the weights [13]. This dataset contains 170,000 instances
and it represent different recurrent drifts. Taking into account
that some noise has been introduced to the dataset, a threshold
value of 0.9 is set to ensure that the reused models really fit
the concept represented by the data when drifts happen.

3) Electricity dataset: The Electricity Market Dataset
(Elec2) [36] is a real dataset that uses data collected from
the Australian New South Wales Electricity Market, where
the electricity prices are not stationary and are affected by the
market supply and demand. The market demand is influenced
by context such as season, weather, time of the day and central
business district population density. In addition, the supply
is influenced primarily by the number of on-line generators,
whereas an influencing factor for the price evolution of the
electricity market is time. During the time period described
in the dataset, the electricity market was expanded with the
inclusion of adjacent areas (Victoria state), which led to more
elaborate management of the supply as oversupply in one area
could be sold interstate.

The Elec2 dataset contains 45,312 records obtained from 7th
May 1996 to 5th December 1998, with one record for each half
hour (i.e., there are 48 instances for each time period of one
day). The class label identifies the change in the price related
to a moving average of the last 24 hours. As shown in [36],
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the dataset exhibits substantial seasonality and is influenced
by changes in context. Taking into account that this dataset is
expected to have gradual or soft drifts, a similarity threshold
of 0.9 is used for this dataset in order to force both MRec
and Fuzzy-Rec to reuse just the models associated to concepts
really similar to the new appearing one in case of a drift.

4) Sensor dataset: Sensor stream [37] is a real dataset that
contains information (temperature, humidity, light, and sensor
voltage) collected from 54 sensors deployed in Intel Berkeley
Research Lab. The whole stream contains consecutive infor-
mation recorded over a 2 months period (1 reading per 1-
3 minutes) which makes a total of 2,219,803 instances. The
learning task of the stream is to correctly identify which of
the 54 sensors is associated to the sensor information read.
The goal of this experiment is to effectively detect and adapt
to the multiple concept drifts that this dataset contains.

Taking into account that recurrent drifts are expected to
appear in this dataset, a similarity threshold of 0.9 is set in
order to force both MRec and Fuzzy-Rec to use previously
seen models just in case there were a high level of certainty
of equivalence between concepts.

C. Environment

The implementation of the Fuzzy-Rec learning system was
developed in Java, using the MOA [38] environment as a test-
bed. The specific fuzzy similarity function implemented in
Fuzzy-Rec was developed using jFuzzyLogic [39].

During the execution of the different experiments, the
following MOA evaluation features were established:

1) The Prequential-error method [38] as the main evalu-
ation technique. When using this evaluator, each indi-
vidual example can be used to test the model before it
is used for training, and from this the accuracy can be
incrementally updated. Therefore, the results presented
in tables I and II have been gathered in this way.

The Naive Bayes [40] class as base learner.

The SingleClassifierDrift class as the method in charge
of detecting drifts. This class implements the drift de-
tection method of [3] and adapts to drift by learning a
new classifier (i.e., discards previous concept represen-
tations).

2)

It is important to note that no distributed environment has
been available for the execution of the experimentation phase.

In order to develop the statistical analysis R [41] software
was used with the “coin” and “multcomp” packages. Taking
into account that when comparing several methods over multi-
ple datasets a post-hoc analysis is desired, in this case the post-
hoc tests have been developed using the Wilcoxon-Nemenyi-
McDonald-Thompson test [42], using the code of [43].

D. Results

A description of the results obtained during the execution of
the different experiments presented in the beginning of section
V is made below. All the experiments have been executed on
the datasets presented in section V-B, and comparisons are
made with the following methods:
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1) MRec with Naive Bayes class as base learner.
2) The RCD method presented in [23] also using Naive
Bayes.

1) Experiment 1: The goal of this experiment was to
prove that the precision values (accuracy and kappa statistic)
provided by Fuzzy-Rec were better to the ones provided by
the MRec and RCD methods.

As it can be seen in table I, when testing the electricity
dataset MRec and Fuzzy-Rec improve the RCD precision
values, both behaving in a similar way. This is caused by
an application of the same recurrent concepts, so in this case
the fuzzy similarity function does not improve the precision
values. However, in this case it is demonstrates that in the
worst case Fuzzy-Rec provides similar precision values to
MRec.

In the case of the sensor dataset, Fuzzy-Rec improves the
precision values of MRec by applying a better selection of
previously seen models. As long as the difference of training
instances between models is one of the variables used when
comparing models in Fuzzy-Rec, this allows a more precise
choice. Due to the fact that MRec does not make use of such
variable, it is using in some cases possible similar models that
do not count with enough training records, and therefore the
similarity process is biased. When comparing Fuzzy-Rec to
RCD in this dataset, similar results are obtained.

When using the SEA dataset there is a big difference on the
precision values of Fuzzy-Rec when comparing it with MRec
method. The reason of this behaviour is the same than before:
the fuzzy similarity function allows to make more precise
choices of previously seen models. Also in this case the values
obtained when using RCD are similar to Fuzzy-Rec.

Lastly, in the case of the hyperplane dataset Fuzzy-Rec is
the method that provides better precision results, improving
the behaviour of both RCD and MRec methods.

To sum up, we can conclude in this experiment that Fuzzy-
Rec provides similar or even better precision values than MRec
or RCD methods in all cases. There are no situation in which
Fuzzy-Rec behaves worst than the other methods assessed.

2) Experiment 2: The goal of this experiment is to prove
that the training instances needed by Fuzzy-Rec when drifts
appear are fewer than the ones needed when using MRec and
RCD.

The results of this experiments are shown in table II. We
can see that except in the case of SEA dataset, Fuzzy-Rec
needs fewer training instances than RCD. Comparing these
results to the one presented in the previous experiment, we
can state that Fuzzy-Rec makes a more efficient use of training
instances, improving the precision values of RCD. The reason
why Fuzzy-Rec needs more instances when using SEA dataset
is due to the high threshold value established to determine
similarity. This threshold forces the method to reuse models
with a high similarity, which is not reached for this dataset.
However, as it has been shown in table I, the precision values
are similar to RCD.

Lastly, when comparing the training instances needed by
Fuzzy-Rec with the ones needed by MRec, we can see that

there are just some slightly differences. As in the previous
case, the unique exception is when using the SEA dataset,
because of the aforementioned reasons. However, although the
instances usage is similar, when comparing these results with
the precision values of the previous experiment (see table I),
we can conclude that Fuzzy-Rec makes an optimal selection
of previously seen models. It is important to note the case of
MRec when dealing with SEA dataset, because comparing it
with Fuzzy-Rec we can see that although the former makes a
lower use of training instances, the precision values obtained
drop significantly; in contrast, Fuzzy-Rec while needing more
instances provides the better precision results among all the
methods assessed. The behaviour of MRec and Fuzzy-Rec
with SEA dataset reinforce the idea that the latter provides
a more appropriate selection of similar models.

VI. CONCLUSIONS AND FUTURE LINES OF RESEARCH

In this paper the Fuzzy-Rec system, has been described as
a mechanism to deal with concept drift in recurring situations.
The main contributions of Fuzzy-Rec are:

1) The implementation of a new similarity concept function
using fuzzy logic techniques, which helps in the assess-
ment of similarity between concepts in an improved way.

2) The development of Fuzzy-Rec as a wrapper mecha-
nism, allowing it to be used in an easy way with different
base learners and drift detector methods. Furthermore,
this wrapper mechanism allows the behaviour of the
similarity concept function to be parametrized depending
on the needs of each dataset or real-world environment.

Fuzzy-Rec has been tested on different synthetic and real
datasets, and comparisons have been made with other similar
context-aware algorithms able to deal with drift recurrence.
The main conclusions obtained from those experiments are
that:

o Fuzzy-Rec is the method that provides the better balance
between training instances needed and precision values
obtained.

o Fuzzy-Rec needs a low rate of training instances as long
as it reuses previously seen models.

e The fuzzy similarity function helps to find the most
appropriate model without loosing precision.

o Fuzzy-Rec does not decrease the precision values when
comparing it with similar methods.

Future lines of research are: i) analysis of a loss function
to penalize bad similarity calculus; ii) implementation of a
common fuzzy similarity function in distributed environments.

In both cases, an improvement on precision values is
foreseen.
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Abstract—Decision tree is a widely used technique to dis-
cover patterns from consistent data set. But if the data set
is inconsistent, where there are groups of examples (objects)
with equal values of conditional attributes but different deci-
sions (values of the decision attribute), then to discover the
essential patterns or knowledge from the data set is challenging.
We consider three approaches (generalized, most common and
many-valued decision) to handle such inconsistency. We created
different greedy algorithms using various types of impurity and
uncertainty measures to construct decision trees. We compared
the three approaches based on the decision tree properties of the
depth, average depth and number of nodes. Based on the result
of the comparison, we choose to work with the many-valued
decision approach. Now to determine which greedy algorithms
are efficient, we compared them based on the optimization and
classification results. It was found that some greedy algorithms
(Mult_ws_entSort, and Mult_ws_entML) are good for both
optimization and classification.

I. INTRODUCTION

FTEN in a decision table, we have different examples

with the different values of decision and we call such
table as a consistent decision table or single-valued decision
table. But it is pretty common in real life problems to
have inconsistent decision tables where there are groups of
examples (objects) with equal values of conditional attributes
and different decisions (values of the decision attribute).

In this paper, instead of the group of examples with equal
values of conditional attribute, we consider only one example
for this group and attach the set of decisions to it. We will
call such tables as many-valued decision tables.

In the rough set theory [1], generalized decision (GD) has
been used to handle inconsistency. In this case, an inconsistent
decision table is transformed into the many-valued decision
table and after that, each set of decisions has been encoded
by a number (decision) such that equal sets are encoded by
equal numbers and different sets by different numbers (see
Figure 1). We have also used another approach named the
most common decision (MCD) which is derived from the
concept of using most common value in case of missing
value [2]. Instead of a group of equal examples with (probably)
different decisions, we consider one example given by values

978-83-60810-66-8/$25.00©2015, IEEE
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Fig. 1: Transformation of inconsistent decision table T° into
decision tables T p, Ty and T op

of conditional attributes and we attach to this example the most
common decision for examples from the group (see Figure 1).

In our approach, we can say that for a given example, we
have multiple decisions that can be attached to the example
but the goal is to find a single decision for each example. We
refer this approach as many-valued decision (M VD) approach
(see Figure 1). This approach is used for classical optimization
problems (finding a Hamiltonian circuit with the minimum
length or finding nearest post office [3]) where we have
multiple optimal solutions but we have to give only one
optimal output.

We studied a greedy algorithm for construction of decision
trees for many-valued decision tables using the heuristic based
on the number of boundary subtables in [4]. Besides, we have
studied this algorithm in the cases of most common decision,
and generalized decision approaches in [5]. In addition to
this, we studied various greedy algorithms as well as dynamic
programming algorithm to minimize the average depth in [6],
minimize depth in [7], and as well as minimize size of the
constructed decision tree in [8].
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This paper is a continuation of the current research. We
have compared three approaches MVD, MCD, and GD by
comparing the complexity of constructed decision trees. We
choose M VD approach based on the result of the comparison.
After that, we have shown the average relative difference
between greedy algorithm results and optimal results obtained
by dynamic programming algorithms for the depth, average
depth, and number of nodes of the constructed decision trees.
Subsequently, we compare the performance of the classifica-
tion error rates among classifiers constructed by the various
greedy algorithms. We have presented results in the form of
critical difference diagram [9] as well as average error rates
using data sets from UCI ML Repository [10] and KEEL [11]
repository. Finally, we found some of the greedy algorithms
are in the top list for both optimization and classification tasks.

II. RELATED WORKS

In literature, these types of tables are often referred as
multi-label decision tables [12]. These tables are found in the
problem of semantic annotation of images and videos, music
categorization into emotions, functional genomics (gene and
protein functions), and text classification (news article, email,
bookmarks). There are two ways to solve the classification
problem from these data sets: first one is algorithm adaptation
method where usual classification methods are adapted or
modified to handle multi-label data, and the second one is
the problem transformation method where the multi-label
data set is transformed into single label data set to work
with usual classification methods without any modification of
the algorithm. These papers solve the inconsistency of the
decision table by dividing full set of decisions into relevant
and irrelevant decision set for each example. The goal is to
find the relevant set of decisions for unknown object.

There is another way to handle inconsistency which is
mentioned in different names in literature: partial learning
[13], ambiguous learning [14], and multiple label learning
[15]. In this learning problem, each example is associated with
multiple labels but only one label is correct, and all others are
incorrect. The goal is to find out which label is correct. In
[13], [15], the authors shows probabilistic methods to solve
the learning problem whereas in [14], the author used standard
heuristic approach to exploit inductive bias to disambiguate
label information.

Our approach of MVD is different from the above men-
tioned approaches in two ways:

- we assume that all our decisions are correct and there is no
incorrect decisions attached with any of the examples,

- we assume that it is enough to find out one decision from
the set of decisions rather than the relevant set of decisions.

Therefore, one can use our approach when it is enough to
find one decision from the set of decisions.

III. PRELIMINARIES

A. Many-valued Decision Table

A many-valued decision table, I is a rectangular table
whose rows are filled by nonnegative integers and columns
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are labeled with conditional attributes fi, ..., f,. If we have
strings as values of attributes, we have to encode the values as
nonnegative integers. There are no duplicate rows, and each
row is labeled with a nonempty finite set of natural numbers
(set of decisions). We denote the number of examples (rows)
in the table T' by N(7T).

TABLE I: A many-valued decision table 7’

fi fo fs
0 0 0 (0
Lo 11| a2
=1 0o 1|3
11 0 | {23)

0o 0 1

{2}

If there is a decision which belongs to all of the set of
decisions attached to examples of 7', then we call it a common
decision for T. We will say that T is a degenerate table if T
does not have examples or it has a common decision. We give
an example of degenerate table in the Table II where 1 is the
common decision.

TABLE II: A degenerate many-valued decision table

fi fo f3
., [0 0 0
=9 1 1|02
10 1| {13}

A table obtained from 7T by removing some exam-
ples is called a subtable of 7. We denote a subtable
of T which consists of examples that at the intersec-
tion with columns f; ,...,f; ~have values ai,...,a, by
T(fi,;a1),---,(fi,.,@m). Such nonempty tables (including
the table T") are called separable subtables of 7'. For example,
if we consider subtable 7”(f1,0) for table T”, it will consist
of examples 1,2, and 5. Similarly, 7"(f1,0)(f2,0) subtable
will consist of examples 1, and 5.

TABLE III: Example of subtables of many-valued decision
table T”

[
0
1
0

»

T/(f1,0) =

o ool
— — o&
—
=
=

fi fo fs
T'(f1,0)(f2,0) =] 0 0
0 0

1| {2)

We denote the set of attributes (columns of table 7°), such
that each of them has different values by E(T"). For example,
if we consider table 7', E(T') = {fi, f2, f3}. Similarly,
E(T'(f1,0)) = {f2, f3} for the subtable T"(f1,0), because
the value for the attribute f; is constant in subtable 7”(f1,0).
For f; € E(T), we denote the set of values from the attribute
fi by E(T, f;). As an example, if we consider table 7" and
attribute f1, then E(T", f1) = {0,1}.

The minimum decision which belongs to the maximum
number of sets of decisions attached to examples of the table
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T is called the most common decision for T. For example,
the most common decision for table 7" is 1. Both 1 and 2
appears 3 times in the sets of decisions, but 1 is the most
common decision as it is the minimum. We denote the number
of examples for which the set of decisions contains the most
common decision for T' by Ny,cq(T).

B. Decision tree

A decision tree over T is a finite tree with root in which each
terminal node is labeled with a decision (a natural number),
and each nonterminal node is labeled with an attribute from
the set {f1,...,fn}. A number of edges start from each
nonterminal node which are labeled with the values of that
attribute (e.g. two edges labeled with 0 and 1 for the binary
attribute) .

Let I' be a decision tree over 7" and v be a node of I'.
We denote T'(v) as a subtable of 7' that is mapped for a
node v of decision tree I'. If the node v is the root of T'
then T'(v) = T i.e. the subtable T'(v) is the same as 7.
Otherwise, T'(v) is the subtable T'(f;,,01) ... (fi,,,0m) of the
table 1" where attributes f;,, ..., f;,, and numbers di,...,0p,
are respectively nodes and edge labels in the path from the
root to node v. We will say that I" is a decision tree for 7" if
I" satisfies the following conditions:

- if T'(v) is degenerate then v is labeled with the common
decision for T'(v),

- otherwise v is labeled with an attribute f; € E(T'(v)). In this
case, k outgoing edges from node v are labeled with aq, . .., ag
where E(T(v), f;) ={a1,...,ax}

An example of a decision tree for the table 7' can be
found in Fig. 2. If the node v is labeled with the nonterminal
attribute f3, then subtable T'(v) corresponding to the node
v will be the subtable T'(f1,0) of table 7. Similarly, the
subtable corresponding to the node labeled with 2 will be
T(f1,0)(f3,1) and here 2 is the common decision.

o
g @
Fig. 2: Decision tree for the many-valued decision table 7"

C. Impurity Functions and Uncertainty Measures

In greedy algorithm, we need to choose attributes to par-
tition the decision table into smaller subtables until we get
degenerate table which then be used to label the terminal node.
To choose which partition to consider for tree construction,
we need to evaluate the quality of partition by impurity
function. We assume that, the smaller the impurity function
value, the better is the quality of partition. Impurity function
can be calculated based on uncertainty measures for the
considered subtables corresponding to the partitions. If we

Algorithm 1 Greedy algorithm A;

Input: A many-valued decision table 7" with conditional
attributes f1,..., fn.
Output: Decision tree A;(T) for T.
Construct the tree G consisting of a single node labeled
with the table T';
while (true) do
if No one node of the tree G is labeled with a table then
Denote the tree G by A;(T);
else
Choose a node v in G which is labeled with a subtable
T" of the table T';
if U(T") =0 then
Instead of 7" mark the node v with the common
decision for 77;
else
For each f; € E(T"), compute the value of the
impurity function I(7”,f;); Choose the attribute
fio € E(T"), where ig is the minimum ¢ for which
I(T’, f;) has the minimum value; Instead of T’
mark the node v with the attribute f; ; For each
d € E(T', f;), add to the tree G the node vs; and
mark this node with the subtable 7"(f;,,d); Draw
an edge from v to vs and mark this edge with 6.
end if
end if
end while

have a common decision, then there is no uncertainty in the
data, and uncertainty measure is zero, otherwise uncertainty
measure is positive.

1) Uncertainty Measures: Uncertainty measure U is a
function from the set of nonempty many-valued decision tables
to the set of real numbers such that U(T") > 0, and U(T) =0
if and only if T is degenerate.

Let T" be a many-valued decision table having n conditional
attributes, N = N(T') examples and its examples be labeled
with sets containing m different decisions dy, ..., d,,. For i =
1,...,m, let N; be the number of examples in 7" that has been
attached with sets of decisions containing the decision d;, and
p; = N;/N. Let dy,...,d,, be ordered such that p; > --- >
Dm., then for ¢ = 1,...,m, we denote by NZ-/ the number
of examples in 7' such that the set of decisions attached to
example contains d;, and if ¢ > 1 then this set does not contain
di,...,d;_1, and p; = NZ-//N. We have the following four
uncertainty measures (we assume 0log, 0 = 0):

o Misclassification error: me(T) = N(T) — Npea(T). It
measures difference between total number of examples
and number of examples with most common decision.

« Sorted entropy: entSort(T) = — .7 p; log, p; ([14]).
First we sort the probabilities for all decisions. After that,
for each example, keep the decision having maximum
probability and discard others. Then we calculate entropy
for this modified decision table.

o Multi-label entropy: entML(T) = 0, if and only if T is
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degenerate, otherwise, it is equal to — >\, (p; log, p; +
qi logs q;), where, 4 = 1 —p;. ([16]).
o Absent: abs(T) = [] ¢, where ¢; = 1 — p;. It measures

i=1
the multiplication of all absent probability ¢;’s.

2) Impurity Functions: Let U be an uncertainty measure,
fi € E(T), and E(T, f;) = {a1,...,a¢}. The attribute f;
divides the table T into ¢ subtables: 77 = T'(f;,a1),..., Ty =
T(fi,a:). We now define three types of impurity function [
which gives us the impurity (7, f;) of this partition.

o Weighted max (wm):

I(T, fi) = maxi<;<U(T;)N(T}).
o Weighted sum (ws):
I(T, fi) = 35—, U(T)N(T)).
o Multiplied weighted sum (Mult_ws):

I(T. f;) = (-, U(T3)N(T})) x logy t.

IV. GREEDY ALGORITHMS FOR DECISION TREE
CONSTRUCTION

Let I be an impurity function based on the uncertainty
measure U. The greedy algorithm A, for a given many-valued
decision table 7', constructs a decision tree A;(T) for T' (see
Algorithm 1).

It constructs decision tree sequentially in a top-down fash-
ion. It greedily chooses one attribute at each step based
on the considered impurity function. We have total 12 (=
4 x 3) algorithms. The complexities of these algorithms are
polynomially bounded above by the size of the tables.

V. DATA SETS

We consider five decision tables from UCI Machine Learn-
ing Repository [10]. There were missing values for some
attributes which were replaced with the most common values
of the corresponding attributes. Some conditional attributes
have been removed that take unique value for each exam-
ple. For the sake of experiments, we removed from these
tables more conditional attributes. As a result, we obtained
inconsistent decision tables which contain equal examples with
equal or different decisions. The information about obtained
inconsistent (represented as many-valued decision) tables can
be found in Table IV. These modified tables have been
renamed as the name of initial table with an index equal to
the number of removed conditional attributes.

We also consider five decision tables from KEEL [11] multi-
label data set repository. Note that, these tables are already
in many-valued decision format. The information about these
table can be found in Table V. The decision table ‘genbase’ has
one attribute with unique value for each example and therefore,
it was removed, and renamed as ‘genbase-1’.

Table IV and V also contain the number of examples
(column “Row”), the number of attributes (column “Attr’), the
total number of decisions (column “Label”), the cardinality
of decision (column “Ic”), the density of decision (column
“ld”), and the spectrum of this table (column “Spectrum”).
The decision cardinality, Ic, is the average number of decisions
for each example in the table. The decision density, Id, is
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the average number of decisions for each example divided
by the total number of decisions. If 7" is a many-valued
decision table with N examples (z;, D;) where i =1,..., N,
then Ic(T) = L 32N |D;|, where |D;] is the cardinality of
decision set in i-th example, and ld(T) = ‘—illc(T), where L
is the total number of decisions in 7. Spectrum of a many-
valued decision table is a sequence #1, #2,..., where #t,
i = 1,2,..., is the number of examples labeled with sets
of decisions with the cardinality equal to i. For some tables
(marked with * in Table V), the spectrum is too long to fit
in the page width. Hence, we show what allows in the page
width limit.

VI. COMPARISON OF THREE APPROACHES

We compared the three approaches M VD, MCD, and GD
to handle inconsistency. We have published the results of the
comparison using the decision tree complexity (depth, average
depth and number of nodes) in [17]. For the sake of the
discussion, we reproduced the result in Table VI for the above
10 decision tables using the algorithm A; (see Algorithm 1)
which uses misclassification error uncertainty measure and
weighted sum impurity type.

Data sets from KEEL are already in M VD format. These
tables are converted into formats MCD (in this case, the
first decision is selected from the set of decisions attached
to a row) and GD by the procedure described in Section
I. Conversely, inconsistent tables from UCI ML Repository
were converted into MVD, MCD and GD. We then used
such data sets to construct decision trees by the algorithm Ay,
and further we listed the depth, average depth and number
of nodes in the constructed decision trees. Note that, we
interpreted single valued decision tables, i.e. Tgp, Thvep, as
many-valued decision tables where each row is labeled with
a set of decisions that has one element. Hence, we can apply
the same algorithm for all three cases.

Table VI shows the result of depth, average depth and
number of nodes for decision trees A;(Twvp), Ar(Tap) and
Ar(Tyep). Moreover, we took average among the 10 data
sets. Since, the result varies in the range of the parameter, we
took the normalized average. The normalization has been done
by taking the value and dividing by the maximum of three
approaches. For example, the maximum depth of the three
approaches for the table ‘bibtex’ is 43. Then the normalized
depth of MVD approach will be 39/43 = 0.91. Similarly, the
normalized depth of MCD approach will be 42/43 = 0.98, and
for GD will be 1.

If we look at the result, the M VD approach in many cases
gives minimum depth, average depth and number of nodes.
When we took the normalized average, this claim is pretty
clear. If our goal is to represent knowledge from the given
data using the decision tree, we should use M VD approach
as it produces simpler trees compared to other approaches.
Therefore, we have used MVD approach for the rest of the

paper.
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TABLE IV: Characteristics of modified UCI inconsistent data represented in M VD format

Decision Row Attr Label le ld Spectrum

table T #1 #2  #3

CARS-1 432 5 4 143 036 258 161 13

FLAGS-5 171 21 6 107 0.18 159 12

LYMPHOGRAPHY-5 122 13 4  1.07 0.27 113 9

NURSERY- 1 4320 7 5 134 027 2858 1460 2

Z0O0-DATA-5 42 11 7 1.14 0.16 36 6

TABLE V: Characteristics of KEEL multi-label data

Decision Row Attr  Label le ld Spectrum
table T' #1 #2 #3 #4  #5 #6 #H#T #8 #9
bibtex™ 7355 1836 159 241 0.015 2791 1825 1302 669 399 179 87 46 18
COREL5K 4998 499 374  3.52  0.009 3 376 1559 3013 17 0 1 0 0
enron* 1561 1001 53 349 0.066 179 238 441 337 200 91 51 15 3
GENBASE-1 662 1186 27 147 0.054 560 58 31 8 2 3 0 0 0
MEDICAL 967 1449 45 1 0.027 741 212 14 0 0 0 0 0 0

TABLE VI: Depth, average depth, and number of nodes for decision trees A;(Tavp), Ar(Tep) and A;(Thaep) for UCT and
KEEL data sets using misclassification error uncertainty measure and weighted sum impurity type

Decision Depth Average Depth Number of Nodes
table T' MVD MCD GD | MVD MCD GD | MVD MCD GD
BIBTEX 39 42 43 11.52 12.24 12.97 9357 10583 13521
CARS-1 5 5 5 1.958 2.583  3.813 43 101 280
COREL5K 156 156 157 36.1 36.41 36.29 6899 8235 9823
ENRON 28 26 41 9.18 9.62 11.18 743 1071 2667
FLAGS-5 6 6 6 3.754 3.801 3.836 210 216 223
GENBASE-1 12 12 11 4718 4937  5.762 43 49 81
LYMPHOGRAPHY-5 7 7 7 3.787 4.115 4311 77 94 112
MEDICAL 16 16 16 8.424 8.424 8.424 747 747 747
NURSERY-1 7 7 7 2.169 3469  4.127 198 832 1433
Z0O0-DATA-5 4 7 7 3.214 3.714 4.119 19 25 41
AVERAGE [ 28 28.4 30 | 848 8.93 9.48 ] 1833.6 21953 2892.8
NORMALIZED AVERAGE | 0.92 0.96 099 [ 0.82 0.9 0.99 [ 0.6 0.7 1

VII. DECISION TREE OPTIMIZATION

We can optimize the depth, average depth and number
of nodes of the constructed decision tree based on dynamic
programming algorithms as shown in [6], [8], [7]. It builds all
possible separable subtables from the root to the leaf. After
that, it considers all possible decision trees by the bottom up
approach based on the given criteria of minimizing depth or
average depth, or number of nodes. We have compared the av-
erage relative difference (in %) ARD = W x 100
between the sub-optimal results from the greedy algorithms
and optimal result from the dynamic programming algorithm.
ARD shows how close the greedy result compared to the opti-
mal solution. We have produced the ARD results in Table VlIa,
VIIb and VIIc for 3 top algorithms from 12 algorithms (see
Section IV).

VIII. DECISION TREE CLASSIFIER

The examples in the many-valued decision table 7' have
been attached with sets of decisions D C L where L is the
set of all possible decisions in the table 7. We denote D(x)
as the set of decisions attached to the example z. If X is the

TABLE VII: ARD (in %) between results of greedy and
dynamic algorithms

Algorithm ARD Algorithm ARD
ws_entSort  4.58 wm_me 12.08
ws_entML 5.47 wm_entSort  12.08
ws_me 6.03 ws_me 12.08
(a) Average depth (b) Depth

Algorithm ARD

Mult_ws_entML 21.22

Mult_ws_entSort  24.58

ws_abs 25.03

(c) Number of nodes

domain of the examples to be classified, the goal is to find a
classifier h : X — L such that h(xz) = d, where d € D(x),
that means to find a decision from the ground truth set of
decisions attached to the example. To solve the problem, we
use decision tree as our model. We construct different kinds
of decision trees using various impurity functions.
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A. Evaluation Measure

Here we use the common evaluation measure of classifi-
cation error percentage. Let us assume, we have unknown
instance 2’ and corresponding decision set is D(z’). The
classifier h is applied on the new instance z’ and it gives
the decision d = h(z’). If d € D(z) then error(z’) = 0,
otherwise error(a’) = 1. Let us assume, we have total M
unknown instances to classify, then the error rate will be

| M
— Z error(x;).
M=

B. Methodology

Let T be a many-valued decision table with conditional
attributes fq,..., f,, and the decision attribute D. We have
to divide the initial subtable into three subtables: training
subtable T}, validation subtable 75, and test subtable 75.
The subtable 77 is used for construction of initial classifier.
The subtable 75 is used for pruning of the initial tree. Let
I' is a decision tree for 713j. For each node v of I', we
construct a subtable T3 (v) of the table T3. If v is the root,
then T4 (v) = T4, otherwise T1 (v) = T1(fiy,a1) - .- (fi,,, am)
where f; ,..., fi, are the conditional attributes attached to
nodes of the path from the root of I to v, and aq, ..., a,, are
numbers attached to edges of this path.

We denote a(v) = U(Ty(v))/U(Ty), where U(T}) is the
misclassification error uncertainty of table 7}. Let I' contain ¢
nonterminal nodes, and v1, ..., v; be all nonterminal nodes of
T in an order such that a(v;) < a(vs)... < a(v:). For any
ie{l,...,t =1}, if a(v;) = a(v;11) then the distance from
the root of I to v; is at least the distance from the root to v ;.
We now construct a sequence of decision trees I'g, 'y, ..., I’
where I'g = T" (initial tree). The procedure of such decision
tree construction is described below in an inductive way:

Let assume that, for some i € 0,...,¢ — 1, the decision
tree I'; is already constructed. We now construct the decision
tree I';4; from the decision tree I';. Let D be a subtree of
I'; with the root v;y;. We remove all nodes and edges of D
from I'; with the exception of v;, 1. After that, we transform
the node v;11 into a terminal node which is labeled with the
most common decision for T (v;41). As a result, we obtain
the decision tree I';4 ;.

For ¢ = 0,...,t, we used the decision tree I'; to calculate
the classification error rate for the table 75. We choose the
tree I'; which has the minimum classification error rate (in
case of tie, we choose the tree with smaller index). Now this
tree can be used as the final classifier and we can evaluate the
test error rate by using this tree to classify the examples in
table 13.

IX. STATISTICAL COMPARISON OF GREEDY ALGORITHMS

To compare the algorithms statistically, we used Friedman
test with the corresponding Nemenyi post-hoc test as sug-
gested in [9]. Let we have k greedy algorithms Aq,..., Ay
for constructing trees and M decision tables T7,...,7Ty;.
For each decision table T;, ¢ = 1,...,M, we rank the
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algorithms Aj,..., A on T; based on their performance
scores of classification error rates, where we assign the best
performing algorithm the rank of 1, the second best rank 2,
and so on. We break ties by computing the average of ranks.
Let 7/ be the rank of the j-th of & algorithms on the decision
table 7. For j = 1,..., k, we correspond to the algorithm A,

M
the average rank I?; = % Z r{ . For a fixed significance level

i=1
«, the performance of two algorithms is significantly different
if the corresponding average ranks differ by at least the critical

1
difference CD = q, k(kiﬂ

for the two-tailed Nemenyi test depending on « and k.

where ¢, is a critical value

X. CLASSIFICATION RESULTS

We used 3-fold cross validation to separate test and training
data set for each decision table. The data set is divided into 3
folds, we run the experiment for 3 times. At i-th (i = 1,2, 3)
iteration, ¢-th fold is used as the test subset, and the rest of data
is partitioned randomly into train (70%) and validation subset
(30%). The validation subset is used to prune the trained tree.
We successively prune the nodes of the trained decision tree
model based on the accuracy of the classifier from validation
data set unless its accuracy is maximum. After pruning, we
used trained decision tree model to predict the decisions for
test data sets. For each fold, we repeat the experiment 5 times
and take the average of 5 error rates.

We have four uncertainty measures (me, abs, entSort,
entML) and three types of impurity functions (ws, wm,
Mult_ws). So, 12 greedy algorithms have been compared.
We show the names of the algorithms as combined name
of heuristic and impurity function types separated by ‘_’ in
CDD. For example, if the algorithm name is wm_me, this
means it uses wm as a type of impurity function and me
as uncertainty measure. Figure 3 shows the CDD containing
average rank for each algorithm on the z-axis for significance
level of o = 0.05. The best ranked algorithm are shown in the
leftmost side of the figure. When Nemenyi test cannot identify
significant difference between some algorithms, then those are
clustered (connected).

It is clear that, Mult_ws_abs is the best ranked algorithm
to minimize the test error. We have shown classification error
rate for each data sets for the three best ranked algorithm in
Table VIII as well as the average error rate (AER) among
all the data sets. We can see that for most of the data sets
Mult_ws_abs gives minimum error rate than others. On
average it gives the best result. We have also shown the overall
execution time for the three best ranked algorithm in the
Table IX and found that the Mult_ws_entML algorithm is
faster than other algorithms.

Also note that, the Mult_ws_entML algorithm is the best
for minimizing the number of nodes in the tree (see Sec-
tion VII), and it is also one of the top algorithms for minimiz-
ing the classification error rates. Also there are two algorithms
(Mult_ws_entML, and Mult_ws_entSort) for minimizing
number of nodes in the tree intersects with the same two
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algorithms for minimizing the classification error rates. This
result is interesting as we can relate the classification and
optimization problem. It looks like the quality of classification
is connected with the quality of minimizing the number of

nodes.
XI. CONCLUSION

We studied three different approaches to handle inconsistent
decision tables and found M VD approach performs better. We
also have created different greedy algorithms based on various
uncertainty measures and impurity types to construct decision
trees, and compared the results with the optimal results.
Finally, we compared these greedy algorithms statistically for
classification task to get best ranked classifier and considered
also the average error rate across all data sets. We found that
Mult_ws_abs gives lowest classification error rate than others
for most of the data sets. We also found Mult_ws_entML
algorithm is faster than other top algorithms and also good
for both classification and optimization of number of nodes.

In the future, our goal is to construct ensemble of decision
trees to work with larger data sets efficiently. Also we are
planning to consider more sophisticated pruning methods
based on Pareto-optimal points using dynamic programming
algorithms.
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Fig. 3: Critical difference diagram for classification error rates

TABLE VIII: Classification error rate (in %)

Filename Mult_ws_abs  Mult_ws_entSort  Mult_ws_entML
BIBTEX 56.87 60.09 57.09
CARS-1 3.33 4.49 5.56
COREL5K 74.3 76.57 77.72
ENRON 36.9 26.96 29.69
FLAGS-5 58.83 62.11 63.27
GENBASE-1 5.73 3.79 3.69
LYMPHOGRAPHY-5 27.18 25.4 25.87
MEDICAL 24.05 26.66 26.6
NURSERY-1 2.06 2.69 2.62
Z0OO0-DATA-5 22.86 27.62 25.24
AER (AVERAGE ERROR RATE) 31.21 31.64 31.73

TABLE IX: Overall execution time (in sec)

Filename Mult_ws_abs Mult_ws_entSort Mult_ws_entML
BIBTEX 285.42 2012.34 117.55
CARS-1 0.0046 0.006 0.0042
COREL5K 127.95 853.3 82.19
ENRON 6.82 14.35 5.45
FLAGS-5 0.0098 0.0176 0.0102
GENBASE-1 0.1174 0.17 0.111
LYMPHOGRAPHY-5 0.0046 0.0056 0.0042
MEDICAL 1.2352 6.9238 1.1488
NURSERY-1 0.0408 0.0622 0.0416
Z0OO0-DATA-5 0.0024 0.0028 0.0028

AVERAGE 42.16 288.72 20.65
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Abstract—Two algorithms for building classification trees,
based on Tsallis and Rényi entropy, are proposed and applied
to customer churn problem. The dataset for modeling
represents highly unbalanced proportion of two classes, which
is often found in real world applications, and may cause
negative effects on classification performance of the algorithms.
The quality measures for obtained trees are compared for
different values of o parameter.

1. INTRODUCTION

ECISION trees are powerful and very popular tools for

different classification tasks [1]-[3]. The attractiveness
of this technique is due to the fact that they create rules that
can be easily interpreted. Decision trees use some statistical
property called information gain to measure the
classification power of the input attributes on classification
problem as the difference between the entropy before and
after a decision. Entropy computation is used to generate
simple decision trees, in terms of the structure, with
effective classification, since tree size reduction depends on
the attribute selection. For this purpose, usually Shannon
entropy is used, but other entropy formulas, such as Rényi
[4] and Tsallis [5] entropy, can also be applied. Here, a
comparative study based on Rényi and Tsallis entropy is
described taking into account the issue of imbalance in the
class distribution. We used data from telecommunication
industry to predict loss of customers to competitors what is
known as customer churn. In this dynamical and liberal
market customers can choose among cellular service
providers and actively migrate from one service provider to
another. This problem is especially interesting due to the fact
that the portion of churning customers in business practice is
low, between 1% and 5%, depending on the country and
type of the telecommunication service.

The comparison of the trees is carried out by taking into
account different values of o parameter and set of the
following measures: classification accuracy, area under the
ROC curve, lift; and number of leaves in a tree as
complexity measure.

In the next section properties of Rényi and Tsallis
entropies are described. The data used in this study are
described in the third section. The empirical analysis and
comparison of the entropies is shown in fourth section. This
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type of analysis is especially interesting for decision trees
because of the high dimensionality of telecommunication
data. Conclusions are given in the last section.

II. THEORETICAL FRAMEWORK

In this paper we assume that observations may belong to
two given classes and for the classification we use a
modified algorithm similar to C4.5 [6] to construct a binary
tree in R environment [7].

As a general measure of diversity of objects, a Shannon
entropy is often used which is defined as [8]:

H, =-) p,logp, (1
i=1

where p; is the probability of occurrence of an event X,
being an element of the event X that can take values
X;,...,X,. The value of the entropy depends on two
parameters: (1) disorder (uncertainty) and is maximum when
the probability p; for every x; is equal; (2) the value of n.
Shannon entropy assumes a tradeoff between contributions
from the main mass of the distribution and the tail. To
control both parameters two generalizations were proposed
by Rényi [4] and Tsallis [5].
The Rényi entropy is defined as:

1 I
l_alog[;n- 7 2)

where parameter & is used to adjust the measure depending
on the shape of probability distributions.
The Tsallis entropy is defined as:

(o e)
Hk—a_l(l ij 3)

With Shannon entropy, events with high or low
probability have equal weights in the entropy computation.
However, using Tsallis entropy, for ¢ >1, events with high
probability contribute more than low probabilities for the
entropy value [9]. Therefore, the higher is the value of &,
the higher is the contribution of high probability events in
the final result. Furthermore, increasing & parameter

H, =

(@ — ) makes the Rényi entropy determined by events
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with higher probabilities, and lower values of & coefficient
(o — 0) weigh the events more equally, no matter of their

probabilities.

The Tsallis and Rényi entropies were successfully applied
to many diverse practical problems, showing their high
usefulness for accurate classification. For instance, in [10]
the authors applied both entropies for variable selection in
computer networks intrusion detection, analyzing models
detection capabilities while providing a set of attributes
coming from the network traffic. Their results showed that
selecting attributes based on Rényi and Tsallis entropies can
achieve better results as compared to Shannon entropy.

Modified C4.5 decision trees based on Tsallis and Rényi
entropies have been tested on several high-dimensional
microarray datasets in [11]. The results showed that use of
non-standard entropies may be highly recommended for this
kind of data.

In [12] the authors addressed the question whether the
Rényi entropy is equally suit-able to describe systems with
g-exponential behavior, where the use of the Tsallis entropy
is relevant. The study confirmed that in this case Tsallis
entropy is a more suitable choice than Rényi entropy.

Some other studies considered image segmentation based
on Tsallis and Rényi-entropies [13]. Their conclusion was
that entropic segmentation can give good results but is
highly related to an appropriate choice of the entropic
index & .

III. THE CHURN DATASET

Customer churn is a term used in the telecommunication
industry to describe the customer movement from one
provider to another, and the churn management strategy is a
process aimed to retain profitable customers [14]. Every
year telecommunication industry suffers from a substantial
loss of valuable customers to competitors. In this liberal
market customers can migrate between telecommunication
operators freely. The motivation for churn research is based
on the fact that it costs more to recruit new customers than
to retain existing ones, especially those high profitable
customers. The other motivation is the fact that the average
churn at cellular providers is about 25% per year in Europe,
according to [15], what means that one fourth of the
customers’ base is lost each year.

In order to check the performance of the proposed
entropies, we conducted the simulations based on the data
collection known as "Cell2Cell: The Churn Game" [16]
derived from the Center of Customer Relationship
Management at Duke University, USA. The data constitute a
representative slice of the entire customer database, be-
longing to an anonymous company operating in the sector of
mobile telephony in the United States.

The data contains 71047 observations, wherein each
observation corresponds to the individual customer. For
each observation 78 variables are assigned, of which 75
potential explanatory variables are used for models
construction. All explanatory variables are derived from the
same time period, except the binary dependent variable (the
values 0 and 1) labeled as "churn", which has been observed
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in the period from 31 to 60 days later than the other
variables. In the collection there is an additional variable
"calibrat" to identify the learning sample and test sample,
comprising 40000 and 31047 observations, respectively.
Learning sample contains 20000 cases classified as churners
(leavers) and 20000 cases classified as non-churners. In the
test sample, which is used to check the quality of the
constructed model, there is only 1.96% of customers who
quit. Such a small percentage of the modeled class can be
often found in the business practice.

IV. ANALYSIS AND RESULTS

A. Accuracy measures

To compare the trees obtained for different values of &
we define a set of three measures. These are: (1) AUC (area
under the ROC curve), (2) Lift and, (3) Lv (number of
leaves in a tree). The first two measures are related to
efficiency and effectiveness of the tree and they have been
often used for evaluation of classification models in the
context of e.g. credit scoring [17], income and poverty
determinants [18] or customer insolvency and churn [19].
The last measure Lv expresses a complexity of the tree as
the number of its leaves. In this study we will favor small
trees which usually lead to simple and general rules, thus
having an advantage over other models. Therefore, a good
tree will be characterized by the high accuracy of AUC and
lift as well as the relatively small number of leaves. In other
words we would like to obtain small but efficient structures
for churn classification.

Since we deal with a problem of binary classification, the
model yields two results: positive and negative. There are
four possible outcomes, as shown in Table 1.

In order to construct AUC measure we need to define two
indicators: Tpr=TP/(TP+FP), Fpr=FP/(FP+TP) as

well as a ROC curve. As mentioned earlier, each tree’s node
and leaf has a class assigned based on the share of churn
classes. If the share exceeds the decision threshold, usually
set to 0.5, a node or a leaf gets a class churn=1 assigned,
otherwise class churn=0.

TABLE 1.
CONFUSION MATRIX FOR BINARY CLASSIFICATION

. Observed
Predicted - -
Positives Negatives
Positives True Positives (TP) False positives (FP)
Negatives False Negatives (FN) True Negatives (TN)

Defined indicators can be calculated for various values of
the decision threshold. The increase of the threshold from 0

to 1 will yield to a series of points ( £pr, Tpr) forming the
curve with Ipr on horizontal axis and Fpr on vertical axis.

The curve is named receiver operating characteristics, ROC
[20], [21]. The AUC measure is an area under the ROC
curve which can be calculated using trapezoidal rule.

Theoretically AUC€[0;1] and the larger the AUC the
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closer is the model to the ideal one and the better is its
performance.

The lift measure 1is dictated by the economic
considerations, because the telecom operator does not direct
the retention campaign to a wide customer base, but focuses
on a small percentage of approximately 1-2% of the
customer database on a monthly basis, characterized by the
highest probability of resignation. For instance, having the
total number of customers of approximately 10 million, a
group of 1% of customers is equal to 100 thousand
customers per month, which would receive the retention
offer.

The required input for lift calculation is a validation
dataset that has been “scored" by assigning the estimated
churn probability to each case. Next, the churn probabilities
are sorted in descending order and for a given customers
percentage, the measure is calculated in the following
manner (for the first percentile) [22]:

. TP,
Lift,,, = T(;)I 4

The lift measure shows how much more likely we are to
receive positive responses (detecting churn customers) in
comparison to a random sample of customers.

B. Experiments

Rényi and Tsallis entropy were compared to each other
using the modified C4.5 algorithm for decision tree
construction which has been applied to churn dataset. The
modification of the algorithm concerned mainly the pruning
part. The listing Generate decision_tree presents the tree
growing algorithm.

The algorithm is recursively called so that it works from
the bottom of the tree upward, removing or replacing
branches to minimize the predicted error on the validation
dataset.

In order to obtain the optimal split while growing the tree
(see part of the pseudo-code above) the gain ratio should be
calculated. The listing Prune outlines the pruning process.

The algorithm is recursively called so that it works from
the bottom of the tree up-ward, removing or replacing
branches to minimize the predicted error on the validation
dataset.

The decision trees were trained on training samples which
reflected two designs: (1) learning on the balanced dataset
(equal proportion of churn and non-churn classes); (2)
learning on the imbalanced dataset with the churn rate of
1.96%. Both designs were then checked on the validation
sample in which the churn rate was equal to 1.96%, as
observed in real population. We considered o starting from
0.5 to 10 by 0.5.

The results obtained on the validation datasets are
collected in Tables 2-3. The best results and corresponding
values of a parameter differ in each case and can be
summarized as follows:

i.  Training the trees on the balanced dataset resulted
in better classification performance;

ii. The Rényi entropy based trees trained on
imbalanced dataset generated the splits only for a

Algorithm: Generate_decision_tree

Input: training samples D, list of attributes L,
attribute_selection_method

OQutput: decision tree

/1/ Create a node N
12/ if D has the same class C then

/3/ return N as leaf node with class C label
/4/  if L is empty then
/5/ return N as leaf node with class label that is

the most class in D

/6/  Choose test-attribute 2 that has the most Gain-
Ratio using attribute selection_method

/7 Give node N with test-attribute label

/8/  Find an optimal split that splits D into subsets
D; (i=1,..,k)

/9/  foreach i=1 to k do

/10/ Add branch in node N to test-attribute = ¢,

/11/ Make partition for sample D; from samples
where test-attribute = q;

/12/ if D; is empty then

/13/ attach leaf node with the most class in D

/14/ else attach node that generate by
Generate_decision_tree(D;, attribute-list, test-
attribute)

15/ endfor

return N

equal to 1 and 1.5; all the other a resulted in no
split (Lv=1)

iii. In general, the Tsallis entropy based trees provided
better generalization (smaller number of leaves)
and the highest lift (3.612);

iv.  The Rényi entropy based trees provided complex
tree structures with questionable generalization
abilities (although the high AUC observed).

v.  The Shannon based tree trained on the balanced
dataset resulted in high AUC and high lift; however
the tree was very complex. The tree trained on the
imbalanced dataset did not generate any splits.

The structure of the best tree, in terms of the lift, trained
on the balanced dataset using Tsallis entropy is presented in
Fig. 1. The tree has 27 leaves on 7 levels (including the
root). Each node and each leave has indicated: decision rule,
class (TRUE - if churn was observed and FALSE
otherwise), and percentage of objects belonging to the
majority class.

The first variable used for split was EQPDYAS (number
of days of the current equipment). If the value of EQPDYAS
was greater than 302 then the probability of churn increased,
forming a group in which the percentage of churners
amounted to 56.9%. On the other levels of the tree it was
observed that the following variables were useful for
detecting churners: MONTHS (months in service), MOU
(mean monthly minutes of use), RETCALLS (number of
calls previously made to retention team), RECCHRGE
(mean total recurring charge), RETACCPT (number of
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Algorithm: Prune

Input: node with an attached subtree, validation
samples W

Output: pruned tree

leafError = estimated leaf error on W
if node is a leaf then

return leaf error
else

SubtreeError = Z N, echildren(node) Pr une(Ni )

branchError = error if replaced with most
frequent branch
if leafError is less than branchError and
subtreeError then
make this node a leaf
error = leafError
else if
branchError is less than leafError and
subtreeError then
replace this node with the most frequent
branch
error = branchError
else
error = subtreeError
return error
end

previous retention offers accepted), PEAKVCE (mean
number of in and out peak voice calls), DIRECTAS (mean
number of director assisted calls), MOUREC (mean
unrounded MOU received voice calls), CHANGEM (%
change in minutes of use), CALLWAIT (mean number of call
waiting calls), INCOME (customer income), REVENUE
(mean monthly revenue).

The final leaves contained the high proportion of
churners ranging from 54.9% to 100%. Three rules lead to
the leaves with 100% of churners. These were:

Rule 1 — EQPDAYS <=302 & MONTHS <= 10 &
RECCHRGE <=37.8775 & RETACCPT > 0 & DIRECTAS
<=2.2275;

Rule 2 — EQPDAYS > 302 & MONTHS <= 12 &
RETCALLS >0 & PEAKVCE> 12233 & MOUREC >
86.35 & RETACCPT <=0;

Rule 3 — EQPDAYS > 302 & MONTHS > 12 & MOU <=
6 & MOU>0 & EQPDAYS <= 375 & CHANGEM >
-3.25.

The results presented in this paper are encouraging and
provide high accuracy of classification, when compared to
similar studies on this dataset. For example, the authors in
[23] as an assessment of the quality of the model, chose lift
in the first decile, which was equal to 2.61 for the best
model. Finally, in our previous study [24] we obtained lift of
3.11 for the first percentile using C&RT tree on the same
dataset, while current study delivers improved results.
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TABLE 2.
RESULTS ON VALIDATION DATASET WHEN TRAINING THE TREE ON
BALANCED DATASET. THE BEST RESULTS FOR EACH ACCURACY
MEASURES ARE PRESENTED IN BOLD

Tsallis Rényi
Alpha AUC Lift Lv AUC Lift Ly
0,5 61,32 2,463 25 59,66 1,313 25
1 61,55 2,627 33 60,83 1,642 29
1,5 61,95 1,806 31 61,23 1,642 30
2 60,62 1,313 34 61,13 3,284 39
2,5 60,86 1,313 35 61,30 2,791 38
3 61,32 3,284 35 62,20 2,463 42
3,5 61,97 3,119 33 61,88 3,119 45
4 61,83 3,448 35 62,73 1,642 46
4,5 61,21 2,463 28 61,34 1,149 47
5 62,02 2,463 31 61,29 1,806 46
5,5 61,17 2,134 34 63,04 0,985 41
6 60,77 3,119 30 62,05 1,149 43
6,5 61,17 3,612 27 63,03 1,642 41
7 58,74 2,298 19 62,53 0,985 39
7,5 61,11 3,284 26 62,68 1,313 42
8 61,12 3,448 22 62,19 1,313 42
8,5 61,27 2,791 23 62,46 1,642 38
9 60,50 2,463 20 62,34 1,477 45
9,5 61,22 2,791 22 62,49 1,477 44
10 60,84 3,119 12 59,66 1,313 25
Shannon
62,98 3,248 82

TABLE 3.
RESULTS ON VALIDATION DATASET WHEN TRAINING THE TREE ON
IMBALANCED DATASET. THE BEST RESULTS FOR EACH ACCURACY
MEASURES ARE PRESENTED IN BOLD

Tsallis Renyi

Alpha Auc Lift Ly Auc Lift Ly
0,5 50,00 1,000 1 50,00 1,000 1

1 58,99 2,791 10 60,83 2,463 29
1,5 58,35 2,298 9 58,89 2,955 6
2 59,39 2,627 11 50,00 1,000 1
2,5 58,98 2,791 7 50,00 1,000 1
3 57,87 1,970 6 50,00 1,000 1
35 58,10 2,791 7 50,00 1,000 1
4 58,24 2,955 11 50,00 1,000 1
4,5 50,00 1,000 1 50,00 1,000 1
5 58,36 1,970 11 50,00 1,000 1
55 57,75 2,463 7 50,00 1,000 1
6 58,44 2,627 7 50,00 1,000 1
6,5 50,00 1,000 1 50,00 1,000 1
7 56,44 2,134 8 50,00 1,000 1
7,5 50,00 1,000 1 50,00 1,000 1
8 58,12 2,791 7 50,00 1,000 1
8,5 50,00 1,000 1 50,00 1,000 1
9 50,00 1,000 1 50,00 1,000 1
9,5 50,00 1,000 1 50,00 1,000 1
10 50,00 1,000 1 50,00 1,000 1

Shannon
50,00 1,000 1

V. SUMMARY AND CONCLUDING REMARKS

In this paper, an evaluation of Rényi and Tsallis entropy
applied to customer churn in telecommunication industry is
performed. In particular, the modified C4.5 decision tree
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Fig. 1. Decision tree based on Tsallis entropy for a = 6.5 trained on the balanced data.

ROOTFALSE 0.5 TRUE .5 |EQPDAYS <= J12FALSE . 0BIMONTHS <= 10 FALSE .7 RECCHRGE < 7 875 FALSE .58 RETACCPT <= OFALSE0553
RETACCPT>0TRUEOSSS  DIRECTAS <= 22275 TRUE,
DIRECTAS> 22275 FALSE
RECCHRGE> 37 BTTSFALSE 071
MONTHS> J0FALSEQ349 |MONTHS <= STRUEQ69 ~~ MOU<=S25TRUEQMS ~ MOUREC3.B6FALSE 1
MOUREC <=5 B6TRUE 0862
MOU>B5TRUE0S6,  (CREDITDE <=0 TRUE 387
(REDITOE> OFALSE0.349
MONTHS > 13FALSE 0004
FQPDAYS> X0 TRUEQ369 (VONTHS << 2TRUEQ4 RETCALLS =0TRUEQA®  |MOU>SLTTRUEOGY  (CHANGEM<=-49TRUEC. 677
CHANGEM>-49TRUEQ.594 |CALLWAIT <= 23 TRUE 96
CALLWAIT> Z3FALSE
MOU<375TRUEQTD  (MOU<=O25TRUEOS  RECCHRGE =15 FALSEDS
RECCHRGE> 6 75 TRUE0%52
MOU>025TRUEQ.722
RETCALLS>0TRUEQST PEAKVCE <= 12 3TRUE 0920 [MOU <= TT5 TRUE.815
MOU>T75TRUEQSS)  [NCOME <= TTRUE0%6
INCOME> TFALSES
PEAKVCE> L2 3TRUEQ632. (MOLREC <= 8635 FALSE 1
MOUREC >86.35TRUEQS ~ RETACCPT <=(TRUE
RETACCPT> 0FALSEQTS
MONTHS> 21TRUE052 {MOU <=6 TRUE 479 MOU<=0TRUE Q6
MOU>0TRUEQ.392 FQPDAYS <= 79 TRUE 1938 |CHANGEM <=-3 5 FALSE05
CHANGEM>-3 5 TRUE
FQPDAYS > S15TRUEQSS7  REVENUE <= L TBFALSE .09
REVENUE > 1 78 TRUEO 549
MOU>OTRUE 0.3
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algorithm was used for classification since it can handle
continuous and discrete input variables as observed in the
churn dataset.

Additionally, we studied the performance of both
entropies in the case of the learning dataset being balanced
or imbalanced. The experimental results show that in
general, Tsallis and Rényi entropies, with adequate «&
parameters, can lead to compact and efficient decision trees,
with high accuracy measures. We observed that Tsallis
entropy provided better generalization since the resulting
trees were not as complex as for Rényi case. The study
revealed that learning on the balanced learning dataset is
beneficial for the final results. Finally, the use of Tsallis and
Rényi entropies makes analysis more flexible than standard
approach, e.g. Shannon entropy, since it allows for
exploration of the tradeoff between the probability of
different classes and the overall information gain.
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Abstract—Equality is fundamental notion of logic and math-
ematics as a whole. If computer-supported formalization of
knowledge is taken into account, sooner or later one should
precisely declare the intended meaning/interpretation of the
primitive predicate symbol of equality. In the paper we draw
some issues how computerized proof-assistants can deal with this
notion, and at the same time, we propose solutions, which are
not contradictory with mathematical tradition and readability of
source code. Our discussion is illustrated with examples taken
from the implementation of the MIZAR system.

I. INTRODUCTION

HE ROLE of equality in mathematics is indispensable.

Linear equations represented and accompanied by graphs
seem to be one of the primary mathematical exercises for
children, where also recognizing which objects are identical is
important. Finding solutions for systems of equations [2], for-
mulas for calculating integrals, values of various mathematical
functions, etc., is the basic mathematical activity all engineers
are familiar with. Hence it is not surprising that equational
provers were one of the primary computerized tools developed
for use by mathematicians, after offering simple numerical
tools and methods — in fact also based on equality since they
essentially handle sequences of equalities.

As a mathematical proof, a proof in a computerized system
is just a sequence of proof steps, we could expect that it can
be discovered automatically within a reasonable universe of
discourse. Typically, a proof search explodes exponentially
if the universe and/or the method is not properly chosen.
Essentially the process of finding an equational proof is fairly
simple. Given sets of equalities can be merged to define
a substitution operation by iteration. E.g., in cases when the
equalities are between terms and variables, or imply such
equalities that can be derived, the substitution operation is
the result of (1) (simultaneous) substitution of terms for
corresponding variables, according to the given equalities, and
(2) iterating this process on results. The iteration step (2) can
lead to the target or fail if sooner or later the equalities became
too complex to handle. The idea is to have a handy set of
underlying techniques for machine learning and to restrict the
field of expansions.

The results are always tempting, as after identifying two
objects as equal — no matter how different they seem to
have been — all knowledge about one of them applies to
the other also. Moreover, from the moment of identifying
objects, it does not matter with which of them we are dealing,

978-83-60810-66-8/$25.00©2015, IEEE
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properties discovered for one of them automatically carry
over to the other one. Thus, identifying objects as equal can
make certain work (e.g., in some non-procedural or extensional
work) just easier. Depending on the mathematical context or
computational environment, the use of the quality predicate
may not be so simple as they look, and saying that two objects
are equal we often mean certain level of abstraction which is
the core of mathematics.

Informally the notion of equality is clear, but following [19]
we cannot be sure about that:

... when it comes to a crisis of rigorous argument, the
open secret is that, for the most part, mathematicians
who are not focussed on the architecture of formal
systems per se, mathematicians who are consumers
rather than providers, somehow achieve a sense of
utterly firm conviction in their mathematical doings,
without actually going through the exercise of trans-
lating their particular argumentation into a brand-
name formal system.

Developers of computerized proof-assistants must be pre-
pared for such exercises, furthermore — they have to provide
tools for solving them. Our paper is a result of some thoughts
presented in [7] and [3]. However, we are focusing not on
computer algebra systems as in [7], and also not on the role
of equality in mathematical education (although mathematical
proof-assistants are definitely useful in this area). We started
from the place where [7] posed some important questions:
the area where automated reasoning and computer algebra
can interact, and we went ahead of discussions, focusing
on real-life implementations of the theoretical ideas: how
the automatic proof-checker can cope with the predicate of
mathematical equality and corresponding predicate symbol of
equality. For our work in this paper, we have chosen MIZAR
proof-checker described in [1]. The MIZAR system is much
closer to automated theorem prover, although some basic
elements of computer algebra are also implemented. In this
sense this discussion is a kind of a counterpart of Davenport’s
research from the viewpoint of MIZAR proof-checker.

Essentially, all with the exception of the very basic MIZAR
examples are of our authorship: the first author is mainly
responsible for the formalization of lattice theory, rough and
fuzzy sets [26], [37], the second author’s work is on hard-
coding of new MIZAR constructions (e.g. reductions), while
the third author delivered examples from abstract algebra. We
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hope then that our paper is much more than a theoretic dis-
cussion on selected issues on the usage of equality predicates.

The structure of the paper is as follows. At the beginning we
draw some initial remarks on the properties of the equality and
show how one can solve equational problems with the help of
a computer, not necessarily in a fully readable way. Then we
focus on the MIZAR system, explaining the implementation
of the equality both from purely logical point of view, and
extensionally, in set theory (including two extensions: rough
and fuzzy sets). Section VI starts the discussion on specific
implementation issues in MIZAR: analysis of terms, properties,
and built-in computations. In Section XII, based on the con-
crete example, we show how the discussed techniques work to
find the compromise between readability and writability, and
then we present the statistics of the use of described construc-
tions in MIZAR Mathematical Library (MML). The final part
is devoted to the discussion of the structural understanding of
the equality, where injections and isomorphisms are typically
used by mathematicians.

II. EQUATIONAL CHARACTERIZATION

The importance of equational characterization is obvious —
varieties are defined in this way. Among equationally defined
classes of algebras, we can find all well-known problems
solved with the help of powerful provers, with the Robbins
problem [21] (the alternative set of axioms for Boolean alge-
bras) and its solution by EQP/OTTER as the most prominent
example. And even if Robbins problem’s importance for
Boolean algebras is not crucial, this specific set of axioms
is quite interesting. E.g., we can point out many problems in
lattice theory (presented as short equational bases) solved as
a by-product of this computerized system achievement [9].

Absolute equality has the following properties defining it
as equivalence relation between the objects in the considered
universe of discourse (i.e., domain of objects):

o reflexivity,

o symmetry, and

e transitivity.

Furthermore, the absolute equality should satisfy the so-
called Leibniz’s Law (or identity of indiscernibles), which is
a kind of closure with respect to properties or substitution
property.

Two objects x and y are equal if for every predicate
P we have P(z) if and only if P(y), that is, x and
y are equal if they cannot be distinguished using
predicates.

This is an intuitively clear definition, however hard to check,
in particular in proof assistants — one can ask which universe of
discourse should be taken. On the other hand, in some sense,
the equality can be treated just like ordinary predicate.

III. AUTOMATION — THE INITIAL APPROACH

If we are not aware of all fears of the precise meaning
and all shades of mathematical equality, we can see its use
with computer knowledge systems very flawlessly. We can
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use equational provers e.g. in the area of lattice theory (as
EQP/Prover9 was very successful in this domain), which
gives representation of various mathematical areas — topology,
algebra, logic, geometry, etc.

Remembering that lattices are structures

(L, U,

where both binary operations Ll and 1 are commutative,
associative, and satisfy the absorption laws, given as axioms,
we can obtain

alda=a

as a result of the six axioms. Essentially, the easy proof
(sometimes credited to Dedekind) doesn’t need them all,
although caused some confusion (e.g., early versions of lattice
axiomatics included both idempotences as additional axioms).
We can easily obtain a proof using any equational prover. Let
us stick to our favourite Prover9 — the direct successor of
OTTER:

formulas (assumptions) .
y =Yy

A

b4 X.

x ~ (y ~z) = (x "y " ozZ.

x " (x vy = x.

X Vy =Y VX

X v (yvz) = (xvy)vVvez

XV(XAy)=X.
nd_of_list

pushing all the axioms into the assumptions and the desired
equality into the goals:
formulas (goals) .

X V X = X.
end_of_list.

and after a while one can get the answer, which is maybe not
very readable for a human, but definitely assures us that the
proven formula is true.

1 X V X = X [goall.

5 x N (xvy) = x. [assumption].

9 X v (x " y) = x. [assumption].

10 ¢l v cl != cl. [deny (1) 7.

22 X V X = X [para(5(a,1),9(a,1,2))1.
23 SF [resolve(22,a,10,a)].

Even for the reader unfamiliar with Prover9 syntax [20]
it is clear that only two axioms are really needed. Bigger
proofs are not that readable and additional transformations
are useful to show the essence of the proof. In the column
on the right hand side in square braces one can note the so-
called tactics used in the proof search — among assumptions
and goals, deny denotes the denial of the goal (Prover9 uses
proofs by contradiction, then paramodulation and resolution is
done). Essentially, the more readable counterpart of the proof
given by Prover9 is the following proof object which contains
concrete proof steps.

(5 (input) (= (meet vO0 (v vO0 vl1l)) v0) NIL)

(9 (input) (= (v vO0 (meet vO vl)) v0) NIL)
(10 (input) (not (= (v (cl) 1)) (cl))) NIL)
(24 (instantiate 5 ((vO leO)))
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(= (meet v100 (v v100 wvl1)) v100) NIL)
(25 (instantiate 9 ((vO v100)
(vl (v v100 v1))))
(= (v v100 (meet v100 (v v100 wv1))) v100)
NIL)
(26 (paramod 24 (1) 25 (1 2))
(= (v v100 v100) wv100) NIL)
(22 (instantiate 26 ((v100 v0)))
(= (v vO v0) wv0) NIL)
(27 (instantiate 22 ((vO (cl))))
(= (v (cl) (cl)) (cl)) NIL)
(23 (resolve 27 () 10 ()) false NIL)

IV. THE MIZAR SYSTEM

Formalization of mathematics is a practise of mathematics,
or specific mathematical activity, by using a formal language
suitable for computerized systems [36]. Here, we mean that
a practise of mathematics means acts of proving theorems
and correctness of definitions according to classical logic and
Zermelo-Fraenkel set theory. Such activity, obviously without
the use of computers, is dated back to Peano and Bourbaki,
and typically, all areas of mathematics use specific, more-or-
less formal languages. Computer certification of mathematics
can be useful for many reasons — computers open new pos-
sibilities of information analysis and exchange, they can help
to discover new proofs or to shed some light on approaches
from various perspectives. With the help of such automated
proof assistants one can observe deeper connections between
various areas of mathematics.

Even if formalization of mathematics (even outside any
computerized assistants) could potentially depend only on
specific logical layer, set-theoretical counterpart is often, or
typically, indispensable in practical applications (of course,
one can imagine expressing e.g. Zermelo theorem in terms of
pure predicates as Rasiowa and Sikorski mentioned in their
The Mathematics of Metamathematics [30], but we aim at
practically useful programs). Essentially then, alongside with
logical connectives, e.g. equivalence, a mathematical system
can include equality relation or predicate. Its characteristic
properties are those commonly accepted in equivalential logics
— reflexivity, symmetry, and transitivity, as we mentioned
before.

As the testbed of our considerations we have chosen the
MIizAR system, developed by the team we are members
of. It was created in the early 1970s in order to assist
mathematicians in their work. Now the system consist of
three main parts: (1) a special formal language, in which
mathematics can be expressed. This language is close to the
vernacular used by human mathematician [14]. When used,
the language expressions can be automatically checked for
grammatical correctness; (2) the software, which verifies the
correctness of formalized knowledge, in the classical logical
framework; and last, but not least, (3) a huge collection of
certified mathematical knowledge — the MML.

Here, we can quote the source written in MIZAR file
HIDDEN containing basic built-in properties of primitives
— one can see reflexivity and symmetry for the equality.
Unfortunately, there is no fransitivity property implemented

for predicates in MIZAR, hence it was hard-coded by the
developers of the system.

definition let x,y be object;
pred x = y;
reflexivity;
symmetry;

end;

In fact, as HIDDEN is one of the two axiomatic files in the
MML (the second one is TARSKI, which will be mentioned
in the next section), there are no proofs for these properties.
The formal language in our examples with MIZAR is pretty
close to the every-day language in ordinary mathematics. For
precise syntax details, we refer to [1].

V. SET-THEORETIC EQUALITY AND ITS EXTENSIONS

If we have primitives for chosen set theory, namely the
notion of a set and a primitive set-theoretic membership
predicate €, we can express the equality of sets in terms of €
and logical connectives (including quantifiers). Clasically, it is
done via extensionality.

VxVw(X =Y & Ve (ze X &2 eY)))

theorem TARSKI:2 Extensionality
(for x being object holds
x in X iff x in Y) implies
X =Y;

The implication in the opposite direction is provided by
the implementation of the system. But obviously, this equality
predicate is by no means new one. Of course, the above
theorem can be read as the form of Leibniz’s Law.

Although the notion of the equality of objects is quite con-
crete, its specific realizations are strongly dependent on how
the object is mathematically defined. An illustrative example
could be the notion of a rough set [26] treated formally in
[8]. On the one hand, rough sets can be defined as the classes
of equivalence with respect to a certain relation (it’s really
meaningless here that numerous generalizations are described
in the literature, and partitions are hardly used nowadays in
real-life applications of rough set theory). In such approach,
two rough sets are equal if the families of subsets are equal
(taken componentwise). Thus, we can define the alternative
rough equality as below. It is coherent with the equality of
ordered pairs, but not necessarily with families of subsets.
definition

let A be Approximation_Space,

X, Y be Subset of A;
pred X _=" Y means
ROUGHS_1:def 16

IAp X = LAp Y & UAp X =

reflexivity;

symmetry;
end;

UAp Y;

Note that the symbol of the rough equality predicate is not
the ordinary =, but _=" denoting the equality of lower and up-
per approximations. Earlier, we introduced similar predicates
in cases of single approximations only [13], [10].
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One can consider another approach, credited to Iwirniski
[16] — rough sets can be viewed as a pair of approximation
operators — the lower and the upper one. Within a fixed
approximation space, two sets are equal if both approximations
are equal (from the very foundational part we can quote
Kuratowski’s definition of an ordered pair as

(a,b) = {{a, b}, {a}}),

but majority of mathematicians explore an usual equality of
underlying elements.

Here we only mention that even if rough and fuzzy sets have
much in common, the equality of fuzzy sets in MIZAR is not
that harmless. Because in MML fuzzy sets are correspond-
ing membership functions, their equality is just set-theoretic
equality. For formal approach to fuzzy sets, see [11].

VI. EQUATIONAL CALCULUS IN MIZAR

Equational calculus is mainly performed by a dedicated
module EQUALIZER which computes the congruence closure
over the collection of equalities accessible at a given inference,
where the congruence closure of a relation R defined on
a set A is the minimal congruence relation (a relation that
is simultaneously reflexive, symmetric, transitive, and com-
patible) containing the original relation R. In other words, R
is congruence iff it is an equivalence relation satisfying

le,mg,yl,ygeA(xth) ER& (y17y2) € R.

The computed congruence closure is used by the MIZAR
CHECKER to detect a possible contradiction and to refute the
inference (MIZAR is a disprover; by using a technique similar
to adding the negation of the goal to the list of available
premises can be observed in line 10 of the Prover9 proof in
Section III), which can happen if one of the following cases
holds

o there are two premises of the form P[z] and —P[y] and
x, y are congruent, or
o there is a premise of the form = # y when x, y are
congruent;
where two elements z and y are congruent, if the pair (z,y)
belongs to the congruence closure.

There are many possible sources of equalities, which can
be taken into account during the analysis of a given inference.
They can be grouped into the following categories:

« occurring explicitly in a given inference,

¢ term expansions (equals),

e properties,

o term reductions,

o term identifications,

o arithmetic,

o type changing (reconsider),

« others, e.g. processing structures.

Some of them are of very basic character (e.g. arithmetic),
two last ones are extremely dependent on the MIZAR language
specification of objects (in this case, structures and type chang-
ing statements), but the remaining five are of very general
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character, and we can easily remap them with the ordinary
human reasoning.

The following is an example of a very basic case of
equalities, which are stated in the statement to be proved, e.g.:
theorem

for a,b being Element of INT.Ring

for c,d being Integer st a = c & b = d
holds a + b = ¢ + d;

In the following section(s), we give examples of equalities
for the listed categories, at least for those that are not-so-
intuitively clear.

VII. TERM EXPANSIONS AND TERM REDUCTIONS

There are two MIZAR strategies based on substitutions —
they act dually in a sense that one of them increases the length
of the formula (measured by the number of characters), the
other goes in the opposite direction preventing a little bit from
uncontrolled growth of terms.

A. Expansions

One of the methods for defining new functors can use the
following syntax:
definition

let z; be 60, z2 be 0, ., Tp, be 0,;

func ® (z1,22,...,2,) —> 0 equals :ident:

T(x1, T2, ..., Tpn);
coherence
proof
thus 7(z1,22,...,2,) is 0;
end;
end;

which introduces a new functor ®(z1,a,...,2,) which is
equal to 7 (x1,x2,...,x,) . Such definitions, whenever terms
®(x1, T2, ..., Ty,) occur in an inference, allow the VERIFIER
to generate equalities

®(I1,I27...,IE") = T($1,$2,-- '79371/) .

For example,

definition
let x,y be Complex;
func x - y —-> Complex equals
x + (-y);
coherence;
end;

causes that all instantiations of terms x—y are expanded to
x+ (-y). As a gain of such expansions, for example, the
equality a-b-c = a+(-b-c) is a direct consequence of
associativity of addition. It holds because the term a—b is ex-
panded to the term a+ (—b), and the term a—b—c is expanded
to the term a—b+ (-c), and both give a+ (-b) + (-c). On
the other hand, the term -b-c is expanded to the term
-b+ (—c), which creates the term a+ (-b+ (—c) ), that is,
the associative form of a+ (-b) + (-c) . An important feature
of this kind of term expansions is that it is “a one-way”
expansion, in the sense, that terms ®(x1,xs,...,%,) are
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expanded to 7 (x1, x3, ..., Z,) , but not vice-versa. The reason
of such treatment is to avoid ambiguity of expansions and
over-expanding terms.

B. Term Reductions

Another method of imposing the EQUALIZER to generate
extra equalities based on terms occurring in processed infer-
ences are term reductions, presented in [17], with the following
syntax:

registration

let z; be 6, z2 be 0, ., T, be 0,;

reduce T7(21,%2,...,T,) to To(x1,Zo,...,Tn);
reducibility
proof
thus 71(z1,22,...,2n) = T2(T1,%2,...,2,);
end;
end;

Term reductions can be used to simplify terms to their
proper parts of terms (sub-terms). This simplification re-
lies on matching terms existing in the processed inference
with left-side terms of all accessible reductions, and when-
ever the EQUALIZER meets an instantiation o of the term
71(21, T2, ..., xy), it makes o equal to its sub-term equivalent
to T2(x1, T, ..., Tn).

The restriction about simplifying terms to their proper sub-
terms, not to any arbitrarily chosen terms, is to fulfill the
general rule established for the system, that the EQUALIZER
does not generate extra terms and does not expand the universe
of discourse.

An example of a possible reduction could be reducing the
first power of a complex number to the number (c is a sub-
term of c|~1).

example

registration
let ¢ be Complex;
reduce c|”1 to c;
reducibility;
end;

Reducing the zero power of a number to one is not allowed
(1 is not a sub-term of c|~0) — as in the source code below
— as a result the following error will be output in a comment
(““: 27 starts a comment).

prohibited use of a reduction

registration
let ¢ be Complex;
reduce c|”0 to 1;

1> *257
reducibility;

end;

::> 257: Right term must be

> a sub-term of the left term

Reductions are recently implemented and their impact on
the library is not very big yet. First of all, we can imagine
even very complicated reductions, which can be useful in very
exceptional cases. The main aim is to reflect human reasoning
rather than to force unusual calculations, even if they are
straightforward for the machine.

VIII. PROPERTIES

Properties in MIZAR are special formulas, which can be
registered while defining functors, see [1], [23]. MIZAR sup-
ports involutiveness and projectivity, for unary
operations, and commutativity and idempotence, for
binary operations. If a property is registered for some functor,
the EQUALIZER processes appropriate equalities adequate to
the property, where for involutiveness the equality is

f(f (@) =,

for projectivity itis

f(f (@) = f(),

for commutativity it is

f@,y) = [y, @),

and for idempotence

fz,x) ==
IX. TERM IDENTIFICATIONS

In mathematics, there are different theories, which at some
of their parts are about the same objects. For example, when
one considers complex numbers and extended real numbers
(reals augmented by +4oo and —oo) and discusses basic
operations on such numbers (like addition, subtraction, etc.),
it can be quickly recognized that if the numbers are reals,
the results of these operations are equal to each other. That is,
there is no difference, if one adds reals in the sense of complex
numbers or in the sense of extended real numbers. Therefore,
pairs of such operations could be identified on appropriate sets
of arguments.

MIizAR provides a special construction for such identifica-
tions [4] with syntax:

registration

let z; be 6, x5 be 05, ., T, be 0,;

let y; be Ei, ys be =, ., UYn be Z=,;
identify 7 (z1,22,...,2,) with 7o(y1,y2,...,Yn)
when 1 = Y1, T2 = Y2, -y Tn = Yn;
compatibility
proof
thus ;1 = y; & 22 = Y2 & & T, = Yp
implies 7(x1,%2,...,%n) = To(Y1,Y2,---,Yn);

end;

end;

and, whenever the EQUALIZER meets an instantiation o of the
term 71 (21, z2,...,%,), it makes o equal to the appropriate
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instantiation of 72(y1,y2,...,Yn). A gain of using such iden-
tifications is that all facts proven about 72(y1,¥2,...,Yyn) are
applicable for 7 (x1, 2, ..., z,), as well.

An example of identification taken from the MIZAR M ATH-
EMATICAL LIBRARY could be the lattice of real numbers
with operations min, max as the infimum and supremum,
respectively, of two elements of the lattice, see [5].
registration

let a,b be Element of Real_Lattice;

identify a "\/" b with max(a,b);

compatibility;

identify a "/\" b with min(a,b);

compatibility;
end;

By having such identifications declared, i.e., registered,
as registration, reasonings about the lattice oper-
ations can automatically use facts about real numbers.
For example, the associativity of the supremum is a di-
rect consequence of the associativity of the maximum:
max (max (a,b),c) = max(a,max(b,c))

A less obvious example of such term identifications is con-
nection of lower and upper approximations of rough sets with
the topological interior and topological closure, respectively,
see [12]. The problem is that the topological closure coincides
with the notion of the upper approximation (both possess
Kuratowski closure’s properties), but topological spaces and
approximation spaces are formally distinct structures. We can
lift both into some other common one.
registration

let T be with_equivalence

naturally_generated non empty TopRelStr;

let A be Subset of T;

identify LAp A with Int A;

identify UAp A with Cl A;
end;

The latter registration would allow for mixed use of the
lower approximation instead of interior operator and vice
versa. Here the mathematician’s understanding of the identifi-
cation is as isomorphism (or an analogon) instead of equality.

X. BUILT-IN COMPUTATIONS

Another source of equalities processed by the EQUALIZER
are special built-in procedures for processing selected objects.
Generating equalities by these routines is controlled by the
environment directive requirements, see [23]. In our interest
are two procedures dealing with boolean operations on sets
(BOOLE) and basic arithmetic operations on complex numbers
(ARITHM).

A. Requirements BOOLE

X \/ {} = X; X /N {} = {}; X\ {} = X;
{(}y \ X = {}; X \+\ {} = X;

B. Requirements ARTTHM

x + 0 = x; x x 0 = 0; 1 x x = x;

x - 0 = x; 0/ x = 0; x /1= x;

Moreover, requirements ARITHM provides procedures for
solving systems of linear equations over complex numbers.
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XI. TYPE CHANGING STATEMENTS

It is quite common situation, when one object can be treated
as an element of different theories or different structures. For
example, the empty set is the empty set in set theories, but it
is also the zero number is some arithmetics. In computerized
mathematics, to allow systems to distinguish and understand
symbols clearly and to avoid ambiguity, it is often required to
express types of objects explicitly.

MIZAR provides a special rule (reconsider) for forcing the
system to treat a given term as if its type was the one stated.

For example, to consider the number 0 as an element of
the field of real numbers (for example, to prove that it is the

neutral element of its additive group), one can state
reconsider z = 0 as Element of F_Real;

The equality z =
IZER.

0 is obviously processed by the EQUAL-

XII. EXAMPLE WITH AUTOMATIZATION

In this section we present an example how all described
above techniques can automatize reasoning and make proofs
shorter or even make theorems obvious. The working example
(about elements of the additive group of real numbers G_Real)
with all automatizations switched-off and all basic proof steps
written within the proof is as follows:

theorem
for a being Element of G_Real holds
a + 0.G_Real = a
proof
let a be Element of G_Real;
reconsider x = a as Real;
B: 0 in REAL by XREAL_0O:def 1;
A: 0.G_Real = the ZeroF of G_Real
by STRUCT_O:def 6
= In(0,REAL) by VECTSP_l:def 1
.= 0 by B,SUBSET_1l:def 8;
thus a + 0.G_Real
= (the addF of G_Real). (a,0.G_Real)
by ALGSTR_0O:def 1
.= addreal. (a,0.G_Real) by VECTSP_l:def 1
.= x + 0 by A,BINOP_2:def 9
.= x by ARITHM:1
.= aj;
end;

while the theorem is obvious when all provided mechanism
are utilized.
The equality

a + 0.G_Real =
(the addfF of G_Real). (a,0.G_Real);

is a consequence of the “equals” expansion of the definition:

definition
let M be addMagma;
let a,b be Element of N;
func atb —-> Element of M equals
ALGSTR_O:def 1
(the addF of M). (a,b);
end;
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The equality a + 0.G_Real = x + 0 is a consequence of
the equality x = a (reconsider), the equality 0.G_Real = 0
and the term identification:

registration
let a,b be Element of G_Real,
identify a+b with x+y
when a = x, b = vy;
compatibility by BINOP_2:def 9;
end;

x,y be Real;

The equality 0.G_Real =
expansion of the definition:

0 is a consequence of the “equals”

definition
let S be ZeroStr;
func 0.S -> Element of S equals
STRUCT_O:def 6
the ZeroF of S;
end;

and the “equals” expansion of the definition:

definition
func G_Real -> strict addLoopStr equals
VECTSP_l:def 1
addLoopStr (# REAL,addreal,In(0,REAL)
end;

#);

and the term reduction:

registration
let r be Real;
reduce In(r,REAL)
reducibility;
end;

to r;

The equality x + 0 = x is a consequence of built-in calcu-
lations over complex numbers. Finally, the equality x = a is
a trivial consequence of the “reconsider”.

What is especially useful, the distribution of MIZAR con-
tains programs which detect if the reference (or the proof
step) is really necessary for the checker. Alternatively, we can
test by brute force if the construction is useful in a specific
case: adding an environment directive to the preamble of the
article [25] and call the cleaning utilities; if no changes will
be done, the directive is deleted. Of course, there is no need
to add all directives to all articles (some of them can be just
from another area of mathematics), note also that even useful
constructions, say expansions, can significantly slown down
the proof checking by expanding the universe of discourse.

An illustrating example was the splitting of the equality of
sets into two inclusions: it is useful, but even if, according to
the von Neumann construction, all natural numbers are sets,
the expansion of the equality of numbers into two inclusions
isn’t especially feasible (even if mathematically reasonable,
but who would prove inclusions like 2 C 3, perhaps besides
the person interested in the arithmetic of ordinals?).

Every MIZAR article contains a preamble with the list of
files from MML which will be used. There are 10 keywords
for that (and respectively, 10 environment directives). We focus
only on those tightly connected with our paper, mainly of three
items:

« registrations, responsible for various registrations of clus-
ters, including reductions and identifications;

o equalities, which allow to expand definitions given by
equals;

o requirements, which turn on (mainly arithmetical or set-
theoretic) calculations.

With all the automatics switched on, one can obtain the
formula from the third section

a "\/" a = a;

as a result of declared reduction (or alternatively, the
idempotence property). This however cannot be enough
for a human user who wants to see what is really going on
here, i.e.:

a "\/ll a

(a "/\ll (a ll\/vl a)) ll\/ll a

by LATTICES:def 9
.= a by LATTICES:def 8;

where both definitions are actually axioms — the absorption
laws defined in the form of attributes.

Of course, the equality can be introduced in a non-explicit
way as in the examples of problems of purely equational
character. Remember that one can, apart from the above
considerations, register the following cluster:

registration
let X be set;
cluster X \ X —-> empty;
coherence;

end;

which is effectively equivalent to

X\ X = {};

adding it automatically as one of the premises to every
inference where applicable. Remember that in order to assure
the needed identification, one should not use the reduction (()
is not a sub-term of X \ X).

registration
let T be TopSpace,
A be 1lst_class Subset of T;
cluster Border A —> empty;
end;

To quote less straightforward example, in the area of rough
sets (expressed in Isomichi style) it can be the identification of
first class subsets with crisp sets, consequently their borders
are the empty sets as the set-theoretic difference A\ A. The ex-
planation and the details of the corresponding implementation
of rough sets can be found in [13].

XIII. SOME STATISTICS

We illustrate our discussion by the number of concrete
constructions used within the MML by Table 1.

Table II shows how often selected properties are declared
(and proved) in MML. The numbers however can be more
or less accidental: authors can just omit a property when
developing some theories, and can state it in a form of explicit
formula, or just the proof of it can be too complex. In Table
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Table 1
OCCURRENCES OF BASIC CONSTRUCTIONS IN MML
Construction keyword occurrences
type changing statements reconsider 66115
equalities equals 3678
identifications identify 172
reductions reduce 139
Table IT
OCCURRENCES OF PROPERTIES IN MML
Property occurrences
commutativity 150
idempotence 18
involutiveness 36
projectivity 20

III, we listed how many times in MIZAR articles (among 1240
in total in the whole MML) selected properties were used. We
have chosen among three areas: basic set theory, arithmetic
of complex numbers, and some properties of pairs. Even if
MML is based on ZFC set theory, the calculations are used
very extensively.

Here we can point out the scale we refer to. There are about
11 thousand definitions and 55 thousand theorems proven in
MML. This is contained among 2 million lines of code (about
90 MB of mathematical texts). One can ask a question why
the commutativity of the set-theoretic union is used less often
than that of set-theoretic intersection. Similar (although dual)
issue with arithmetic is clear: the complex addition is just
used more frequently. Symmetric difference XY is just of
marginal interest and, which can be also a kind of explanation
after deeper research, it is defined as equal to the combination
of the other operations, namely X—Y = (X \Y)U (Y \ X),
where the commutativity of U (understood automatically) can
do some useful work.

XIV. VARIOUS MATHEMATICAL EQUALITIES

Equality in mathematics has many facings; of course there
are the usual identities x = y, such as for example 241 = 3 or
(r+1)%? = 22 +2x+ 1. Note however, that even in these cases
equality depends on the domain we are working in: 2+1 =3
is true in Z but not in Zo. The second equation can be seen as
an equation between (real) numbers or between polynomials
(not necessarily) over the real numbers.

Table III
THE NUMBER OF CONCRETE USES OF PROPERTIES

Property No. of Mizar articles ~ No. of implicit uses
XUY=YUX 483 4721
XNY=YNX 547 6232
X-Y=Y-X 7 57

at+b=b+a 670 9548

ab = ba 429 5734
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There are other kinds of equality. Among the most important
ones is identifying objects of a given structure with respect to
a certain property. Formally, this is described by an equiva-
lence relation r, for example 7,(z, y), if  and y are integers
such that x mod p = y mod p. This in particular is applied
when, for example, constructing Z,, the integers modulo p:
All integers leaving the same remainder when dividing them
by p are identified using the equivalence relation 7,. Formally,
equivalence classes with respect to r, are built, and these are
the elements of Z;, — on which the usual operations are defined.
Using this construction Z, does not contain any numbers,
this is later achieved by “identifying an equivalence class
with a number”, so that Z, = {0,1,...,p — 1} is used.
Note, however, that this formally also means “changing the
operations of Z, appropriately” to match with elements of

{0,1,...,p—1}.

In some sense this last step — going from equivalence classes
to non-negative integers smaller than p — can be seen as
changing the representation of the integers modulo p. In fact it
does not matter whether we consider Z,, as a set of equivalence
classes or as {0,1,...,p — 1}. Aside from the names of the
objects, the two structures are the same: The objects behave
the same way, that is, the effect of the operations is identical.

This in fact is the most important kind of mathematical
equality: The two structures are isomorphic, that is there exists
a (bijective) function ¢ from Z, to {0, 1, ..., p— 1} respecting
the domain’s operations, i.e. i(z + y) = i(x) + i(y), and
similarly for all other operations of Z,. From a mathematical
point of view, this completely defines an equality in the
sense of the first section: Properties discovered for one of
the structures automatically carry over to the other one. In
a proof-assistant, this however is not that obvious. First of
all, both structures must have been constructed in the prover
to describe the isomorphism. This is not always the case
and is often technical and tedious, or impossible. Moreover,
by having a property/theorem for one of the isomorphic
structures, usually some work remains to be done in order to
have the same property/theorem for the other one. For example
Zy is a field, if p is prime. Proved in one of the isomorphic
structures, carrying it over to the other one requires to translate
the property with the help of the isomorphism 7. Here of course
the theorem that i(z+y) = i(x)*i(y), where y is the inverse of
x does the trick. The interesting discussion from the category
theorist’s point of view is given in [19].

Observe that our discussion here is not in contradiction
with the Leibniz’s Law mentioned at the beginning of our
paper. Such an identity of indiscernibles does not coincide
with equality via isomorphisms. For example, a field is prime,
if it does not have any proper subfield. One could now expect
that two isomorphic fields are either both prime or not. This,
however, is not the case as the isomorphic fields K (X) and
K (X?) show. We will therefore mostly deal with equality via
isomorphisms.
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XV. DATA STRUCTURE EQUALITY

From a computer scientist’s view, the equality is not that
easy as Leibniz’s Law could suggest. Almost immediately
one observes that, e.g. in a programming language, it is quite
a difference whether the objects to be equal are just plain
numbers or more structured objects such as arrays or trees.
For short, equality, and consequently its handling, heavily
depends on the object’s types. In programming languages, of
course, there exist a number of techniques allowing users to
exactly define equality of objects of a given type, e.g. via type
classes in Haskell [32]. In general, intelligent systems should
be able to handle equalities of different kinds, even delivered
by external tools [24].

Proof assistants dealing with the notion of a mathematical
proof, therefore, should provide means for equalities occur-
ring in mathematics. In mathematics, however, the notion of
equality is much more elaborated. To give an easy example,
two functions f and g are equal if their domain D and
codomain C' are equal, and if f(x) = g(z), for all z € D.
Of course, this apparent incoherence can be easily explained
considering natural hierarchy of notions many mathematicians
don’t use in their proofs. For example, in typical set-theoretic
approaches, functions are just binary relations of a special
type, and relations are subsets of the Cartesian product, which
is a set of corresponding ordered pairs. Here equality takes into
account not only two/four additional sets, but also equality of
a — possibly infinite — number of objects of another type.

When it comes to structures, such as e.g. groups, fields or
topologies, equality becomes even more sophisticated. This
is not only due to the growing complexity of the objects;
mathematicians have developed a special style of informal
handling with various kinds of equality. The point is that, in
proof assistants, each kind of equality between objects of a
given type has to be formally defined, in order to prove that
two objects of that type are equal.

XVI. ISOMORPHISMS AND INCLUSIONS

For a given field F', one can build the ring of polynomials
F[X]. Actually, while the construction applies to arbitrary
rings, our formalization work, however, concentrates on field
theory, so we restrict ourselves to fields here. Elements of
F[X] - polynomials over F' — are basically functions from
the natural numbers into F', hence obviously different from
elements of F. Consequently, ' C F[X] cannot hold from
a formal point of view. In particular one cannot prove this with
the ordinary definition of C. Even if this would be possible,
note that ' C F[X] here means not that F' is a subset of
F[X], but that F' is a subfield of F[X], that is addition and
multiplication of F'[X] are taken into account. Nevertheless,
[35] states the following

We regard F C F[X]| by identifying the element
a € F with the constant polynomial o € F[X],
and observe that under this identification the units
of F[X] are precisely the nonzero elements of F.

What is hidden in this statement, is the application of a map-
ping ¢ sending an element ¢ € F' to the constant polynomial

p(X) = a. The mapping ¢ is an isomorphism between F'
and its ¢-image in F'[X] (which is a subfield of F'[X]). Thus,
identifying a with a(z) actually means replacing the image of
1 with F', which then formally gives an isomorphic copy C of
F under the isomorphism 4, such that C C F[X]:

theorem
for F being Field
ex R being Ring st
R, Polynom-Ring F are_isomorphic &
F is a Subfield of R;

and

theorem
for F being Field,
a being Element of F holds
alF is Unit of Polynom-Ring F
iff a is non zero;

This is nice and handy, because it allows to work with the
easier objects of F' when appropriate. In a proof assistant,
however, it gives rise to quite a number of additional work
and theorems: one has to define .

Working with polynomials, however, is not the same in
isomorphic polynomial rings, even if we restrict ourselves to
polynomial rings over isomorphic fields. One has to apply the
isomorphism ¢ to translate from one into the other. Note, that
formally ¢ o p is an extension of ¢ transforming p € F[X]
into a polynomial over E, that is 7 is applied to all of p’s
coefficients:

theorem
for F, E being Field,
p being Polynomial of F,
%X being Element of F,
i being Isomorphism of F,E holds
i(p(x)) = (1 p) (1 x);

theorem
for F, E being Field,
p being Polynomial of F,
X being Element of F,
i being Isomorphism of F,E holds
p(x) = 0.F iff (i p) (i x) = 0.E;

Things can get even worse. The quotient field
F[X]/ < p(X) >, for a irreducible polynomial p, formally
consists of equivalence classes [q(X)]<p(x)>, Where
q(X) € F[X] - this is the field in which p(X) has a root.
However, in [35], after showing that F[X]|/ < p(X) > is
a field, the author states:

. to give an explicit description of the field E =
F[X]/<p(X)>. Let p(X) € F[X] be an irreducible
polynomial of degree n, p(X) = a, X" + -+ + ao.
By taking representatives of equivalence classes we
may regard

E={g(X) € F[X] | deg g(X) <n}

as a set. Addition in E is the usual addition of
polynomials, while multiplication in E ...
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Actually, this means only that E with the new defined
operations is isomorphic to F[X]/<p(X)>. Afterwards, the
following consequence is drawn in [35]:

If m: F[X] — F[X]/<p(X)> is the canonical
projection, then w|p is an injection, and using this
we also regard F C F[X]/<p(X)>.

XVII. CONCLUSION

Even if mathematicians have developed and used some
human “mechanisms of obviousness”, for hundreds of years,
new technologies impose the need for new standards. Com-
puterized systems should undoubtfully deliver the answers of
some human questions and to construct models, which cannot
be created by hand in a reasonable time — this is the testbed for
computer algebra systems and model finders. Proof assistants,
in order not to break human standards, should however support
the traditional way of thinking, so there is a place for finding
a reasonable balance between writability and readability of the
source code, as we believe the MIZAR system can deliver. We
hope that we convinced the reader that the problem of the
equality treatment is harder than it looks like at the very first
sight, and if automated proof-assistants are taken into account,
we should take care on something more than what we called
absolute equality — Davenport’s data structure equality.
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Abstract—Cognitive radio (CR) technology has emerged as a
promising solution to many wireless communication problems
including spectrum scarcity and underutilization. To enhance
the selection of channel with less noise among the white spaces
(idle channels), the a priory knowledge of Radio Frequency
(RF) power is very important. Computational Intelligence (CI)
techniques cans be applied to these scenarios to predict the
required RF power in the available channels to achieve optimum
Quality of Service (QoS). In this paper, we developed a time
domain based optimized Artificial Neural Network (ANN) and
Support Vector Regression (SVR) models for the prediction of
real world RF power within the GSM 900, Very High Frequency
(VHF) and Ultra High Frequency (UHF) FM and TV bands.
Sensitivity analysis was used to reduce the input vector of the
prediction models. The inputs of the ANN and SVR consist of
only time domain data and past RF power without using any RF
power related parameters, thus forming a nonlinear time series
prediction model. The application of the models produced was
found to increase the robustness of CR applications, specifically
where the CR had no prior knowledge of the RF power related
parameters such as signal to noise ratio, bandwidth and bit
error rate. Since CR are embedded communication devices with
memory constrain limitation, the models used, implemented a
novel and innovative initial weight optimization of the ANN’s
through the use of compact differential evolutionary (cDE)
algorithm variants which are memory efficient. This was found
to enhance the accuracy and generalization of the ANN model.

Index Terms—Cognitive Radio; Primary User; Artificial Neu-
ral Network; Support Vector Machine; Compact Differential
Evolution; RF Power; Prediction.

I. INTRODUCTION

UE TO the current static spectrum allocation policy,

most of the licensed radio spectrum are not maximally
utilized and often free (idle) while the unlicensed spectrum are
overcrowded. Hence the current spectrum scarcity is the direct
consequence of static spectrum allocation policy and not the
fundamental lack of spectrum. The first bands to be approved
for CR communication by the US Federal Communication
Commission (FCC) because of their gross underutilization in
time, frequency and spatial domain are the very high frequency
and ultra-high frequency (VHF/UHF) TV bands [1] [2] [3]. In
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this paper, we focused on the study of real world RF power
distribution in some selected channels (54MHz to 110MHz,
470MHz to 670MHz, 890MHz to 908.3MHz GSM up-link,
935MHz to 953.3MHz GSM down-link) within the VHF/UHF
bands, FM band, and the GSM 900 band. The problem of
spectrum scarcity and underutilization, can be minimized by
adopting a new paradigm of wireless communication scheme.
Advanced Cognitive Radio (CR) network or Adaptive Spec-
trum Sharing (ASS) is one of the ways to optimize our wireless
communications technologies for high data rates in a dynamic
environment while maintaining user desired quality of service
(QoS) requirements. CR is a radio equipped with the capability
of awareness, perception, adaptation and learning of its radio
frequency (RF) environment [4]. CR is an intelligent radio
where many of the digital signal processing that were tradi-
tionally done in static hardware are implemented via software.
Irrespective of the definition of CR, it has the followings
basic features: observation, adaptability and intelligence. CR
is the key enabling tool for dynamic spectrum access and
a promising solution for the present problem of spectrum
scarcity and underutilization. Cognitive radio network is made
up of two users i.e. the license owners called the primary users
(PU) who are the incumbent legitimate owners of the spectrum
and the cognitive radio commonly called the secondary users
(SU) who intelligently and opportunistically access the unused
licensed spectrum based on some agreed conditions. CR access
to licensed spectrum is subject to two constrains i.e on no
interference base, this implies that CR can use the licensed
spectrum only when the licensed owners are not using the
channel (the overlay CR scheme). The second constrain is on
the transmitted power, in this case, SU can coexist with the PU
as long as the interference to the PU is below a given threshold
which will not be harmful to the PU nor degrade the QoS
requirements of the PU (the underlay CR network scheme)
[5] [1]. There are four major steps involved in cognitive
radio network, these are: spectrum sensing, spectrum decision,
spectrum sharing, and spectrum mobility [6] [7].
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In spectrum sensing, the CR senses the PU spectrum
using either energy detector, cyclostationary features detector,
cooperative sensing, match filter detector, eigenvalue detector,
etc to sense the occupancy status of the PU [8]. Based on the
sensing results, the CR will take a decision using a binary
classifier to classify the PU channels (spectrum) as either
busy or idle there by identifying the white spaces (spectrum
holes or idle channels). Spectrum sharing deals with efficient
allocation of the available white spaces to the CR (SU) within
a given geographical location at a given period of time while
spectrum mobility is the ability of the CR to vacate the
channels when the PU reclaimed ownership of the channel and
search for another spectrum hole to communicate. During the
withdrawal or search period, the CR should maintain seamless
communication. Many wireless broadband devices ranging
from simple communication to complex systems automation,
are deployed daily with increasing demand for more, this calls
for optimum utilization of the limited spectrum resources via
CR paradigm. Future wireless communication device should
be enhanced with cognitive capability for optimum spectrum
utilization. CRs are embedded wireless communication devices
with limited memory, thus in this paper, we utilized the power
of compact differential evolutionary (cDE) algorithm which
is memory efficient, to develop an optimized ANN and SVR
model for the prediction of real world radio frequency (RF)
power. RF power traffics is a function of time, geographical
location (longitude and latitude), height above the sea level
(altitude) and the frequency or channels properties. Since our
experiment is conducted at a fixed geographical location and
at constant height, the inputs of the ANN and SVR consist of
only past RF power samples, current time domain information
and frequency (channel) while the output is the predicted
current RF power in decibel (dB) (i.e. the current RF power is
modelled as a function of time, frequency and past RF power
samples) hence forming a nonlinear time series prediction
model. ANN and SVR models were adopted because of the
dynamic nonlinearity often associated with RF traffic pattern,
coupled with random interfering signals or noise resulting
from both artificial and natural sources. The use of sensitivity
analysis as detailed in Section VIII for the determination
of the optimum number of past recent RF power samples
to be used as part of the input of the ANN or SVR for
prediction of current RF power, results into a more compact,
robust, accurate, and well generalized models. The proposed
algorithm used a priori data to enable the system to avoid
noisy channels. The prior knowledge of the RF power allowed
the cognitive radio to predictively select channels with the
least noise among those that were unused or free. This would
allow for a reduced utilization of radio resources including
transmitted power, bandwidth, and in turn maximizing the
usage of the limited spectrum resources. The data used in
this study was obtained by capturing real world RF data
for two months using Universal Software Radio Peripheral
1 (USRP 1). The digital signal processing and capturing of
the data were done using gnuradio which is a combination
of Python for scripting and C++ for signal processing blocks;
while the models design and prediction were done in Matlab.
The experiment was conducted at Centre for Computational
Intelligence, De Montfort University, UK, located very close
to Leicester city centre.

Many prediction models used in CR radio uses known RF
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related parameters as their inputs of which licensed owners
will not be willing to dispose such information to CR users.
Some of the models are based on explicit mathematical model
which may be different from real world situation as highlighted
in Section II. Some of the prediction models aim at prediction
of spectrum holes, but the fact that spectrum holes (vacant
channels) are known does not depict any information about
the best channel to be used among the idle channels as the
noise level is not flat for all the channels. Thus the major
contribution of our model is that it can be used for Rf power
prediction where the CR has no prior knowledge of any RF
power related parameter. This will enable the CR to avoid
noisy channels. The model is trained and tested using real
world data. Also instead of training the ANN using back
propagation algorithms (BPA) which often lack optimality due
to premature convergent, the weights of the ANN are initially
evolves using cDE and then fine tune using BPA, this was
found to produce a more accurate and generalized model as
compared with the one trained using only BPA. SVR was also
examined using different kernels and we come up with the
model that is more appropriate for our studied location.

The rest of this paper is consist of the following sections.
Section II consist of previously presented related research in
this field. This will be followed by Section III and Section
V, that gives brief description of neural network and the
optimization algorithms implemented. Experimental details are
discussed in Section VII. The paper is concluded with Section
IX, which discusses the results of the experiments, Section X
gives the summary of the findings.

II. RELATED WORK

There are different types and variants of Computational
Intelligence (CI) and machine learning algorithms that can be
used in CR such as genetic algorithms for optimization of
transmission parameters [9], swarm intelligence for optimiza-
tion of radio resource allocation [10], fuzzy logic system (FLS)
for decision making [11] [12], neural network and hidden
Markov model for prediction of spectrum holes; game theory,
linear regression and linear predictors for spectrum occupancy
prediction [13] , Bayesian inference based predictors, etc.
Some of the CI methods are used for learning and prediction,
some for optimization of certain transmission parameters while
others for decision making [14]. TV idle channels prediction
using ANN was proposed in [15], however, data were collected
only for two hours everyday day (5pm to 7pm) within a period
of four weeks, this is not sufficient to capture all the various
trends associated with TV broadcast. Also, identifying the idle
channels does not depict any spatial or temporal information
of the expected noise and/ or level of interference based on
the channels history which is vital in selecting the channels to
be used among the idle channels. Spectrum hole prediction
using Elman recurrent artificial neural network (ERANN)
was proposed in [16]. It uses the cyclostationary features
of modulated signals to determine the presence or absence
of primary signals while the input of the ERANN consists
of time instances. The inputs and the target output used in
the training of the ERANN and prediction were modelled
using ideal multivariate time series equations, which are often
different from real life RF traffics where PU signals can be
embedded in noise and/ or interfering signals. Traffic pattern
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prediction using seasonal autoregressive integrated moving-
average (SARIMA) was proposed for reduction of CRs hop-
ping rate and interference effects on PU while maintaining a
fare blocking rate [17]. The model (SARIMA) does not depict
any information about the expected noise power.

Fuzzy logic (FL) is a CI method that can capture and
represent uncertainty. As a result it has been used in CR
research for decision making processes. In [11] an FL based
decision-making system with a learning mechanism was devel-
oped for selection of optimum spectrum sensing techniques for
a given band. Among these techniques are matched filtering,
correlation detection, features detection, energy detection, and
cooperative sensing. Adaptive neural fuzzy inference system
(ANFIS) was used for prediction of transmission rate [18].
This model was designed to predict the data rate (6, 12, 24,
36, 48 and 54 Mbps) that can be achieved in wireless local area
network (WLAN) using a 802.11a/g configuration as a function
of time. The training data set was obtained by generating a
random data rate with an assigned probability of occurrence
at a given time instance, thus forming a time series. In this
study, real world RF data wasn’t used. More importantly, the
research did not take into account the dynamic nature of noise
or interference level which can affect the predicted data rates.
Semi Markov model (SMM) and continuous-time Markov
chain (CTMC) models have also been used for the prediction
of packet transmission rates [19]. This avoids packet collisions
through spectrum sensing and prediction of temporal WLAN
activities combined with hoping to a temporary idle channel.
However, SMM are not memory efficient, neither was there any
reference made to the expected noise level among the inactive
(idle) channels to be selected. An FL based decision system
was modeled for spectrum hand-off decision-making in a con-
text characterized by uncertain and heterogeneous information
[12] and fuzzy logic transmit power control for cognitive
radio. The proposed system was used for the minimization
of interference to PU’s while ensuring the transmission rate
and quality of service requirements of secondary users [20].
The researcher did not, however, include any learning from
past experience or historical data. An exponential moving
average (EMA) spectrum sensing using energy prediction was
implemented in [21]. The EMA achieved a prediction average
mean square error (MSE) of 0.2436 with the assumption that
the channel utilization follow exponential distribution with rate
parameter A = 0.2 and signal to noise (SNR) of 10dB; RF real
world data was not used in their study. Within this paper we
demonstrate the use of SVR and an ANN trained using cDE
for prediction of real world RF power of selected channels
within the GSM band, VHF and UHF bands. An optimized
ANN model was produced by combining the global search
capabilities of cDE algorithm variants and the local search
advantages of back-propagation algorithms (BPA). The initial
weights of the ANN were evolved using cDE after which
the ANN was trained (fine tune) more accurately using back-
propagation algorithms. This methodology demonstrates the
application of previously acquired real world data to enhance
the prediction of RF power to assist the implementation of CR
applications. The meta parameters that govern the accuracy and
generalization SVR model were evolves using cDE.

III. ARTIFICIAL NEURAL NETWORK

Artificial Neural Networks (ANN) are composed of simple
elements operating in parallel. These elements are inspired by
biological nervous systems [22], [23]. Due to the dynamic
nonlinearity often associated with RF traffic pattern, coupled
with random interfering signals or noise resulting from both
artificial and natural sources, a fully connected multilayer
perceptron (MLP) ANN with two hidden layers was used in
this study. The input layer was cast into a high dimensional first
hidden layer for proper features selection. The activation func-
tions used in the two hidden layers are nonlinear hyperbolic
tangent functions (1), and a linear symmetric straight line (2)
is used for the output activation function. Implementation with
other activation functions were also adopted, but this choice
gave a better promising results. The nonlinear hyperbolic
tangent functions introduced a nonlinear transformation into
the network. The hidden layers serve as a feature detector i.e.
during the training; they learn the salient attributes (features)
that characterizes the training data. The ANN is trained us-
ing compact differential evolutionary algorithms variants after
which the weights are further fine tuned using backpropaga-
tion algorithm (BPA). The training objective function is the
minimization of the mean square error (MSE) i.e. the synaptic
weights and biases were updated every epoch to minimize the
MSE. A supervised batch training method was used with 60%
of the data used for training the ANN, 20% for validation
and 20% for testing the trained ANN. In this study, the back
propagation algorithm is used as a local searcher, thus the
learning rate was kept low at 0.01. The inputs of the ANN
consist of seven past recent RF power, and time domain data
of varying rates of change i.e. second, minute, hour, week
day (1 to 7), date day (1 to at most 31), week in a month
(1 to 5), and month while the output gives the power in
Decibels (dB). Each input of the time domain, enables the
ANN to keep track with the trend of RF power variation as
a function of that particular input. The current RF power is
modelled as a nonlinear function of recent past RF power
samples and current time, thus forming a nonlinear time series
model. The number of past samples to be used (in this study
7) for reliable prediction and efficient memory management
was obtained experimentally as detailed in Section VIII. The
actual past RF power (not the predicted RF power) samples fed
at the input of the ANN, coupled with the long time training
information captured via the time domain inputs, results in
a robust ANN model that adapt well to the present trend of
RF power variation. In this paper we designed three ANN
models. The first model is shown in Fig 1; it consists of only
one output neuron and is dedicated for RF power prediction of
only one channel which implies that each channel will have its
own dedicated ANN. To circumvent this problem, we designed
two models for RF power prediction in multiple channels. The
second model depicted in Fig 2 is used for prediction of RF
power in many channels (for this study is 20 channels) but
one at a time. It has only one output neuron, but in addition
to the time and past RF power samples inputs, it has another
inputs representing the channels. The output neurons of the
third (parallel) model is equal to the number of channels to be
considered Fig 3. The parallel model is used for simultaneous
prediction of RF power in multiple channels given the current
time instant and past RF power samples as inputs. For the
parallel model, if 7 recent past samples of each of the channels
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were used as distinct feedback inputs, there will be a total of
7N feedback inputs; where N is the number of channels Fig 3;
and the training will be computationally expensive. These large
feedback inputs ware reduced to 7 by using their average.The
data used in this study were obtained by capturing real world
RF signals within the GSM 900, VHF and UHV TV and FM
bands for a period of two months. In all the models, no RF
power related parameters such as signal to noise ratio (SNR),
bandwidth, and modulation type, are used as the input of
the ANN. Thus making the models robust for cognitive radio
application where the CR has no prior knowledge of these RF
power related parameters.

Artificial neural network architecture can be broadly clas-
sified as either feed forward or recurrent type [22]. Each of
these two classes can be structured in different configurations.
A feed forward network is one in which the output of one
layer is connected to input of the next layer via a synaptic
weight, while the recurrent type may have at least one feedback
connection or connections between neurons within the same
layer or other layers depending on the topology (architecture).
The training time of the feed forward is less compared to that
of the recurrent type but the recurrent type has better memory
capability for recalling past events. Four ANN topologies
were considered: feed forward (FF), cascaded feed forward
(CFF), feed forward with output feedback (FFB), and layered
recurrent (LR) ANN.

The accuracy and level of generalization of ANN depend
largely on the initial weights and biases, learning rate, mo-
mentum constant,training data and also the network topology.
In this paper, the learning rate and the momentum were
kept constant at 0.01 and 0.008 respectively while the initial
weights and biases were evolved using compact differential
evolutionary algorithm variants. The first generation initial
weights and biases were randomly generated and constrained
within the decision space of -2 to 2. After 1000 generations,
the ANN weights and biases were initialized using the elite i.e.
the most fittest solution (candidate with the least MSE, obtain
using test data) and then train further using backpropagation
algorithm (BPA) to fine tune the weights as detailed in the
training Section VI-A. Thus producing the final optimized
ANN model.

a. ax

e — e~
e(ll‘ + efax

F(x)=mz+c )

F(z) =b- tanh(az) = b( ) (L)

Where the intercept ¢ = 0 and the gradient m is left at Matlab
default while the constants o and b are assigned the value 1.

IV. SUPPORT VECTOR MACHINE

Support vector machine (SVM) used for regression is
often known as support vector regression (SVR). In SVR,
the input space x is first mapped onto a high m dimensional
feature space by means of certain non-linear transformation
(mapping), after which a linear model f(x,w) is constructed
in the feature space as shown in (4), [22]. Many time series
regression prediction models uses certain lost functions during
the training phase for minimization of the empirical risk,
among these loss functions are mean square error, square error
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Fig. 1: Dedicated ANN model for one channel
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Fig. 2: Multiple channels, single output ANN model
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Hour
P(n), Channel 3
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Fig. 3: Multiple channels, parallel outputs ANN model

Where n is a time index, P(n — 1), P(n —2),--- , P(n — q)
are the past ¢ RF power samples while P(n) is the current
predicted RF power.

and absolute error. In SVM regression, a different loss function
called e-insensitive loss proposed in [24] [25], is used. When
the error is within the threshold e, it is considered as zero,
beyond the threshold ¢, the loss function (error) is computed
as the difference between the actual error and the threshold as
depicted in (5). The empirical risk function of support vector
regression is as shown in (6). The gaol of SVR model is to
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approximate an unknown real-value function depicted by (3).
Where z is a multivariate input vector while y is a scalar
output, and 9§ is independent and identically distributed (i.i.d.)
zero mean random noise or error. The model is estimated using
a finite training samples (z;,y;) for ¢ = 1,--- ,n where n is
the number of training samples. For this study, the input vector
2 of the SVR model consist of past recent RF power, current
time and frequency while the scalar output y is the current
power in Decibels (dB).

y=r(x)+4 3)
flz,w) = ijgj(x)—i-b 4
j=1

Where g;(z), j = 1,--- ,m refer to set of non-linear trans-
formations, w; are the weights and b is the bias.

Lty f(aw) = {

0 if |y — f(z,w)| <e
ly — f(z,w)| —¢ otherwise

®)

Remp(w) =

ZL Yi, f (24, w)) (6)

Support vector regression model is formulated as the mini-
mization of of the following objective functions, [22]:

SRS I = .
minimise §||W|| +C ;(57 +&) )
v — f(m,w) —b<e+&"

flxiw)+b—y; <e+§ (8)
givgi*> 7::1,"',71

The non-negative constant C' is a regularization parameter that
determined the trade off between model complexity (flatness)
and the extend to which the deviations larger than ¢ will be
tolerated in the optimization formulation. It controls the trade-
off between achieving a low training and validation error,
and minimizing the norm of the weights. Thus the model
generalization is partly dependent on C. The parameter C
enforces an upper bound on the norm of the weights, as shown
in (9). Very small value of C will lead to large training error
while infinite or very large value of C will lead to over-
fitting resulting from large number of support vectors, [26].
The slack variables &; and & represent the upper and lower
constrains on the output of the system. These slack variables
are introduced to estimate the deviation of the training samples
from the e-sensitive zone thus reducing model complexity by
minimizing the norms of the weights, and at the same time
performing linear regression in the high dimensional feature
space using e-sensitive loss function. The parameter € controls
the width of the e-insensitive zone used to fit the training data.
The number of support vectors used in constructing the support
vector regression model (function) is partly dependent on the
parameter <. If e-value is very large, few support vectors will
be selected, on the contrary, bigger e-value results in a more
generalized model (flat estimate). Thus both the complexity
and the generalization capability of the network depend on its
value. One other parameter that can affect the generalization

subject to {

and accuracy of a support vector regression model is the kernel
parameter and the type of kernel function used as shown in
(11) to (14).

There are three meta-parameters or hyperparameters that
determine the complexity, generalization capability and ac-
curacy of support vector machine regression model, these
are the C' Parameter, ¢ and the kernel parameter v, [27],
[28], [29]. Optimal selection of these parameters is further
complicated due to the fact that they are problem dependent
and the performance of the SVR model depends on all the three
parameters. There are many proposals how these parameters
can be chosen. It has been suggested that these parameters
should be selected by users based on the users experience,
expertise and a priori knowledge of the problem, ( [24], [25],
[30], [31]). This leads to many repeated trial and error attempts
before getting the optimums if possible, and it limit the usage
to only experts. In this study, we used cDE to evolves the
three meta parameters of the SVR model. SVR optimization
problem constitute a dual problem with a solution given by

S

f@) = (i — of)K(z,2;) + b ©)

=1

The dual coefficients in (9) are subject to the constrains
0 <o <Cand0 < o <C. Where s is the number of
support vectors, K (x,x;) is the kernel function, b is the bias,
while a and o* are Lagrange multipliers. The training samples
x with non-zero coefficients in (9) are called the support
vectors. The general expression for the kernel is depicted in
(10). Any symmetric positive definite function, which satisfies
Mercers Conditions [22] can be used as kernel function. In this
study, four kernel were used, i.e. the Radial Basis Function
(RBF), Gaussian Radial Basis Function, Exponential Radial
Basis Function kernel and Linear kernel given by (11), (12),
(13), and (14) respectively, [22]. In this study, we designed
two SVR models for each kernel, one of the model shown
in Fig. 4 is dedicated for prediction of RF power of only one
channel or resource block which implies that each channel will
have it own model; the second model shown in Fig. 5 has an
additional channel input thus it can be used for prediction of
RF power in many channels but one at a time.

x 331 Zgj g] 331 (10)

K(z,2;) = eCle—adl) (11)
(- \|a=—avm2)

K(z,z;) =€~ 22 (12)
=N

K(x,z;) =€\ 202 (13)

K(z,z;) = 2Tz + ¢ (14)

The adjustable constant parameter ¢ of the linear kernel was
set to 0 while the kernel parameters o and « were evolved
using cDE algorithm variants.

59



60

Input layer
Input vector x

Feature layer of m
inner-product kernels

Output neuron

P(n-1)
P(n-2)
P(n), Current RF power
P(n-g+1)
P(n-q)
Fig. 4: Dedicated SVR model for one channel
Input layer Feature layer of m Output neuron

Input vector x inner-product kernels

P(n-1)

P(n), Current RF power

P(n-g+1)

P(n-q)

Channels

Fig. 5: Multiple channels, single output SVR model

Where n is a time index, P(n — 1), P(n — 2),--+ , P(n — q)
are the past ¢ RF power samples while P(n) is the current
predicted RF power.

V. OPTIMIZATION ALGORITHMS

A brief description of the optimization algorithms im-
plemented are presented in this section. We combine the
global search capability of compact differential evolutionary
algorithms with the single solution local search advantages of
BPA to evolve the weights and biases of the optimized ANN
model as described in the training, Section VI-A.

A. Differential Evolution

Base on the original definition, DE are population based
direct search algorithms used to solve continuous optimization
problems [32] [33]. DE aims at evolving NP population
of D dimensional vectors which encodes the G generation
candidate solutions X; g = {X})G, - XF,} towards the
global optimum, where ¢ = 1,--- , NP. The initial candidate
solutions at G = 0 are evolves in such a way as to cover the
decision space as much as possible by uniformly randomizing
the candidates within the search domain using (15), [32].

X’i,G = Xmin + rand(l, 0) . (Xmaz - Xmin) (15)
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Where i = 1,--- NP. Xppin = {Xhin - X2} Xnaz =
{X}ae " XE,,} and rand(1,0) is a uniformly distributed

random number between 0 and 1.

B. Mutation

For every candidates solution (individuals or target vec-
tors) X; ¢ at generation (G, a mutant vector V; ¢ called the
provisional or trial offspring is generated via certain mutation
schemes. The mutation strategies implemented in this study
are as shown in (16) to (20), [32]:

e DE/rand/1:

V;,G - Xrl,G + F- (Xrg,G - X7'3,G) (16)
e DE/best/1:
Vie = Xbest,a + F - (Xoy ¢ — Xpy.00) (17)

e  DE/rand-to-best/1:
Vie = Xi g+ F (Xvest,a—Xio)+F- (X .6—Xr,.0)

(18)
e DE/best/2
Viia = Xvest,a+F - (Xr 6= Xr,.0) +F- (X a—Xri c)
(19)

e DE/rand/2

Vvi’G = er’GjLF'(XT’l’GfXTQyG)+F’(XT37G7XT4,G)
(20)

Where the indexes ry, 72, 13, 74 and rsare mutually exclu-
sive positive integers and distinct from 4. These indexes are
generated at random within the range [1 PN]. Xpes ¢ is the
individual with the best fitness at generation G while F' is the
mutation constant.

C. Cross Over

After the mutants are generated, the offspring U; ¢ are
produced by performing a crossover operation between the
target vector X; ¢ and its corresponding provisional offspring
Vi . The two crossover schemes i.e. exponential and binomial
crossover are used in this study for all the cDE algorithm
variants implemented [34]. The binomial crossover copied
the jth gene of the mutant vector V; ¢ to the corresponding
gene (element) in the offspring U; ¢ if rand(0,1) < CR or
J = jrand. Otherwise it is copied from the target vector X; ¢
(parent). The crossover rate Cr is the probability of selecting
the offspring genes from the mutant while j,q,q is a random
number in the range [1 D], this ensure that at least one of
the offspring gene is copied from the mutant. The binomial
crossover is represented by (21), [32]:

Ui = Vig if (rand(0,1) <Cr or j= jrana)
¢ X/, otherwise

2D
For exponential crossover, the genes of the offspring are
inherited from the mutant vector V; ¢ starting from a randomly
selected index j in the range [1 D] until the first time
rand(0,1) > Cr after which all the other genes are inherited
from the parent X; ¢. The exponential crossover is as shown
in Algorithm 1, [32].
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Algorithm 1:
Uic = Xic
2: generate j = randi(1, D)
UiJ,G = Vij,G
4 k=1
while rand (0,1) < Cr AND k < D do
6 Ula=Vig

Exponential Crossover

j=Jj+1
8: if j == n then
ji=1
10: end if
k=k+1

12: end while

end

D. Selection Process

After every generation, the fitness function of each off-
spring U; ¢ and the corresponding parent X; ¢ are computed.
A greedy selection schemes is used in which if the fitness
function of the offspring is less than or equal to that of it
parent, the offspring will replace the corresponding parent in
the next generation otherwise the parent will be maintained
among the next generation individuals. At the end of the
generation, the most fittest individual (global best) among
the final evolved solutions is selected. The DE algorithm
pseudocode is depicted in Algorithm 2.

Algorithm 2:  Differential Evolution

Generate an initial population Xg—¢ of Np individuals.
2: Evaluate fitness of each individuals (solutions).
while termination condition is not met (Generation) do
4. fori=1to Npdo
Evaluate parent (X; ) fitness .
6: Generate trial offspring V; ¢ by mutation using
(16).
Generate offspring U; ¢ by either binomial
crossover or exponential crossover.
8: Evaluate offspring (U; ) fitness
end for
10 fori=1to Np do
Selection Process:
12: Form the next generation solutions by selecting the
best between parents and their offspring
end for
14: end while

end

VI. COMPACT DIFFERENTIAL EVOLUTION

Compact differential evolution (cDE) algorithm is achieved
by incorporating the update logic of real values compact
genetic algorithm (rcGA) within DE frame work [35] [36] [37].
The steps involves in cDE is as follows: A (2 x n) probability
vector PV consisting of the mean v and standard deviation o
is generated. where n is the dimensionality of the problem (in
this case the number of weights and biases). At initialization,
© was set to 0 while o was set to a very large value 10,
in order to simulate a uniform distribution. A solution called
the elite is sampled from the PV. At each generation (step)
other candidate solutions are sampled from the PV according

to the mutation schemes adopted as described in Section V-B,
e.g. for DE/rand/1 three candidate solutions X,,, X,, and
X,, are sampled. Without lost of generality, each designed
variable X, [i] belonging to a candidate solution X,,, is
obtained from the PV as follows: For each dimension indexed
by 4, a truncated Gaussian probability density function (PDF)
with mean p[i] and standard deviation o[i] is assigned. The
truncated PDF is defined by (22). The CDF of the truncated
PDF is obtained. A random number rand(0,1) is sampled from
a uniform distribution. X, [;] is obtained by applying the
random number rand(0,1) generated to the inverse function
of the CDF. Since both the PDF and CDF are truncated
or normalized within the range [-1, 1]; the actual value of
X, [¢] within the true decision space of [a, b] is obtain as
(X [1] + 1)@ + a. The mutant (provisional offspring) is
now generated using the mutation schemes. The offspring is
evolved by performing a crossover operation between the elite
and the provisional offspring as described in Section V-C.
The fitness value of the offspring is computed and compare
with that of the elite. If the offspring outperform the elite, it
replaces the elite and declare the winner while the elite the
loser; otherwise the elite is maintained and declare the winner
while the offspring the loser. In this study, the fitness function
is the MSE obtain using the test data. The weights and the
biases of the ANN are initialized with the offspring and the
MSE is obtain, this is repeated using the elite. The one with
the least MSE is the winner. The PV is updated using (23)
and (24). Hence in cDE, instead of having a population of
individuals (candidates solutions) for every generation as in
normal DE, the population are represented by their probability
distribution function (i.e. their statistics), thus minimizing the
computational complexity, amount of memory needed, and the
optimization time. The psuedocode of cDE is as shown in
Algorithm 3, [35].

—(z—p[i)?
e o2 /2
PDF(uli, oli]) = — - TN (22)
olil(erf(4as) —erf(U5)
i) = pl i) + i(I/I/'z‘nner[i] —loser[i])  (23)

Np

1
o] = \/(Ut[i])Q +0[i]% + ]\T(I/Vinner[i]2 — loser|i]?)
" 24)
where §[i]? = (u![i])? — (u!T1[i])? , t = steps or generations,
Np is a vitual population and er f is the error function.

Algorithm 3: Evolution Pseu-

docode

Compact Differential

generation t=0
2: *% PV Initialization **
for i =1ton do

Initialize p[i] =0

Initialize o[i] = 10
6: end for

Generate the elite by means of PV
8: while buget condition do

** Mutation **

e
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10:  Generate 3 or more individuals according to the
mutation schemes e.g. X,,, X,, and X,, by means
of PV
Compute the mutant V = X, + F - (X,, — X,,)

12:  ** Crossover **

U =V, where U = offspring

4. fort=1:N do

Generate rand(0,1)

16: if rand(0,1) > Cr then
Uli] = elite]i]
18: end if
end for

20:  ** Elite Selcetion **
[ Winner Loser] = compete(U, elite)
22:  if U == Winner then
elite =U
24:  end if
#*+ PV Update **
26: fori=1:n do

pttLi) = pti] + Ni(Winner[i] — loserli])
w ot = b¢2< ) 1 o +;m122
Where: 5Lz] = (u ptfi))? — (uttifi])
30: V[i]* = 5 (Winn er[z]2 er[i]?)
end for
32: t=t+1
end while

end

A. Training of ANN and SVM

The objective function in this study is the MSE of the
optimized ANN computed using the test data. After every
generation, the offspring Ug and the elite are used to set
the weights and biases of the ANN and the MSE of the
ANN models are obtain using the test data. The use of the
test data (data not known by the ANN nor used to train it)
for computation of the fitness function (MSE) does not only
result in a more accurate network but also a more robust and
generalized ANN model. A greedy selection schemes is used
in which if the MSE of the offspring is less than or equal
to that of the elite, the offspring will replace the elite in
the next generation otherwise the elite will be maintained. At
the end of the generations, the most fittest candidate solution
i.e. the final evolved elite; is used to initialize the weights
and biases of the ANN which is further trained using back
propagation algorithms (BPA) to fine tune the weights to
produce the final optimized ANN model. The cDE is run for
1000 generations. The fine tuning of the ANN weights using
BPA was constrained within a maximum of 200 epoch and 6
validation fails, i.e the training stop if any of these constrain
thresholds is satisfied. One of the desirable feature of BPA is it
simplicity but it often converges slowly and lack optimality as
it can easily be trapped in a local optimum leading to premature
convergent. Many approaches has been adopted to solve the
problem of premature convergent associated with BPA such as
the introduction of momentum constant, varying of the learning
rate and retraining of the network with new initial weights. To
circumvent the problem of premature convergent, and to have
a robust ANN that is well generalized, we combine the global
search advantages of cDE optimization algorithm and the local
search capability of single solution BPA to evolve the weights
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and biases of the ANN. The combination of the global search
capabilities of cDE and the local search advantages of BPA
to evolve the weight and biases of ANN have proving to be
superior to using only the famous BPA for this problem. The
cDE algorithm pseudocode is depicted in Algorithm 3.

In constract to the training of ANN using BPA, the training
of SVM is optimal with the optimality rooted in convex
optimization. This desired feature of SVM is obtained at
the cost of increased computational complexity. The fact that
the training of SVM is optimal does not implies that the
evolved machine will be well generalized or have a good
performance. The optimality here is based on the chosen meta
parameters ( i.e. C' parameter, £ and the kernel parameter
v), the type of kernel function used and the training data.
We used the same randomization cDE optimization algorithm
variants to evolve the SVM meta parameters while the weights
and bias of the SVM were evolves via convex optimization.
At each generation, the meta parameters are set using each
candidate solution, and the corresponding weights and bias are
computed. In order to estimate how the SVM will generalize
to an independent dataset (test data), we use two fold cross
validation commonly known as holdout method. This has the
advantage of having both large training and validation datasets,
and each data point is used for both training and validation on
each fold. The training data is randomly divided into two sets
e.g. A and B of equal size. The SVM was trained on A and
test on B, after which it is trained on B and test on A, the
average of the MSE for the two test was used as the fitness
function for the given sets of meta parameters. At the end
of the generations, the SVM is reconstructed using the most
fittest meta parameters and tested on the test datasets (data not
known by the SVM nor used to train it).

VII. EXPERIMENT AND SIMULATION DATA

The datasets used in this study were obtained by capturing
real world RF signals using universal software radio peripheral
1 (USRP 1) for a period of two months. The USRP are
computer hosted software-defined radios with one motherboard
and interchangeable daughter board modules for various ranges
of frequencies. The daughter board modules serve as the RF
front end. Two daughter boards, SBX and Tuner 4937 DI5
3X7901, having a continuous frequency ranges of 4MHz to
4.4GHz and 50 MHz to 860 MHz respectively, were used in
this research. The daughterboard perform analog operations
such as up/down-conversion, filtering, and other signal condi-
tioning while the motherboard perform the functions of clock
generation and synchronization, analog to digital conversion
(ADC),digital to analog conversion (DAC), host processor
interface, and power control. It also decimate the signal to
a lower sampling rate that can easily be transmitted to the
host computer through a high-speed USB cable where the
signal is processed by software. For TV channels with channels
bandwidth of 8 MHz, we divided the channels into subchannels
(resource block) each consisting of 500 KHz bandwidth. To
ensure that no spectral information was lost, we used a sample
frequency of 1MHz and obtained 1024 samples for each
sample time. For GSM 900 and FM band with a bandwidth of
200 KHz, we used 1MHz sample frequency and 512 samples
for each sample time. The power was obtained using both the
time and frequency domain data. For the frequency domain,
after passing the signal through the channel filter, the signal
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was windowed using a hamming window in order to reduce
spectral leakage. The stream of the data was converted to
a vector and decimated to a lower sampling rate that can
easily be processed by the host computer at run time using the
inbuilt decimation block in gnu-radio. This is then converted
to the frequency domain and the magnitudes of the bins were
passed to a probe sink. The choice of probe sink is essential
because it can only hold the current data and does not increase
thereby preventing stack overflow or a segmentation fault. This
allows Python to grab the data at run time for further analysis.
The interval of time between consecutive sample data was
selected at a random value between 5 seconds and 30 seconds.
The choice of this range is based on the assumption that for
any TV programme, FM broadcast or GSM calls, will last
for not less than 5 to 30 seconds. In order to capture all
possible trends, the time between consecutive sample data is
selected at random within the given range instead of using
regular intervals. For the VHF and FM band we captured RF
signals from 54MHz to 110MHz and 470 to 670MHz for the
VHF TV bands. For the GSM band, 62 down-link channels
(935MHz to 953.3MHz) and 62 uplink channels (890MHz
to 908.3MHz) were captured. The real world RF data was
divided into three subsets, randomly selected with 60% used
for training the ANN, 20% for validation and 20% for testing
the trained ANN model. The training or estimation data were
the only known data sources used in training the ANN. The
test data set was unknown to the network i.e. they are not used
in training the network rather are used in testing the trained
ANN as a measure of the generalization performance of the
ANN model. The ANN design, optimization and the simulation
were done in Matlab while the capturing of the data and the
signal processing were implemented using gnu-radio which is
a combination of Python and C++.

VIII. DELAYED INPUTS SENSITIVITY ANALYSIS

In order to examine how many numbers of recent past
RF power samples are needed as feedback inputs for reliable
prediction, and to have a model with reduced dimensionality
of input vector, we carried out a sensitivity analysis. One way
of evaluating the importance (significance) of an input in ANN
is to measure the Change Of MSE (COM) when the input is
deleted or added to the neural network [38]. In this study,
the COM method is adopted with the time domain inputs
unaltered, and the actual past RF power are added to the input
one after the other starting from the most recent one. The
ANN is trained with ¢ delay inputs (past RF power samples)
and the MSE M SE; is evaluated. The network is retrained
with i + 1 delayed inputs, the MSE M SFE;., is obtained
and the change in the MSE, 0,5 = MSE; 11 — MSE; is
computed as a means of evaluating the importance of the ¢+ 1
delay input, for 7 = [0---¢|, where ¢ is the total number of
past samples used; see Fig 1. Note, J,,s. is not computed
relative to the MSE obtained when all the ¢ delayed inputs are
used as in normal COM method, due to the fact that we don’t
know the required number of delay inputs ¢ at the start of the
experiment; in this case ¢ is obtained by setting a constrain
on d,,se- The importance of the inputs are ranked base on the
one whose addition causes the largest decrease in MSE as the
most important since they are most relevant to the construction
of a network with the smallest MSE. In order to justify the
importance or ranking of the inputs statistically, for every i

inputs delay, the ANN is trained 20 times, each time with a
randomly generated initial weights and biases, the average of
the 20 M SE; is used. The ranking using the normalized values
of change in average MSE 0,,,s. as delayed inputs were added
is as shown in Fig 7. The graph of the average MSE against
number of delayed inputs is as depicted in Fig 6. From Fig 6
and Fig 7, it is obvious that when the number of delay inputs
is > 7, the change in MSE 0,5, is very small. Thus in this
study we decided to use 7 past recent RF power samples as
part of the ANN inputs for current RF power prediction, taken
into cognition the memory constrain of CR as an embedded
device.
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Fig. 6: Sensitive analysis curve
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Fig. 7: Past RF power sensitivity ranking

IX. RESULTS

To minimize the MSE of the ANN when tested with
the test data, the above listed algorithms were run for 30
independent runs. Each run has been continued with 30000
fitness evaluations for 1000 generations. After a manual tuning
of the parameters, the following parameters are used in this
study:

e cDE/rand/1/bin, cDE/rand/1/exp, cDE/rand/2/bin,
cDE/rand/2/exp, cDE/best/1/bin, cDE/best/1/exp,
cDE/best/2/bin, cDE/best/2/exp, cDE/rand-to-

best/1/bin and cDE/rand-to-best/1/exp has been run
with F' = 0.1 and Cr = 0.3

e BPA has been run with FEpoch = 1200,
learningrate = 0.01 mumentum = 0.008 the other
specifications are shown in Table I.
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TABLE I: ANN Models Specification

ANN Models
Dedicated Multiple Multiple
one channels, channels,
channel single output | parallel output

First Hidden Neurons 5 15 15
Second Hidden Neurons 3 10 10
Output Neurons 1 1 20
Number of Channels 1 20 20

Tables IV and III shows the numerical results in terms
of the MSE obtained using the test data (data not known by
the ANN nor used in training the ANN). The final results of
each algorithm was obtained by taken the average of the MSE
(AMSE) for the 30 independent runs and their corresponding
standard deviation (STD). From the results, the combination
of cDE/rand/l/exp and back propagation algorithm (BPA)
outperform all the other algorithms with reference to the FFB
ANN model while the combination of cDE/rand/1/bin and BPA
is the best for the FF ANN model. These two bests are used as
the reference for the Wilcoxon test [39]. A ’+’ indicate that the
reference algorithm outperform the other algorithm while “—"
mean that the other algorithm outperform the reference. For
this problem, when the Wilcoxon test was perform by changing
the reference algorithm, the second best algorithm for the FFB
ANN model are cDE/rand-to-best/1/exp and cDE/rand/2/exp;
both having the same AMSE and STD of 0.0290 and 0.0005
respectively while for FF ANN model, the second best algo-
rithm is cDE/rand/1/exp. For this problem, the FF ANN model
trained using cDE/rand/1/bin and BPA emerge as the best
compared with other models (FFB, CFF, LR) and algorithms
implemented. This implies that the feedback information may
have been captured through the inputs assigned to the 7 recent
past RF power samples. Comparing the results depicted in
tables IV and III with our previous work detailed in [40]; the
use of some of the most recent RF power samples as part of
the input vector of the ANN, produces a more accurate and
robust ANN model with reduced number of neurons. This form
a non-linear time series predictive model. The neurons in the
model adopted in this study is approximately half of the ones
used in [40], thus it has less parameters (weights and biases) to
be optimized. To validate the fact that the combination of these
cDE variants of optimization algorithms with the famous BPA
to evolves the weights and biases of ANN will produce a more
accurate, robust and generalized model than using only BPA;
we use the same topology but train with only BPA at constant
learning rate of 0.01 and another one with varying learning
rate starting from 0.8 and keep on changing with change in
MSE using inbuilt Matlab training function traingda. For both
models trained with only BPA, each was run 30 times, each
run was constrain within a maximum of 1200 epoch and 6
validation fails, the average results is depicted in tables IVand
III. For the hybridized training i.e combining cDE with BPA,
the cDE is run for 1000 generations and the final best solution
(elite) was used to reinitialized the ANN weights and further
train using BPA constrained within 200 epoch and 6 validation
fails. In almost all cases, the hybridize training outperform the
training with only BPA. Fig 8, 9 and 10 shows the prediction
graphs of some selected channels using test data. These results
depict a good generalization of the three models. For this

PROCEEDINGS OF THE FEDCSIS. £ODZ, 2015

problem, the combination of the global search capabilities of
cDE algorithm variants, and the local search advantages of
BPA to evolve the weights of the ANN was found to yield an
improved performance as compared to using only the famous
BPA.

The prediction results of the dedicated SVR model shown
in Fig. 4 is depicted in Table IV. From this result, the exponen-
tial kernel with meta parameters evolved using cDE/rand/2/exp
seem to be more promising with an average MSE of 0.0226,
the next best kernel is the linear kernel with AMSE of 0.0301
using cDE/rand/1/bin variant. For multiple channel, single
output SVR model Fig. 5, trained for prediction of RF power of
20 resource blocks or channels, the linear kernel emerge as the
best with AMSE of 0.0682 this is followed by the RBF kernel
with AMSE of 0.0819. the best hyperparameters are evolved
using cDE/rand/1/exp for linear kernel and cDE/rand/1/bin and
cDE/rand/2/bin for RBF. The results for FF ANN, multiple
channel, single output model is also shown in Table with best
model having an AMSE of 0.0818 with weights and biases
evolved using cDE/best/2/exp and BPA.

TABLE II: Test Results Using FFB ANN Model With
DE/best/1/bin as Reference

Algorithms Algorithms Algorithms + BPA
AMSE STD AMSE STD
¢DE/rand/1/bin 0.4055 0.0780 0.0403  (0.0879+)
cDE/rand/1/exp 0.1950  0.0964 0.0242  (0.0007)
cDE/best/2/bin 0.1496 0.0354 0.1999 (0.2405+)
cDE/best/2/exp 0.3243  0.0400 0.1635 (0.2272+)
cDE/best/1/bin 0.1436  0.0335 0.1644 (0.2267+)
cDE/best/1/exp 0.3376 0.0419 0.1808  (0.2352+)
cDE/rand-to-best/1/bin 0.1575 0.0212 0.0359 (0.0275+)
cDE/rand-to-best/1/exp 0.5233 0.1233 0.0290 (0.0005+)
cDE/rand/2/bin 0.0928 0.0119 0.0312 (0.0112+)
cDE/rand/2/exp 0.2087 0.0302 0.0290  (0.0005+)
BPA (constant learning rate) 0.1345  (0.2029+)
BPA (varying learning rate) 0.2508 (0.0332+)

TABLE III: Test Results Using FF ANN With DE/best/1/bin
as Reference

Algorithms Algorithms Algorithms + BPA
AMSE STD AMSE STD

cDE/rand/1/bin 0.3294  0.1664 0.0203  (0.0004)

cDE/rand/1/exp 0.1720  0.1490 | 0.0204  (0.0006+)
cDE/best/2/bin 0.1181 0.0447 0.0240 (0.0134+)
cDE/best/2/exp 0.1656 0.0833 0.0205  (0.0005+)
cDE/best/1/bin 0.1145 0.0314 0.0206 (0.0015+)
cDE/best/1/exp 0.2121 0.1189 0.0205  (0.0005+)
cDE/rand-to-best/1/bin 0.3102 0.1136 0.0205  (0.0006+)
cDE/rand-to-best/1/exp 0.1646 0.1147 0.0205 (0.0008+)
cDE/rand/2/bin 0.3039 0.1448 0.0214  (0.0042+)
cDE/rand/2/exp 0.1627 0.1050 0.0207  (0.0009+)
BPA (constant learning rate) 0.0267  (0.0004+)
BPA (varying learning rate) 0.0476  (0.0180+)

X. CONCLUSION

This paper demonstrates the power of ANN to produce a
robust time series prediction models for RF power traffics in
some selected channels. The combination of the global search
capabilities of memory efficient cDE and the local search
advantages of single solution BPA to evolves the weights and
biases of the ANN prediction models, proved to produce a
more robust, accurate and well generalise ANN models than
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TABLE IV: SVR results using one channel dedicated model

. . RBF Gaussian RBF Exponential Linear

Algorithms

AMSE STD AMSE STD AMSE STD AMSE STD
c¢DE/rand/1/bin 0.4055 0.0780 0.0614  0.0198 0.0243  0.0006 0.0301  0.0005
cDE/rand/1/exp 0.1950 0.0964 0.1333  0.0916 0.0298  0.0111 0.0313  0.0012
cDE/best/2/bin 0.0508 0.0174 0.2043 0.1437 0.0350 0.0181 0.0303  0.0003
cDE/best/2/exp 0.0416  0.0078 0.2114 0.0788 0.0437  0.0190 0.0313  0.0005
cDE/best/1/bin 0.0474  0.0015 0.2670 0.0385 0.0266  0.0041 0.0310  0.0007
cDE/best/1/exp 0.0511 0.0035 0.2115 0.1355 0.0323  0.0015 0.0323  0.0015
cDE/rand-to-best/1/bin 0.0477  0.0045 0.2062 0.0856 0.0243  0.0001 0.0314  0.0007
cDE/rand-to-best/1/exp 0.0507 0.0037 0.1346  0.0806 0.0239  0.0014 0.0306  0.0008
cDE/rand/2/bin 1.6718  0.0000 0.1937  0.0946 0.0248  0.0008 0.0306  0.0005
cDE/rand/2/exp 0.2087 0.0302 0.1912  0.0625 0.0226  0.0009 | 0.0313 0.0015

TABLE V: SVR and ANN results using one output, multiple channel model for 20 channels

Algorithms Linear Gaussian RBF Exponential RBF RBF ANN FF
AMSE STD AMSE STD AMSE STD AMSE STD AMSE STD
cDE/rand/1/bin 0.0700  0.0033 0.1274  0.0035 0.2422  0.0296 0.0819 0.0093 0.0842  0.0029
cDE/rand/1/exp 0.0682  0.0016 0.1238  0.0025 0.2609 0.0651 0.0848 0.0016 0.0835 0.0028
cDE/best/2/bin 0.1104  0.0012 0.3565 0.3051 0.1472  0.0225 0.1056  0.0084 0.0875 0.0033
cDE/best/2/exp 0.1078  0.0020 0.1609  0.0155 0.1434  0.0136 0.0855 0.0119 0.0818  0.0017
cDE/best/1/bin 0.1112  0.0017 0.6258  0.4953 0.1466  0.012 0.1057  0.0087 0.0869  0.0018
cDE/best/1/exp 0.1112  0.0016 0.3395 0.2010 0.3020 0.2732 0.0947  0.0087 0.0832  0.0032
cDE/rand/best/1/bin 0.1096  0.0019 0.2854  0.0425 0.1361  0.0060 0.0910  0.0040 0.0839  0.0028
cDE/rand/best/1/exp | 0.1086 0.0016 0.4062 0.0433 0.1357  0.0035 0.0868 0.0036 0.0851  0.0012
cDE/rand/2/bin 0.1094 0.0019 0.1281  0.0095 0.2345 0.0162 0.0819 0.0074 0.0844  0.0035
cDE/rand/2/exp 0.0687  0.0011 0.1255  0.0036 0.2257  0.0104 0.0902 0.0156 0.0859  0.0042
28 —Aotual Power TABLE VI: Best SVR model parameters for Table IV
—Neural Network Prediction, MSE: 0.0289
= Kernel
RBF Gaussian Exponential Linear
@ -38 RBF RBF
2 MSE 0.0416 0.0614 0.0226 0.0301
% C 7.72 7.62 22.28 3.76
a -39 ) € 0.000653 0.0003331 0.000228 0.000472
yoro 7.38 1.49 7.57 -
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41 . , \
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using only BPA for this problem. For the dedicated one channel
model, the ANN outperform the SVR model for all the kernels
implemented while for the multiple channels, single output
model, only the linear kernel SVR model outperform the ANN.
The a priori knowledge of the RF power resulting from either
communication signals, noise and/or interferences, is not only
applicable to cognitive radio network, but in any wireless
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Abstract—This paper presents the DISESOR integrated deci-
sion support system. The system integrates data from different
monitoring and dispatching systems and contains such modules
as data preparation and cleaning, analytical, prediction and
expert system. Architecture of the system is presented in the
paper and a special focus is put on the presentation of two issues:
data integration and cleaning, and creation of prediction model.
The work contains also a case study presenting an example of
the system application.

I. INTRODUCTION

OAL mining is a heavy industry that plays an important

role on an energy market and employs hundreds of
thousands of people. Coal mining is also an industry, where
large amount of data is produced but little is done to utilise
them in further analysis. There is also a justified need to
introduce a decision support system (DSS) integrating different
aspects of coal mine operation in order to maintain continuity
of mining.

Currently coal mines are well equipped with the monitoring,
supervising and dispatching systems connected with machines,
devices and transport facilities. There are also the systems
for monitoring natural hazards (methane-, seismic- and fire
hazards). All these systems are provided by many different
companies, what causes problems with quality, integration and
proper interpretation of the collected data. The collected data
are used chiefly for current (temporary) visualisation on boards
which display certain places in the mine. Whereas, application
of domain knowledge and the results of historical data analysis
can improve the operator’s and supervisor’s work significantly.
For example, thanks to short-term prognoses about methane
concentration, linked with the information about the location
and work intensity of the cutter loader, it is possible to
prevent emergency energy shutdowns and maintain continuity
of mining (the research on this methodology was discussed in
[1]). This will enable to increase the production volume and
to reduce the wear of electrical elements whose exploitation
time depends on the number of switch-ons and switch-offs.
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It is possible to see the rising awareness of monitoring
systems suppliers who begin to understand the necessity to
make the next step in these systems development. Therefore,
the companies providing monitoring systems seek their com-
petitive advantage in equipping their systems with knowledge
engineering, modelling and data analysis methods. This is a
strong motivation to consider a DSS presented in this paper.

The goal of this paper is to present an architecture of the
integrated decision support system DISESOR. The system
integrates data from different monitoring systems and contains
an expert system module, that can utilise domain expert
knowledge, and analytical module, that can be applied to
diagnosis of the processes and devices and to prediction of
natural hazards. The special focus of the paper is put on the
data integration and data cleaning issues realised by means of
the data warehouse and ETL process. The work also contains a
more detailed presentation of the prediction module, which is
complemented by a presentation of a simple case of methane
concentration prediction in a coal mine.

The contribution of the paper consists of:

the architecture of the integrated decision support system
DISESOR,

presentation of the approaches to the preparation and
cleaning of the data collected by monitoring systems,
presentation of the prediction module architecture and
principles of the module operation,

case study presenting application of the presented system
to methane concentration prediction in a coal mine.

The structure of the paper is as follows. Section II presents
the works related to the presented topic. The architecture of
the DISESOR system and its data repository are presented
in section III. The more detailed descriptions of the data
preparation and cleaning and prediction modules are presented
in sections IV and V respectively. The case study of methane
concentration prediction task is presented in section VI and
section VII presents the final conclusions.
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II. RELATED WORK

The typical environments deployed in a coal mine are
monitoring and dispatching systems. These systems collect a
large number of data which can be utilised in further analysis,
e.g., on-line prediction of the sensor measurements, which
area was surveyed in [2]. The analysis can address different
aspects of coal mine operation such as, e.g., equipment failure
or natural hazards.

The examples of the research in the field of natural hazards
in an underground coal mine cover, e.g., methane concentra-
tion prediction and seismic hazard analysis. The research on
the prediction of the methane concentrations was presented
in [3, 1]. Application of data clustering techniques to seismic
hazard assessment was presented in [4]. There are also ap-
proaches to prediction of seismic tremors by means of artificial
neural networks [5] and rule-based systems [6]. Each research
listed above is a stand alone approach not incorporated into
any integrated system.

Analytical methods that were mentioned require the data
which are extracted, cleaned, transformed and integrated.
Decision support systems utilise a data repository of some
kind, e.g., a data warehouse [7]. The critical dependence of the
decision support system on a data warehouse implementation
and an impact of the data quality on decision support is
discussed in [8].

There are applications of machine learning methods to
diagnostics of mining equipment and machinery presented in
literature [9, 10]. Also some initial concepts of the system that
processes data streams delivered by the monitoring systems
were presented in [11]. However, to the best of the authors
knowledge there is no example of the integrated decision
support system for monitoring processes, devices and hazards
in a coal mine (except the work dealing with DSS for coal
transportation [12] which loosely corresponds to the given
topic).

III. SYSTEM ARCHITECTURE

The general architecture of the DISESOR integrated deci-
sion support system is presented in Fig. 1. The architecture
of the system consists of data repository and data preparation
and cleaning, that are presented in more detail in the following
sections, and analytical, prediction and expert system modules
shortly presented below, as they are not the main focus of the

paper.
A. Decision support system

The core of analytical, prediction and expert system mod-
ules is based on the RapidMiner [13] platform. The Rapid-
Miner environment was customised to the requirements of
the non-advanced user by disabling unnecessary options and
views. Therefore, an advanced user can use the whole func-
tionality of RapidMiner, whereas the non-advanced user can
use such thematic operators as e.g., "Solve a methane con-
centration prediction issue" or "Solve a seismic hazard issue".
Also due to the target application of the system in Polish coal
mines the RapidMiner environment was translated into Polish.

PROCEEDINGS OF THE FEDCSIS. £ODZ, 2015

Finally, RapidMiner was extended in the created application
by additional operators wrapping R [14] and MOA (Massive
On-line Analysis) [15] environments.

The goal of the Data preparation and cleaning module,
which is referred further as ETL2, is to integrate the data
stored in data warehouse and process them to the form ac-
ceptable by the methods creating prediction and classification
models. In other words the ETL2 module prepares the training
sets.

Prediction module is aimed to perform incremental (on-
line) learning of predictive models or apply classification and
prediction models created in analytical module for a given time
horizon and frequency of the values measured by the chosen
sensors. This module also tracks the trends in the incoming
measurements. The created predictive models are adapted to
the analysed process on the basis of the incoming data stream
and the models learnt on historical data (within the analytical
module). The module provides the interfaces that enable the
choice of quality indices and their thresholds that ensure the
minimal prediction quality. If the quality of predictions meets
the conditions set by a user, the predictions will be treated
as the values provided by a soft sensor. They can be further
utilised by e.g., expert system but also they can be presented
to a dispatcher of a monitoring system.

Analytical module is aimed to perform analysis of historical
data (off-line) and to report the identified significant dependen-
cies and trends. The results generated by this module are stored
in the repository only when accepted by a user. Therefore,
this module supports a user in decision-making of what is
interesting from monitoring and prediction point of view. It
also provides additional information that can be utilised to
enrich the knowledge of expert system or that can be utilised
to comparative analysis. The module supports identification of
changes and trends in the monitored processes and tools and it
also enables to compare the operator’s and dispatcher’s work.

Expert system module is aimed to perform on-line and off-
line diagnosis of machines and other technical equipment.
It is also aimed to supervise the processes and to support
the dispatcher or expert decision-making with respect to both
technical condition of the equipment and improper execution
of the process. The inference process is performed by means
of classical inference based on stringent rules and facts or
probabilistic inference based on belief networks. The system
contains also a knowledge base editor that allows a user to
define such rules and network. The expert system module is
currently being developed.

B. Data repository

Data repository was designed as a data warehouse of a
snowflake structure (as some dimensions have multiple levels),
that is presented in Fig. 2 in a reduced, general form. The
structure of a data warehouse results from the analysis of
databases of the existing monitoring systems and the char-
acteristics of the known sensors. The full list of tables with
their description is presented in Table I.
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Table

Description

Measurement
State
Discretisation
Time
Time_category
Date

Location
Location_attribute
Location_hierarchy
Source
Source_attribute

Value of a measurement
State of a measurement, e.g., alarm, calibration, breakdown
The measured values can be of discrete type

Time of a measurement, range [00 : 00 : 00,23 : 59 : 59], 1 second resolution

Category, e.g., mining or no mining

Date of a measurement

Location of the measurement source
Characteristics of the given location
Hierarchical structure of location
Measurement source, e.g., sensor or device
Characteristics of the given source

TABLE I
TABLES CREATING A DATA WAREHOUSE STRUCTURE.

| Time H Measurement H Source |

Fig. 2. Simplified schema of data repository

The central table of the data repository is Measurement
where all the measurements are stored. The dimensions related
to the Measurement table are Date, Time and Source. Date and
Time describe when the measurement was registered, whereas
Source describes what registered the given measurement. The
Source table contains among others such information about
sensors/devices as:

« name (e.g., MM256),

« description (e.g., methane meter number 256),

« type name (e.g., methane meter),

« measured quantity (e.g., methane concentration),
« measurement unit (e.g., %CH4),

« name of a system that collects the data (e.g., THOR),
« range of measurements.

The Source table is described by means of Location dimen-
sion, that describes where in a coal mine it is located. The
location has hierarchical structure, some sample hierarchy is
presented in Fig. 3. The top-most level of hierarchy are formed
by coal mine divisions. Divisions consist of seams, which are
divided into mining areas. At the bottom of hierarchy there
are mining workings.

The data warehouse is loaded with data by means of the
ETL process designed for the main monitoring and dispatching
systems for coal mining, which are deployed in Poland,
Ukraine and China, e.g.,, THOR dispatching system [16]
or Hestia natural hazards assessment system [6]. The ETL
process was designed by means of Open Talend Studio [17].

During the tests of the created solution the data warehouse
was loaded with 800 million records what resulted in 200
GB of data. Therefore, it enabled the performance tests and
optimisation of both the logical data warehouse structure
and database management system (PostgreSQL [18]). As a
result the Measurement data table was partitioned according
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Fig. 3.

to the months of measurements and the indices for foreign
keys in this table were created. On the DBMS side several
configuration parameters were adjusted, e.g., shared_buffers,
work_mem, maintenance_work_mem, checkpoint_segments,
checkpoint_completion_target, effective_cache_size.

I'V. DATA PREPARATION AND CLEANING

The goal of ETL2 module is to deliver integrated data (in
a form of a uniform data set) coming from chosen sources
(especially sensors) in a chosen time range.

The measurements can be collected with different frequen-
cies. Additionally, some systems collect a new measurement
only after significant (defined in a monitoring system) change
of the measured value. Table II presents how the measurements
of two methanometers can look like when collected directly
from the data warehouse. The ETL2 process uniforms the data
to the form where each recorded measurement represents the
time period defined by a user, e.g., 1 second (Table III).

MN234 MN345 TIs]
0.1 0.1 0
0.2 - 1

- 0.2 4
0.5 ? 7
0.3 0.3 9

TABLE II

DATA COLLECTED DIRECTLY FROM DATA WAREHOUSE (- MEANS THAT
THE MEASUREMENT VALUE DOES NOT CHANGE, ? MEANS A MISSING

VALUE)
MN234  MN345 TIs]
0.1 0.1 0
0.2 0.1 1
0.2 0.1 2
0.2 0.1 3
0.2 0.2 4
0.2 0.2 5
0.2 0.2 6
0.5 ? 7
0.5 ? 8
0.3 0.3 9
TABLE III

DATA PREPARED TO THE FURTHER TRANSFORMATION, CLEANING, ETC.
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Location hierarchy in a coal mine

Attribute selection
Data aggregation and unification

l

Outliers detection

User interaction

Missing values imputation

|

Derived attribute values calculation

Additional data aggregation

Fig. 4. General characteristics of the data processing in ETL2 module

Within the ETL2 module there are also executed procedures
of data cleaning, that identify outlier values and impute the
missing values. This task is realised both by means of the
simple functions presented below and by means of operators
available in RapidMiner environment. Also data aggregation
(e.g., 10 measurements are replaced with 1 measurement) and
manual definition of derived variables (e.g., a new variable can
be calculated as a sum of the values of two other variables)
are performed by means of the methods included in ETL2
module.

The general scheme of data processing within ETL2 module
is presented in Fig. 4.

As a result of the processing performed by means of the
ETL2 module we receive a data set that can be either analysed
(by means of analytical module), or utilised to prediction
model creation (by means of prediction module), or utilised
within diagnosis process (by means of expert system). All the
phases of processing are performed as separate RapidMiner
operators.

In order to select the variables that should be analysed a user
can utilise THOR dispatching system 5, where each sensor
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(and attributes) are presented on a map of the region of interest.
The system that is being created enables in turn, data (time-
series) visualisation in order to select the time periods, that
are the most interesting from the analyst point of view. Fig. 6
presents the visualisation of time-series consisting of several
thousands of records. The developed operator creating such
visualisation utilises R environment.

Fig. 5.

Visualisation available in THOR dispatching system

o

Ty

008

S ey bkl

Fig. 6. Visualisation of exemplary time-series: methane concentration, air
flow and mining cycle on a chosen longwall

Aggregation of the measurements replaces several values
with a single one. The period of aggregation is chosen by
a user, who sets a number of measurements that should be
aggregated or a time unit defining the windows containing
measurements to be aggregated. The following aggregation
operators are available for each attribute: average, minimum,
maximum, median, dominant, the number of occurrences.
For each record being the result of the aggregation there
is calculated a weight, that is inversely proportional to the
number of missing values existing in the aggregated data. The
weight calculation is also based on a weighted average for all
the attributes. This approach enables us to reduce the number
of missing values in data and introduce weights that can be
utilised by the chosen methods (e.g., rule induction).

The operator that imputes missing values performs the
analysis of each attribute separately. The following methods
of changing the value or imputing the missing value can be
utilised:

« a logical expression defining the replacing values (e.g.,

replace each value <1 with "low state"),

« the way how to receive the replacing values:

— the value set by a user,

— the last valid measurement,

— average of the neighbouring measurements (with the
parameter defining the number of neighbours),

— linear regression of the two points (the last one
before missing values section and the first one after
this section),

— linear regression of the data preceding missing values
(with the parameter defining the window size).

The maximal number of consecutive missing values that can
be imputed is defined as a separate parameter, as imputing
the values for the long breaks in the measurements has no
practical meaning. Therefore, the resulting data set can still
contain missing values. In such case, the analyst can use a
number of methods that are able to analyse data with missing
values.

Introduction of a new derived variable can cover, among
others, introduction of delays (the values of the previous mea-
surements) or calculation of increments and trends (e.g., as an
ordinal - increases, decreases). Another operator enables data
smoothing by means of different filters (e.g., average, median).
Finally, the last operator enables creation of dependent vari-
able (decision variable). Typically, this variable contains the
moved forward values of the chosen attribute, what enables to
receive a proper prediction horizon. The operator defining the
dependent variable has expanded functionality what enables
e.g., to define the dependent variable as a maximal value of a
given attribute in a defined time interval (e.g., 3 to 6 minutes
in advance).

It is also important that within the developed framework
the operators can be applied multiple times and in unrestricted
order. Moreover, it is possible to pre-process data by means of
the operators delivered by RapidMiner, that are dedicated to
multidimensional analysis/identification of outliers and miss-
ing values (e.g., the operator applying local k-NN to missing
values imputation).

When data pre-processing is finished, the whole process
is saved according to RapidMiner-XML standard, that was
created for the needs of the system. Thereby, the prediction
module is able to transform the incoming data to the form that
is acceptable by prediction models (see section V).

V. PREDICTION MODULE

Prediction module is based on, so called, prediction services.
Prediction service is a webservice that predicts values of
a variable (discreet or continuous) on the basis of input
vector. Prediction service is inseparably connected with a
model (regression or classification one) that is the basis of the
prediction. The basic scenario of prediction service application
is as follows:

1) Client sends a prediction execution request accompanied

by a vector of conditional attributes and a timestamp.

2) Service calculates the prediction delivering the vector of

conditional attributes as a model input. The attribute val-
ues come directly from the monitoring system, because
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the data warehouse is not loaded online. The values of
the attributes are transformed according to the dedicated
ETL2 process to the form acceptable by the prediction
model.

3) Service loads the results to a database.

The architecture of the prediction module is presented in
Fig. 7.

Service configuration
wizard

Client

Prediction measurements

services

¥
Service 1 ‘ Service 2 ‘

prediction values
and real values

/

‘ Service N ‘

Database

Visualisation ..

Fig. 7. Architecture and operation of prediction module

Database, which is an internal RapidMiner repository, stores
the description of a model and the transformations of the
attributes. It also stores the information about training data, the
parameters of the minimal model quality and both predicted
and real values of dependent variable. Each model adaptation
results in a new database entry what makes the history of the
changes available to the users.

The predictions can be visualised and compared on a single
plot with the real values that are measured. Such visualisation
can be performed by a monitoring or dispatching system
(e.g., THOR dispatching system), where predicted values are
delivered as measurements of a virtual sensor and the values
of both sensors (virtual and real) can be easly compared.

It is assumed for the current module version, that if the
quality of the predictions decreases below a given threshold,
then a new training set is automatically collected. The size
of this new data set is the same as size of the original data.
The model adaptation is performed by modifying only the
parameters of the existing model (the method and algorithm
is not changed). Next, the quality of the model is verified on
the same data that triggered the model adaptation (these data
are not the part of the new training data set). If the quality
of the adapted model is satisfactory, then this new model is
applied to prediction. Otherwise a message is generated stating
that prediction cannot be continued and it is needed to come
back to analytical module in order to create a new prediction
model.

The configuration wizard enables to define the so-called
quality monitoring rules. From the practical point of view there
is no point in presenting the minimum model quality by means
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Fig. 8. Topology of the mining area and location of the sensors - MM59
sensor chosen as dependent variable is outlined a thick line

Fig. 9. The process of data preparation and prediction model creation together
with the initial regression tree that was created

of the well known measures, such as overall classification
accuracy, g-mean, specificity, sensitivity, RMSE (Root Mean
Squared Error), MAE (Mean Absolute Error), etc. Therefore,
quality monitoring rules are based on: a sliding time-window
(e.g., 1 hour) in which the quality is verified, frequency of
the prediction calculation (e.g., 1 minute) and the indicators
which are typically called FalsePositive and FalseNegative.
The values of these indicators are explicitly defined by a
user for each decision class or only for a target class, e.g.,
corresponding to "danger". Therefore, knowing the values of
FalsePositive and FalseNegative, and a number of predictions
that are calculated in a given time-window it is possible to
calculate the values of almost all the possible quality measures
of prediction model. In case of regression task the module
allows so-called insensitivity, what means that the predictions
that differ less than the given threshold from the real values
are not treated as an error. Additionally, it is possible to define
that the values within the given range (e.g., corresponding to
the "normal" state) are not counted as errors.

VI. EXAMPLE OF THE SYSTEM APPLICATION TO THE TASK
OF METHANE CONCENTRATION PREDICTION IN MINING
EXCAVATION

The DISESOR system can be applied to several different
tasks solving. This section presents an example, how the
system can be utilised to methane concentration prediction.

Methane concentration monitoring is one of the main tasks
of the natural hazard monitoring systems in mining industry.
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Fig. 10. The plot of the real methane concentration and the predicted maximum concentration together with the histogram of errors that are reported to a

user

Such system is in charge of automatic and immediate shut-
down of electricity within a given area, if a methane con-
centration exceeds a given alarm threshold. The power turn-
on is possible after a certain time (from 15 minutes to even
several hours), when the methane concentration decreases to
the acceptable level. This results in large losses associated
with downtime of production. Information from a soft (virtual)
sensor presenting to a dispatcher the prediction of the methane
concentration with a few minute horizon can allow the pre-
vention electricity shut-down or can allow to lower the mining
activity and increase the air flow if possible. Therefore, these
actions allow to avoid undesirable situations and unnecessary
downtimes.

The task of maximal methane concentration prediction with
the horizon from 3 to 6 minutes was realised within the
DISESOR system. By means of ETL2 module a set of the fol-
lowing sensors was selected: AN321, AN541, AN547, AN682,
BA1000, BA603, BA613, BA623, MM11, MM21, MM?25,
MM31, MM36, MM38, MM39, MM41, MM45, MM52,
MMS53, MM54, MMS5S5, MM57, MMS58, MM59, MM61,
MMS1. The data were aggregated applying minimum oper-
ation to anemometer (AN) measurements, average operation
to barometer (BA) measurements and maximum operation to
methanometer (MM) measurements. The missing values were
imputed applying linear regression method. As a dependent
variable MM59 sensor was chosen. A map presenting the
topology of the mining area and location of the sensors is
presented in Fig. 8.

Analytical module is currently being developed and the
analysis presented below is an example of the possible sys-
tem apllication. Therefore, to create the examplary prediction
model the method of regression tree induction was chosen ar-
bitrary. The initial tree was created on the basis of data coming
from 1 shift. The model and the list of sensors (variables)

together with the defined transformations were forwarded to
prediction model running a proper service. The time-window
defined for prediction quality monitoring was set to 1 hour
and the model adaptation was executed each hour regardless
the minimum quality requirements. The adaptation could be
executed more often if the minimum quality requirements were
not met but there was no such situation. The data that were
predicted were delivered on-line by the simulator of THOR
system in order to simulate the real stream of measurements.

Fig. 9 presents the process of data preparation and the
prediction model creation together with the initial regression
tree that was created. Whereas, Fig. 10 presents the plot of
the real methane concentration and the predicted maximum
concentration together with the histogram of errors that are
reported to a user. Currently, the user interface is in Polish as
the deployment in Poland was planned in the project. However,
the English and Chinese versions are also planned.

VII. CONCLUSIONS

The system that is being developed delivers the solutions
for decision support of a dispatcher and process operator.
This system is complete as it delivers the tools that can
be applied to data storage, processing and preparation, and
also to definition of the models based on expert knowledge
(expert system) and the models based on the results of both
historical and on-line data analysis. Due to the application
and proper customisation of existing tools (RapidMiner, R)
and development of the proprietary solutions (e.g., ETL2,
rule induction and optimisation [19, 20], rough set operators
[21] and semantic analysis of data mining processes [22] that
are not available in RapidMiner) a user receives a broad set
of tools that can be applied to different tasks. Finally, the
case study that was presented shows that the system can be
practically utilised in a coal mine industry.
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Abstract—This paper concerns the design and physical
construction of an emotion monitor stand for tracking human
emotions in Human-Computer Interaction using multi-modal
approach. The concept of the stand using cameras, behavioral
analysis tools and a set of physiological sensors such as galvanic
skin response, blood-volume pulse, temperature, breath and
electromyography is presented and followed by details of
Emotion Monitor construction at Gdansk University of
Technology. Some experiments are reported that were already
held at the stand, providing observations on reliability,
accuracy and value the stand might provide in human-systems
interaction evaluation. The lessons learned at this particular
stand might be interesting for the other researchers aiming at
emotion monitoring in human-systems interaction.

1. INTRODUCTION

HIS paper concerns challenges in automatic
multimodal affect recognition. Although it seems that

the domain is well established and there are many off-the-
shelf solutions, the reliability, accuracy and granularity of
emotion recognition is still a challenge. In 2013 a project
was started at Gdansk University of Technology (GUT) to
build an emotion monitor stand that uses existing
technologies in order to extend human-systems interaction
with emotion recognition and affective intervention. The
concept of the stand assumed combining multiple modalities
used in emotion recognition in order to improve the accuracy
of affect classification. The considered input channels
included the ones that are most frequently used in the
emotion  recognition:  physiological  signals  (skin
conductance, respiration, electromyography, EEG, heart rate,
peripheral temperature) [1], video input for facial expression
analysis [2], keyboard and mouse usage patterns [3] as well
as textual inputs for sentiment analysis [4]. The hardware
layer of the stand was constructed in 2013, and the software
layer in 2014 and 2015, however, the latter still requires
extension, including improvement of classification
algorithms. The paper describes the concept and construction
details of the Emotion Monitor stand at GUT. Selected
experiments held at the stand are described that provide an
insight into practical aspects of automatic emotion
recognition. The experiments are diverse, from the ones that
aimed at establishment of reliable measurement procedures

~ This work was supported by Polish-Norwegian Financial Mechanism
Small Grant Scheme under the contract no Pol-Nor/209260/108/2015 and
by DS Funds of ETI Faculty, Gdansk University of Technology.

978-83-60810-66-8/$25.00©2015, IEEE 75

of physiological signals, ones that aimed at classification
algorithms training and others that were practical
applications of the stand in systems design. Although not
every experiment was successful, all of them contributed to
the knowledge on practical aspects of multimodal emotion
monitoring. Lessons learned on the way are the main theme
of this paper and the research questions of the article might
be formulated as follows: how to monitor emotional states in
Human-Computer Interaction with acceptable reliability,
accuracy and granularity and what are the main challenges
in automatic multimodal affect recognition? The main
purpose of the paper is to evaluate the usability of the stand
as well as to express the main limitations of emotion
recognition in human-computer interaction.

II. RELATED WORK

Works that are mostly related to this research fall into two
categories: research on applicability of emotion monitoring
in the context of human-system interaction and studies on
emotion recognition based on different input channels.

First group of related papers provides rationale for
emotion recognition application in  human-systems
interaction. Software usability testing can be extended with
observation of human emotions [5][6] and it is also possible
to measure and optimize software development processes
[71[8][9]. Based on the methods for usability evaluation, it
would be possible to evaluate educational software and
resources designed for e-learning [10][11][12]. Physiological
parameters can be also used for optimization of other
emotion recognition algorithms and in affect-aware games
and other intelligent personalized systems [13].

There are numerous emotion recognition algorithms that
differ on input information channels, output labels, affect
models and classification methods. As literature on affective
computing tools is broad and has already been summarized
several times (eg. [14]), only example papers are referenced.
The most frequently used emotion recognition methods that
might be considered for emotion monitor stand include:

- facial expression analysis (requires video as an input
channel, however expressions might be partially controlled
by people, especially when they know they are being
observed or recorded) [2][14][16];

- audio (voice) signal analysis in terms of modulation
(this method is seldom used in human-computer interaction
as the voice communication channel is rarely used) [2][16];
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- textual input analysis (sentiment analysis requires
conversational system interface) [17];

- physiological signals - although very precise and cannot
be controlled by most of the people, require specialized
equipment [1][15];

- behavioral patterns analysis (keystroke dynamics and
mouse usage patterns) combined with other modalities can
improve the accuracy of affect recognition; moreover those
are the most natural input channels in HCI [3].

The best recognition results are obtained when fusing
information from diverse input channels and early and late
fusion can be distinguished [18]. Early fusion methods
combine features derived from separate input channels to
create a common feature vector for classification [19]. Late
fusion combines the -classification results provided by
separate classifiers for every input channel; however, this
requires some mapping between emotion representation
models used as classifier outputs [20]. The highest
accuracies are obtained mainly for two-class classifiers and
multimodal input channels (including physiological
measurements).

III. EMOTION MONITOR CONCEPT

The emotion monitor stand objective is to conduct
experiments on computer users affective states retrieval and
analysis. The stand is equipped with computers, cameras and
a set of biosensors, which allow to monitor user activities
and record multiple user observation channels at the same
time. The data are then processed further to extract features
and classify emotional states from single or multimodal input
channels. Schema of the emotion monitor stand is provided
in Figure 1.

Computer 1:
ToolTask!
Subject Activity
under
investigation

Computer 2:
Biosignals
tracking
Ermotion
recognition

Investigator Area Subject Area

Fig. 1 The concept of emotion monitor stand hardware configuration

The emotion monitor stand is divided into two separated
areas: a subject area, where a user performs tasks that are
under observation and an investigator area, where a
researcher is able to monitor user’s activities and track
biometric parameters. During investigation, when different
emotional states would be evoked on purpose, it would
disturb experiments, when a subject would have a possibility
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to turn to the investigator personally, therefore the
investigator and subject areas are separated.

The emotion monitor stand is equipped with the following
devices: (1)biometric sensors set, including skin
conductance, blood-volume pulse, respiration, temperature,
electromyography and EEG sensors, (2) analytical device
that allows to simultaneously sample multiple channels with
high frequency, (3)front camera that records face and upper
part of the subject’s body, (4)side camera that records
experiment execution, (5)computer 1, which allows the
subject to perform tasks under investigation, (6)computer 2,
which allows the investigator to monitor user activities and
parameters.

Software layer of emotion monitor includes an application
to store and track biometric data, tools for observation and
recording of video images, keyboard and mouse usage
tracker and user activity logger. Apart from the applications
recording input channels, the main emotion monitor's
application is the one that combines input channels and
multiple classifiers in order to provide an affective state
estimate. The result might be displayed with diverse
visualization tools (general or dedicated for emotion
representations).

IV. EMOTION MONITOR HARDWARE LAYER CONSTRUCTION

In 2013 an emotion monitor stand was constructed at
Gdansk University of Technology as a dedicated stand in
research laboratory room. The investigator’s area and the
subject’s area are separated with a part-wall made out of
furniture, which allows for visual, and partly acoustic
separation. Photos of the subject’s and the investigator’s area
are provided in Fig. 2 (left and right respectively).

Fig. 2 Emotion monitor stand at GUT (left - the participant's area,
right - the investigator's area)

The equipment of the stand was chosen based on
capabilities and availability. Coder FlexComp Infiniti by
Thought Technology, Canada was chosen as biosensors
analytical device. The coder is a ten-channel multimodal
device dedicated for real-time biofeedback,
psychophysiology training and monitoring. It is connected
with computer database via TT-USB device and allows to
simultaneously record up to ten channels with sampling rate
2048 samples per second. The coder removes noise from all
input channels and performs signal amplification and
preliminary filtration that is adjusted to sensor type. EEG
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sensors, which are compatible with the coder, allow to
perform impedance measurement, which allows to provide
EEG signal of high quality. Other available devices had less
input channels, lower sampling rates or did not allow to
perform impedance measurement.

The biometric sensor set for the emotion monitor stand
was designed to measure physiological parameters that are
commonly used in affect recognition. and the choice was
justified by literature review. Sensors are compatible with
the FlexComp Infiniti coder and other coders produced by
Thought Technology. Some of the sensors in the predefined
set were doubled in order to try out multiple locations at the
same time. Detailed list of sensor types includes: skin
conductance, electromyography, respiration, temperature,
electroencephalography and blood-volume pulse sensors.

Additionally three standard computer sets with two
monitors each were provided for the stand. One computer is
dedicated for biometric recording and emotion recognition
and two monitors allow to display more parameters at the
same time. The second computer is provided for a subject to
perform tasks under investigation, additional monitor allows
an investigator to track user’s progress with the tasks. The
third computer was added for the investigator-subject
communication (investigator displays commands for a
subject) — see a black monitor on the left photo in Figure 2.

The stand is normally equipped with three cameras: two in
front of the subject and one side camera. The front cameras
include one standard RBG camera of medium quality and
additionally RGB-D camera with infrared depth sensor that
allows for posture analysis independent of illumination for
special applications.

V.EMOTION MONITOR SOFTWARE LAYER STRUCTURE

There is a number of applications installed at the stand,
however not all of them are used simultaneously. The

applications might be divided into the following categories:
(1) tools for input channels recoding and pre-processing; (2)
applications for the data processing into feature vectors and
classifiers’ training; (3) software for classification and
validation of the results (might be the same tools as above);
(4) tools for emotional state visualization and interpretation.
The conceptual and actual diagram regarding software
layer of the emotion monitor stand is provided in Fig. 3.

A. Data acquisition tools

Thought Technology BioGraph Infiniti application was
installed for gathering biometric data from the coder. The
system was chosen due to compatibility with the coder, but
also due to signal quality optimization features including
verifying signal quality and adjusting sensor placement,
integrated electrode impedance measurement as well as
artifact rejection feature, both automatic and manual.
Additionally, an optional Physiology Suite, which is
specifically designed for monitoring and assessing
physiological functions: recording biomeasurement sessions,
reviewing recorded data for the purpose of artifact rejection,
generating session reports and demonstrating the results, was
installed.

Emotion monitor is also equipped with a set of
applications for computer user behavioral observations:
Mobii eye tracker, keystroke tracker and mouse tracker,
Morae Recorder and Observer, and Logitech Video Capture.

As in some experiments there is a need for simultaneous
recording of up to 6 camera images, the change of the
software recording video is considered, as it allows to
capture one camera image only (at one computer) and in the
experiments with multiple cameras is not sufficient.

B. Training, classification and validation tools

This part of the emotion monitor stand is still under
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development, as there are several challenges in the automatic
classification of computer users emotional states. Although
the concept was to train classifiers off-line and then use them
in real time, this would require more research, than was
assumed. Therefore currently, during experiments only data
acquisition is performed and the analysis and interpretation
is performed afterwards. The analytical and training tools we
use include the following: Morae Manager, Knime,
Statistica, MatLab, SAS, Origin.

C. Visualization tools

There is an emotional state visualizer that was prepared
for the stand at GUT, however now it is not used, as the
integration tool for real-time analysis and visualization is
under development. Therefore apart from the dedicated tools
we use a number of external tools for the data visualization,
eg. Knime, Origin.

D. Early and late fusion

The main concept of the stand was to perform the
integration of emotional activation information from multiple
input channels. One might consider early fusion, in which the
data is combined to create common feature vectors. This
approach has at least two important drawbacks: timing
synchronization and temporary unavailability of input
channels.

The first challenge we have encountered is timing
synchronization. It seems simple with the timestamps
provided by computers, however in practical acquisition of
the affective activations the issue lies in the delay of the
emotion expression for different channels, eg. heart rate
change and skin conductance change last up to one/two
seconds, facial expressions are delayed in comparison with
the physiological signals. This is the result of the
sympathetic and parasympathetic system activation and this
is how it works. As a result it is hard to assign the same label
to exactly the same period of time for different channels.

Another challenge is temporary unavailability of the input
channels. All of the channels used are subject to temporal
unavailability: for biosignals movement artifacts must be
removed, as they interfere with informative peaks, face
recognition is dependent on: face position and illumination
conditions eg. if a user moves head a little bit, face
recognition tool must follow the face (find it again),
moreover keyboard and mouse are usually used
interchangeably, with pauses. The common feature vectors
are full of blank values, asynchronously for the input
channels.

Late fusion that is based on the integration of the
recognized emotional states from different classifiers suffers
from diverse emotion representation models and lack of
mapping between them. Facial expression analysis
algorithms for emotion recognition use Ekman’s Facial
Coding System and provide six basic emotions as a result.
The biosignals are best in recognition of the arousal
dimension of emotional state, and not the valence (positive
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and negative experience might cause the same activation of
the nervous system). There is a constant challenge of
labeling, which will be depicted with the experiment in
section VL.

VI. EXPERIMENTS IN EMOTION MONITORING

There were 5 experiments already held at the stand: (1) a
study on reliability of physiological signals measurements in
the HCI context, (2) experiment with picture stimuli, two
experiments (3) and (4) with sound that provided the
knowledge required for the optoelectronic system for autistic
children, and finally (5) game experience monitoring.

As some of the experiments were already reported [21]
[22][23][24], this section would summarize results of
experiments (1), (3), (4) and (5) as well as provide more
detailed description of experiment (2), which was not
reported before. The descriptions would focus on revealing
observations on usefulness of the emotion monitor stand.

A. Experiment 1. The challenge of biosignals acquisition
in human-computer interaction

After the stand was constructed at GUT in 2013, the first
challenge was encountered in the sensitiveness of biometric
sensors readings to movements. The typical locations of the
sensors are finger tips or finger bases, which is inconvenient
while using mouse and/or keyboard in human-computer
interaction. Therefore, an experiment aiming at eliminating
sensors from hands and finding alternative locations that are
as good as typical finger placement was held. As the
experiment was already reported in detail [21], only the
major findings are summarized. The experiment allowed to
draw some conclusions on human-computer interaction
monitoring based on bio-measurements of muscle electric
activity, respiration, temperature, pulse or skin conductance:

1. Emotion recognition in human-computer interaction
should not use EMG measurements placed on trapesius
muscle nor sensors located at finger tips (temperature, BVP
sensor). Alternative locations of temperature and BVP
sensor on earlobes could be accepted as a solution for
human-computer interaction monitoring.

2. Skin conductance sensor location on forearm is
perceived as less disturbing than location on fingers.
Location on forearm is also less sensitive to mouse
movements.

3. Respiration sensor are perceived as low disturbing and
insensitive to movements, except from body movements.

4.For the signal recorded by all sensors artifacts
connected with large movements (body movements) should
be removed independently of their location on body.

In emotion recognition algorithms, which are based on
biomeasurements, relative values should be provided rather
than absolute values, as there are significant differences
between individuals. Normalization or standardization
procedure should be performed with personal average,
instead of overall average calculated for all subjects.
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Therefore baseline recording is important for experimental
settings, as well as natural environments [21]. The
experiment allowed to find a method for reliable acquisition
of physiological signals in human-computer interaction.

B. Experiment 2. The challenge of labelling

The concept of the experiment assumed registration of
biometric parameters when evoking emotions on the basis of
pictures. GAPED (Geneva Affective Picture Database) set
was chosen, as the pictures in the set are labeled with the
emotional activations in PAD (Pleasure Arousal Dominance)
model. The experiment aimed at: acquisition of data for
learning algorithms that cause emotions as well as
determination whether the readings in alternative locations of
sensors vary with emotions.

The pictures were grouped into 6 groups of similar
emotional activations for: fear, sadness, anger, disgust and
joy. The sixth group represented photos considered neutral
for the reference. In each group 5 pictures were chosen and
displayed one after another. Picture groups were separated
with rest, when no picture was shown. Moreover, before the
slide show of photos, a baseline was recorded. Necessity of
the baseline recording results from the diversity of individual
biometric readings.

The experiment succeeded in determining whether the
readings in alternative locations of sensors vary with
emotions, however failed in training classifiers for emotion
recognition. The resulting recognition rate for the six
emotional states never reached more than 30% independently
of the classifier, training method and its parameters. Detailed
analysis of the results for specific people revealed that
pictures were not efficient stimuli to evoke emotions for part
of them. There were a number of computer science students
involved in the experiment, for whom even the drastic
pictures from wars and hospitals were not enough to evoke
reactions, as they are used to such views by intensively
playing shooter games. For this group of people, the slide
show of pictures that lasted for 20 minutes was simply
boring and it was visible in physiological signals that headed
towards relaxation state, independently of how drastic
picture was shown.

Another interesting group of participants reacted to each
and every picture independently of what was presented, even
a photo of a blue mug or a box caused the reaction (visible
with skin conductance fluctuation). This group of
participants, which might be described as highly-reactive,
also sometimes exhibited skin conductance raise before the
picture was actually shown.

The minority of the participants exhibited the expected
reactions: high for the drastic photos and low for more
neutral ones.

The experiment revealed that choosing a stimuli is an
important matter (obviously), but also that stimuli’s label is
not enough for labeling the data for emotion recognition. In
the picture set there was one picture repeated twice in

different contexts (in different picture groups) and the
reaction to it depended mostly on the context, and not the
actual photo (if any reaction was there). As a result we have
tried alternative labeling methods, however they were found
insufficient in this experiment.

However, the experiment brought to deeper understanding
of the challenge of labeling with emotional states and those
are the lessons learned:

1) There is a difference between the expression of emotion
and the actual emotion eg. one might smile, although feeling
embarrassed by the picture.

2) People exhibit more facial expressions when talking
with others than in front of the computer screen (eg. typical
surprise reaction of “jaw dropping” was never encountered).
Micro-expressions must be recognized and interpreted
instead.

3) Expectation of a stimuli results in pre-condition
reaction (difficult to synchronize it with label).

4) There is no way of actually determine, what the
emotional state of a person is (emotion has external
expressions, however it is an internal phenomena, there is a
two-factor theory of emotional reaction: both stimuli and the
interpretation is required for the emotion to appear).

5) Some people do not exhibit facial expressions, for the
others, the actual expression varies significantly.

6) When labeling pictures, sounds, videos or other stimuli
with questionnaires one might obtain anticipated emotional
state instead of the actual one.

7) People differ significantly in the ability to recognize
and express their own emotional states.

8) Emotional reactions might be caused by some internal
thoughts (some participants exhibited skin conductance
fluctuations during baseline and rest recordings).

Although finished with no success, it was a valuable
experiment, which revealed lots of research issues to work.

C. Experiments 3 and 4. Practical applications

The other three experiments were practical applications of
the stand. Experiments (3) and (4) were conducted to
construct an optoelectronic system supporting behavioral
therapy of autistic children [22][23]. The first experiment
aimed at selection of physiological parameters which are
closely correlated with person's emotional state. Measuring
changes of those parameters and adequate data processing
can show the emotion of investigated person. The
experiment used a stimuli of 1 minute sound that started with
1kHz constant sound that was gradually silenced and
finished with a shot sound. Only few parameters gave very
strong change in measured signal after the shot sound: skin
conductance, respiration and electromyography, however the
individual reaction varied for subjects. The respiration rate
and skin conductance changes were chosen to be monitored
in the elaborated system. Another experiment (4) was
conducted in order to evaluate the prototype of the
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optoelectronic system supporting behavioral therapy of
autistic children. Recently, this system has been tested in one
kindergarten for children with disabilities. Such support will
be very useful and can significantly improve psychological
treatment of those children [23].

VII. RESULTS AND DISCUSSION

Apart from typical challenges in classification: feature
selection, choosing classifier and its structure, proper
training methods and validation, there are more challenges in
automatic emotion recognition. The first one ins reliable data
acquisition, as all input channels are subject to some noise
and temporal unavailability. The main challenge seem still
the labeling with emotional states. One might consider
labeling with user reports, expert observations, user activity
or stimuli labels, however all of the techniques could be
questioned. Perhaps a combination of the two or three
different labeling methods is a way, however the problem of
blending in the case of constrictions remains. Another
challenge is the fusion (early or late) of the emotional
expressions estimate from different input channels and this
field has gathered some researcher attention so far [19],
however still much is to be revealed.

The author is aware of the fact that this study is not free of
some limitations. First of all, the report on the experiment is
subjective one, as the paper aimed at sharing lessons learned
rather than reporting the actual experiments.

The question formulated at the beginning of the paper
how to monitor emotional states in Human-Computer
Interaction with acceptable reliability, accuracy and
granularity? remains open and requires further research.
However, the second question what are the main challenges
in automatic multimodal affect recognition? , which was the
main purpose of this study, was provided with some answers.

VIII.CONCLUSION

Although there are some off-the-shelf solution for
recognizing human affect (produced by Affectiva or
Empathica) as well as many “smart” watches that track
physiology, determining the actual emotional state of a
human being is still a challenge, even for qualified
psychologists. With all the complicated equipment and
algorithms the only thing we could track is emotion’s
external symptoms. Moreover the reliability and the accuracy
of the provided estimate depends on many conditions:
availability of the input channels, air conditions
(temperature, humidity) and the context a human is in.
Perhaps the internal phenomena of the emotion is what
makes us really unpredictable, i.e. humans.
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Abstract—The idea of the Pawlak’s flow graphs is applicable
to many problems in various fields related to decision algorithms
or data mining. The flow graphs can be used also in the
video surveillance systems. Especially in distributed multi-camera
systems which are problematic to be handled by human operators
because of their limited perception. In such systems automated
video analysis needs to be implemented. Important part of this
analysis is tracking object within a single camera and between
cameras’ fields of vision. One of element needed to re-identify
the single real object besides object’s visual features and spatio-
temporal dependencies between cameras is a behaviour model.
The flow graph after some modifications, is a suitable data
structure, which concept is based on the rough set theory, to
contained as a behaviour model in it. Additionally, the flow graph
can be used to predict the future movement of given object. In this
paper a survey of authors research works related to employing
flowgraphs in video surveillance systems is contained. The flow
graph creation based on the paths of objects inside supervised
area will presented. Moreover, a method of building a probability
tree on the basis of the flow graph and a method for adapting
the flowgraph to the changing topology of the camera network

are also discussed.

HE video surveillance systems have become common
Tin public places and provided new possibilities (as well
as challenges) in fields like security, crime prevention and
automated video data processing. One of the main problems
related to increasing number of cameras is that cameras’ Fields
of Vision (FOVs) do not overlap. In other words, there are
locations which are not observed by any of the cameras. Thus
the method for tracking object in a such adverse environment
is needed. Therefore, this issue formed the basis of the authors’
research work presented in this paper.

Tracking objects in a single camera is based on visual
features of a moving object which differ from a background
of a video image [1], [2]. Unfortunately such an approach
is not suitable for the posed problem of re-identification of
the same object in two different cameras. Therefore, some
additional information related to statistical data analysis need
to be obtained. There are two more types of premises (except
of a comparison of visual features) which can be used to track
objects more efficiently, that are:

I. INTRODUCTION

« time of transition between given pair of the cameras
« probability that object will pass between a given pair of
the cameras.
The first type of premise can be presented in the form of the
weighted directed graph called topology graph. Edges of the

978-83-60810-66-8/$25.00©2015, IEEE
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topology graph determine physical possibility of transitions
between cameras and describe time of these transitions. The
description of transition time can be in form of:

« a single value (like average time of transition)

« a probability destiny function (e.g. Gaussian)

« amodel (approximation) of time transition time (e.g. with
Gaussian Mixture Model)

The second type of the premise (that is behaviour model)
can be also described with a weighted directed graph but
in this case it is also acyclic graph called flow graph. The
idea of flow graphs was introduced by Pawlak and is based
on the rough set theory [3], [4]. This paper is focused on
a presentation of methods related to behaviour modelling
with the Pawlak’s flow graphs based on the data from video
surveillance system. Utilization of the presented modified
flow graph corresponds to tracking objects between cameras
with non-overlapping fields of vision (FOVs). A general aim
of this paper is presentation of the survey of the authors’
works on the implementation of the Pawlak’s flowgraph (as
behaviour model) in the video surveillance systems. Certain
paths of objects through observed area are more frequent than
others and some transitions are more probable. The behaviour
model can be considered as a container for knowledge about
these patterns. In order to perform tracking object between
cameras, three types of premises can be used to re-identify
a single real object: visual features, time of transition and
probability of choosing particular transition. The last premise
is contained in the behaviour model (in the flow graph). The
idea of Pawlak’s flow graph is consistent with the rough
set theory and Bayes’ theorem. Description and definition
of the flow graph can be found in the literature [5], [6],
[7]. The flowgraph can be utilized in context of data mining
and decision tree building [4]. Additionally, the flowgraph
idea can be employed in processing of musical meta data
[8]. Extensions and modifications of the flowgraph were also
introduced [9], [10], [11].

The paper begins with a short presentation of the idea
of flowgraphs with accordance to the rough set theory
(see Sec. II). Next, in Sec. III modifications and exten-
sions are introduced that were needed to apply, in order
to use them with metadata obtained from the analysis of
video data from surveillance system. Sec. IV presents an
application of the extended flow graph in surveillance sys-
tem and describes consecutive steps of authors’ research
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work. The paper ends with summary and conclusion in
Sec. V

II. PAWLAK’S FLOW GRAPHS AND ROUGH SET THEORY

In order to start a reflection on the flow graphs, some terms
related to the rough set theory have to be presented according
to literature [3]. Thus, a data set used in rough set theory is
called an information system. The set of attributes denoted as
A must considered. Each attribute a € A may have values
from a certain set V, (called the domain). If two disjoint
subsets of attributes (called conditions C' and decisions D) are
distinguished in the information system, then such a system
becomes a decision system is denoted as:

S =(U,C,D), CuD 1)

where U is called the universe, C'is a set of condition attributes
and D is a set of decision attributes.

Based on the Pawlak publication [12] definition of flow-
graph and their properties will be presented below. The
flowgraphs are actually a kind of data structure suitable for
containing a distribution of information flow and to present
statistical features of objects from the mentioned universe U.
Such an approach enables a new possibility of statistical data
analysis belonging to intelligent methods.

A flow graph can be considered as a directed acyclic graph:

G = (N,E,¢) 2)

where N is a set of nodes, F is a set of edges (£ C N xN) and
¢ : E — (RTU{0}) is a flow function. Moreover, the idea of
flow graph assumes the following notations and terminology:

e (x,y) determines an edge with a node x as an input and
a node y as an output, the edge (z,y) must be contained
in the set E;

e I(z) is the set of all inputs of node = and O(x) is the
set of all outputs of node x, while z € N;

« also output and input of the whole flowgraph G can be
denoted as I(G) = {& € N : I(z) = 0} and O(G) =
{x e N:0(z) =0}

« input and output nodes are called external nodes and the
rest of nodes are internal;

e (z,y) is called throughflow from = to y which fulfils
condition ¢(z,y) # 0 for each edge (x,y) in the set E.

Thus, for each node x of a flow graph G, the inflow can be

determined as:

pr(@)= > ey 3)

yel(x)

and the outflow can be defined as:
p(x)= > olzy) “

y€O(z)

In a similar way input and output of the whole flow graph can
be formulated as:
> e (a)

zel(G)

o+ (G) (5)
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e (@)=Y () (6)
z€0(G)
Each internal node z fulfil the condition:
p1(2) = p—(2) = ¢(x) (7

where o(z) is called a throughflow of node x. For the whole
flow graph G the following formula is true:

0+(G) = - (GQ) = ¢(G) ®)

where ¢(G) is a throughflow of the whole flow graph G.
Hence, considering these assumptions all flows in the graph
G can be normalized with the value of p(G) as is presented
in the formulae:

_ plx,y)

_ plx)
o(z) = 2(G)’ 0<o(z)<1 (10)

The value of o(x,y) is called the strength of edge (z,y) and
the value of o(x) is called the strength of node z.

Above defined normalized flows in the flowgraph allow for
obtaining relative parameters assigned to the edges which are
called certainty factor:

o(z,y)

cer(e,y) =~ o(@) #0 an
and coverage factor:
cov(,y) = ”ff’yi’), o(y) #0 (12)

III. USING FLOWGRAPH FOR BEHAVIOUR MODELLING

In order to create behaviour model based on the flow
graph a video surveillance system will be considered as in
the previous paper [13]. Thus, a set of locations related to
particular cameras is distributed on a certain area which can
be described with the formula:

C:{Cla"'ch} (13)

where c¢; is camera with ¢ index and N is a number of the
cameras (1 < ¢ < N). As it was mentioned a network of
the cameras can be presented with the topology graph on
which spatial dependencies between cameras are described
(see Fig. 1)

Object which moved through the observed area creates
a path which contains consecutive locations visited by the
object. This path can be defined with the following formula:

b= {(cid171)7""(ciduL)} (14)

where c;q, and c;q, corresponds to camera which is visited
by the object at the entrance to the observed area and at the
exit from this area, respectively; numers from id; to idy, define
consecutive values of the index ¢ from Eq. 13. Thus, the set of
paths can be described as presented by the following formula:

P={pl,....,pm} (15)
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Fig. 1: The graph presenting topology of video surveillance
system. According to Eq. 13: C = {w, z,y, z}

where M is the number of paths in the set. Having the input
data prepared in this way, next steps of creating the behaviour
model can be carried out. However, in the beginning, the
attributes and the domains must be reconsidered. Hence, the
attribute used in the flow graph contains two parts:

« the index (number) that describes an order of this element
in its path,

« the label of camera in which an object appeared.
For example, the attribute X; means that the given object was
observed for the first time (on entrance to the observed area)
in the camera *X’. The consecutive domains are determined
with the index mentioned above. The example flow graph
created on the basis of the set of paths is presented in Fig. 2.
Moreover, the certainty and coverage factors are also used in
a specific way. In order to realize above, also parameters of
the flowgraph need to be redefined as the following formulae
show:

o (i, Yit1) = 7“’(32(%”)“)
e =365
(16)
o(xi,yit1)

cer (T4, Yiy1) =

o(@:)

cov (w;1,y;) = L)

where o(x;,y;+1) defines the rate of objects passing from
the camera « in the step ¢ of the path to the camera y in
the next step i+ 1 of the path, ¢(x;,y;+1) determines the
number of paths (in the set of path) which contain a transition
from step z; to step y;4+1, the total number of paths taken
into consideration while building the flow graph is denoted
as ¢(G), and ¢(x;) is the number of paths in the set of
paths which contains the step (flow graph’s node) z;. Also
the values of the certainty an coverage change their meanings.
The certainty (cer) estimates the conditional probability that
the object which left the camera z in the step ¢ of its path will
appear in the camera y in the consecutive step 7 + 1, whereas
the coverage (cov) determines estimation of the conditional
probability that an object which appears in the camera ¥y in
the step j of the path was seen before, in the camera z
in the previous step j — 1 of the path. The certainty cer is

used to predict future movements of the object whereas the
coverage cov is useful in re-identification method. The cov is
utilized during the decision-making related to identification of
the single object observed in two different cameras.

IV. FLOWGRAPHS IN SURVEILLANCE SYSTEMS

The essential use case of the flow graph in the surveillance is
related to prediction of object movements. The certainty factor
estimates the probability of the future location that the object
will visit, based on its previous route through the supervised
area. Because of data concerning flows of objects through the
observed locations, which is contained within the flow graph,
probabilities of more than one location ahead can be predicted.
As a result a probability tree is obtained. The formula which
allows for creation of the probability tree (according to [14])
is shown in Eq. 17:

i=end

cer [Iroota e 7zend] = H cer (.’L’i, xi+1)

i=root

a7)

where the root of probability tree is denoted as .o, the
probability of the path from the verteX Z,oot tO Zend 1S
calculated as a product of probabilities of subsequent steps
in the given path. An example probability tree created on
the basis of the flow graph presented in Fig. 2 is shown in
Fig. 3. The probability tree is created on the basis of the
particular instance of the flow graph. It presents possible future
transitions of the object observed in the certain camera in
determined step of the object path.

Another important issue is the changing environment which
is observed with cameras. It causes changes in the topology of
the camera network. Some transitions may become physically
impossible or new transitions appear. In such fluctuating
conditions the created behaviour model may quickly become
out of date and it will contain incorrect transition probability
estimates. The flow graph is a quite slowly updating structure
so a dedicated method for speed up adaptation to new condi-
tions is needed. In order to solve this problem, an adaptation
method employing some additional modifications, according
to [15] is necessary:

e cach path (obtained from video surveillance system)
before adding to the set of paths and being used to
build a recent behaviour model are weighted by so called
importance factor;

o the importance factor is based on probability of the
occurrence of the same path in the past;

o two instances of flowgraph are created: the first called
core_ and the second called recent_

« measures of distance between two flow graphs also have
to be introduced;

o values of two thresholds need to be determined: the
first one called learningT hershold_ is created in order
to enable making decision that flow graph recent_ is
a proper model of unchanging object behaviour, and
the second one called adaptiveT hreshold_ is used to
determine a moment in which adaptation method must be
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layer 4 layer 6

Fig. 2: The example flow graph obtained from the set of paths

Fig. 3: Probability tree which begins in node Zs (what means that x,,,; = Z2)

performed (when distance between core_ and recent_ is
too large).

The adaptation method requires that some paths will be con-
sidered as more important ones than single paths. Moreover, a
measure of importance of the path #mp needs to be introduced.
In case of normal adding path to the flow graph, the importance
factor ¢mp is equal to 1, but in the adaptation process imp
can be greater than 1. Hence, a weighting of each path must
be performed and a weighted set of paths wP needs to be
introduced, as follows:

wP = {wp;} , wp; = (i, imp;) (18)

where wp; is weighted path that contains path defined previ-
ously by Eq. 14 and ¢mp; is importance factor of path p;.

The set of path P is extended by probability of occurrence
of a particular path in the past, upon fulfilling the condition:

bi
Pr(Path = p;) = ||||P||||

19)

where ||p;|| is number of instances of particular path in the set
of paths P and || P|| in number of all paths in set P.

The difference between two flowgraphs needs to be deter-
mined with distance metrics. The first metric is based on the
average absolute deviation in certainty factor assigned to all
edges of the flowgraph. This metric is called also conformity.
In case that we have two flowgraphs denoted A and B, it
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holds:
Z |C€7”B (xvy) —CEera (xvy)|

Edgesa
D —

[Bdgesal 0
where Fdges, is a set of edges in flowgraph A, cers and
cerp are certainty factors from flowgraph A and flowgraph B,
respectively, ||Edges|| is the number of edges in the flow-
graph A. A 4

The second metric utilizes probability distributions defined
by Eq. 19. The metric is based on a coincidence index.
Changes in the flowgraph are also related to changes in the
probability distribution of paths Pr (Path). One of probability

learningThreshold_
adaptiveThreshold_

Initialize flow graphs:
recent_, previous_, core_

distributions must be determined as a reference (in this case vy
it is Pra), whereas the second probability distribution is input new group of paths
the modified one (Prp). The probability distribution Prp

comes from the flowgraph B that used more paths as input
than the flowgraph A. The mentioned modification is implied
as a possibility of appearance paths which were not present add group of paths to recent_
in the input set of the flowgraph A. In order to solve this d = compare(recent, core)
problem a modification must be made of Prp. All instances
of paths that are in probability distribution Pr4 do not appear
in probability distribution Prp must be removed from the
probability distribution Prp. Next, a renormalization of the
probability distribution Prp is made. The modified probability
distribution Prp prepared in such a way can be used in the
formula 21 as follows:

Z {PTA (PathA zpi) . P;'B (PathB = pz)]
Path 4

A 4

core_ = recent_

d < learningThreshold_

o= [Patha] Y

. . . (21 ) input new group of paths
where ||Path AH determines how many different instances of

path is in the set of paths P defined in Eq. 14.
The adaptation method operates in two phases. The first h 4
is creation of two new flow graphs (core_ and recent_) add group of paths to recent_
and adding paths to recent_ in groups (of i.e. one hundred
paths). After adding a group of paths, the distance between
core_ and recent_ is calculated (using formula Eq. 20). If the l
distance is larger than learningT hershold_, then recent_ is
copied to the core_ flowgraph and a next group of paths is

d = compare(recent, core)

added to the recent_, otherwise the core_ is considered as a d <adaptiveThreshold_>—re
proper behaviour model and the adaptation algorithm passes

to the second phase. In this phase paths are still adding to

the recent_ in groups, but there is no copying of the recent_ ,F

flowgraph to the core_. After adding the group of paths the | adapt recent_
distance between the flow graph core_ and the flow graph |

recent_ is calculated (see Eq. 20) . If this distance is lower

than adaptiveThreshold_, the next group of paths is added to Flg 4: Flowchart of the used adaptation algori[hm
the recent_ flowgraph, otherwise the importance weights (see
Eq. 21) is calculated for the last group of paths and these paths
are added to the core_ flowgraph with appropriate weights.
Next, consecutive groups of paths are added to the recent_

core_=recent_

The simulation was carried out in the following way:

flowgraph. The flowchart of this algorithm is presented in the 1) on the basis of real set of paths, which was quite small
Fig. 4. (about 1000 paths), a large set of path was generated
In order to prove this concept, simulations were performed. (about 100 thousands paths),

The results of the simulations are presented in Fig. 5, 2) the real_small_ flowgraph is built on the basis of this
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(a) Topology I, learningTreshold_ = 0.0001, adaptiveTreshhold_ =
0.005;

Conformity

i —

0 20000

40000 60000 80000 100000 120000

Number of paths

140000 160000 180000 200000

——adaptive refference

(b) Topology II, learningTreshold_ = 0.0001, adaptiveTreshhold_ =
0.005;

Fig. 5: Result of preformed simulations for different topologies
of video surveillance systems

small set of path,

building a flow graph enforced with adaptation method
is performed with the large (generated) set of paths —
adding paths in groups of 100,

the small set of path is modified in a way which
simulates changing the topology of the cameras network,
the new version of realsmall_ flowgraph is built on the
basis of this small modified set of path,

the second large set of paths is generated on the basis
of this modified small set of paths,

adding the paths form the large set to the recent flow-
graph occurs.

3)

4)
5)
6)
7

The charts from Fig. 5 present the distance (see Eq. 20)
between the real_small_ flow graph and the core_ flow graph
(when adaptation method is in use). In order to show the
difference, the reference_ flow graph is added. This flow
graph is built without any adaptation method. The drastic
change in the center of the chart is related to the modification
of the small set of the path (simulating change in the topology
graph). In order to obtain real input data (a small set of object
paths) the setup of 6 cameras, denoted as Topology I, was used.
The Topology II was a group of 11 cameras. The real_small_
flow graph for both sets of camera was created basing on the
analysis of 1,5 hour of video material.
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V. CONCLUSION AND FUTURE WORK

The flow graph is a suitable data structure to contain a
behaviour model. It is prone to extensions, modifications
and adaptation to various types of problems because of its
transparency and simplicity. In case of video surveillance sys-
tems the flow graph is a container for knowledge concerning
object behaviour which is easily to obtain and fast in use.
The certainty and coverage factors can be clearly explained
and easily applied to problems of object movement predic-
tion (in correspondence to cer) or object re-identification (in
correspondence to cov). Additionally, problem of changing
conditions in video surveillance systems also can be also
managed using the adaptation method presented above. This
adaptation method allows for obtaining better conformity of
the flow graph in case of modification of the topology of
camera network. Moreover, the flow graph adapts faster to
new conditions. The future works related to the flow graphs
are concentrated on the application of them in tracking object
in one camera in case when the object is obscured by another
object or some other obstacles.
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Abstract—We use higher-order, type-theoretic Situation The-
ory to model semantic concepts as situation-theoretic objects con-
sisting of parametric information. Situation Theory contributes
by representing concepts as classes of parametric objects, in a
computational way. We use concepts that are often expressed by
human language in taxonomy classifications, as a demonstration
of the situation theoretic-approach to model parametric informa-
tion in abstract concepts.

I. INTRODUCTION

HE IDEAS of Situation Theory were originally intro-

duced by Barwise [1], and then by Barwise and Perry [2],
for modeling information in nature. The work emerged from
decades of efforts by varieties of model-theoretic approaches
for adequate computational semantics of human language and
cognitive science. In search for adequate semantics of human
language, with his extensive work in mathematics, model-
theory, and admissible sets, Jon Barwise soon realized that
semantic objects for human language are special cases of
objects in a more general theory of meaning and information.
Since then, Situation Theory has been under development as a
powerful, highly expressive theory of finely-grained informa-
tion that is partial, underspecified, and situational. Semantics
of languages is one of the prominent applications of Situation
Theory, know as Situation Semantics.

Our intensive efforts on modeling semantic information and
concepts are currently in several, concurrent directions, for
intelligent applications to information and language process-
ing. In nature, information typically is partial, parametric, and
dependent on situations, in most of its components. For ade-
quate modeling of semantic objects, we need to represent these
natural features of information and languages. Applications to
many contemporary technologies, which are related to data
science, information, and language processing, require models
of information and information processing. These models need
to reflect information flow in nature and, in the same time, to
be computational.

On the side of the mathematical foundations of Situation
Theory, Aczel non-well-founded set theory, see Aczel [3], has
proved to be the most suitable set theory for modeling classes
of situation-theoretic objects that are proper classes, i.e., which
are not sets in the classic Zermelo-Fraenkel set theory ZFC,
while they are non-well-founded sets in Aczel set theory. Aczel
non-well-founded set theory is an axiomatic system consisting
of the ZFC axioms, except the Axiom of Foundation, which is
replaced with Aczel Anti-Foundation Axiom (AFA), see also
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Rathjen [4]. Situation Theory, when based on Aczel non-well-
founded sets, models circular information and self-reference,
including for concepts. It can model potentially large classes
of situation-theoretic objects, which theoretically are proper
non-well-founded sets. What is significant, for practical, in-
telligent applications, is that situation-theoretic objects, even
when properly non-well-founded by the AFA, have finite,
not necessarily large representations, e.g., visualized as cyclic
graphs. Large objects can be limited for practical applications,
e.g., by restrictions from specific domains of applications.

Situation Theory has been under development as a theory of
the inherently relational and situational nature of information,
in general, not only of linguistic meanings, by diverging
from the traditional possible-world theories of semantics with
type-theoretic settings, in particular from Montague’s IL (see
Montague [5]). Detailed discussions and motivations of the
situation-theoretic objects, such as situation types similar to
the ones introduced in this article, are given in Barwise and
Perry [2]. For an informal introduction to Situation Theory
and Situation Semantics for human language, with examples
and intuitions, see Devlin [6]. Note that the typed situation-
theoretic objects that we use in this paper extend the ideas
of situated objects in the early works on Situation Theory,
and in addition, are strictly defined objects of mathematical
structures. Formal introduction, in the lines of our work
here, is given in Loukanova [7]-[10]. These works include
examples from human language, while Loukanova [11], [12]
provides syntax-semantics constructions of human language
expressions, by using phrase-structure syntax, which is the
precursor and theoretic backbone of parsers in currently pre-
vailing computational syntax.

One of the distinguished applications of Situation Theory
has been Situation Semantics for semantic representations
of human language in computational grammars. Head-driven
Phrase Structure Grammar (HPSG) is one of the first practical
grammar frameworks, based on formal syntax of human lan-
guage by using typed, linguistic feature-value structures, see
Pollard and Sag [13], [14], and Sag et al. [15]. Originally,
HPSG was introduced by the ideas of Situation Theory for
distribution of partial information throughout grammatical
representations, via typed feature-value structures. Various,
partly specified feature-structures can be combined according
to grammar principles and constraints, by unification and
expending them with new information. From start, HPSG
came with ambitions to use Situation Semantics for including
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semantic representations in syntactic analyses. Current HPSG
systems have been successfully realizing such semantic rep-
resentations with a specialized language, Minimal Recursion
Semantics (MRS), for handling scope ambiguities, see, e.g.,
Copestake et al. [16]. Loukanova [17] shows that the concept
of minimal recursion in MRS has a functional formalization
by the formal language of acyclic recursion introduced in
Moschovakis [18]. By considering the relational character of
the predicate symbols used in elementary predications in MRS,
we see MRS as an implementation of a special case of a formal
language for Situation Theory, in the lines of Loukanova [10],
while more work on the relationship is necessary. The original
Situation Semantics inspired other work in linguistics. E.g.,
it was used for semantic analysis of questions, see Ginzburg
and Sag [19]. Lambalgen and Hamm [20] used concepts of
Situation Semantics for semantics of tense and aspect, from
cognitive perspective.

Situation Theory is an open area of theoretic development,
with potentials for varieties of applications. While it has
established classic applications to computational semantics, as
briefly summarized above, both Situation Theory and Situation
Semantics are largely open areas, in theory and applications.
Currently, Situation Theory has new significance as a theory
of heterogeneous information, along with the proliferation of
interdisciplinary technologies and applications, especially in
Artificial Intelligence and other areas that involve intelligent
computation.

This paper is on a specific task of using situated information,
with parametric objects, to represent hierarchically linked
classes of parametric concepts. We employ situated types
that support linking parametric objects with restrictions. We
introduce primary restrictions over parametric objects as types
associated with the argument roles of relations and types.
These restrictions are called appropriateness conditions over
argument roles. The argument roles (commonly known as
argument slots) of relations and types can be filled up only by
objects satisfying the respective appropriateness conditions.

The notational symbolism that we use to designate abstract
objects of Situation Theory reminds of expressions of a formal
language, but by these notations, we do not define a formal
language and do not use any such formal language per se.
Le., Situation Theory is a higher-order, typed, mathematical
structure. In this work, we use Situation Theory as a model
theory of information, by a focus on specific abstract objects,
without formal language. On the other side, a formal language
for Situation Theory can provide many advantages. E.g., it is
important to have a formal language for situation-theoretic
analyses of human and artificial languages, via semantic
representations by formal terms (which are usually called logic
forms). Introducing a formal language for Situation Theory is
the topic of other work, see Loukanova [10], [21], for devel-
opment of formal languages of Situation Theory. In this work,
our focus is on introducing semantic domains of situation-
theoretic objects, i.e., complex types with parameters and
complex, restricted sets of linked parameters. In the second
part of the paper, we use situation-theoretic objects to represent
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parametric concepts, i.e., concepts as model-theoretic objects
with rich informative structure, where information can be
parametric.

Note 1: The situation-theoretic objects are often designated
by multi-line expressions, i.e., spread over several lines, for
lack of space in a single line, but also to visualize the structure
of the objects. We have tried to follow traditional indentation
as in programming, wherever possible, but primarily, we try
to follow the convention that the arguments of a given relation
or type are vertically aligned.

II. A BRIEF OVERVIEW OF BASIC SITUATION-THEORETIC
NOTIONS

This section introduces situation-theoretic notions and ob-
jects that are fundamental for representation of information
and essential for the following sections of the paper. Infor-
mally, the informational pieces, called infons, are basic and
complex objects that have structure carrying information about
relations and objects filling the arguments of the relations, at
time-space locations. Recursively, basic and complex infons
are constructed by starting with primitive relations, argument
roles, primitive individuals filling the argument roles of the
relations, basic space-time locations, and positive or negative
polarity. The polarity of an infon carries the information about
whether or not the objects in the infon are in its relation.

A. Primitive Individuals

A collection (typically, a set) A is designated as the set
of primitive individuals of Situation Theory:
Ao ={a,b,c,...} (1
The objects in App are set-theoretic objects, not necessary
atomic urelements, which are considered as primitives in
Situation Theory. In various versions of Situation Theory,
designated for specific applications, some of the individuals
in Anp may be parts of other individuals in A,p, and as
such, can be in respective part-of relations.

B. Space-time Locations

Situation Theory make a substantial use of a given class
Aioc of space-time points, periods, and regions units. Note
that A, oc can be a proper class, or a set, depending on the
version of Situation Theory that one can select to use in
applications.

ALOC = {laIOalla---} (2)
The collection A, oc is endorsed with relations of time prece-
dence <, time overlapping o, space overlapping o, space-
time overlapping o, and space and time inclusions C;, Cg, C.
In some versions of Situation Theory, the space-tile locations
can be given by complex objects, e.g., as pairs of two
components, one for space locations (regions), and one for
time points or periods.
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C. Primitive Relations

Significantly, Situation Theory has a collection (which can
be a set in practical applications, or a proper class) Agg. of
abstract, primitive objects that are the primitive, i.e., basic,
relations: Agg, = {r0,71,...} The elements of Agg_ are ab-
stract representatives of real or virtual relations. For example,
some of them can be abstract representatives of real properties
of objects and relations between objects, in reality, or in virtual
models, which humans are attuned to distinguish perceptually
in reality, or cognitively, i.e., conceptually.

In typical set-theoretic practice, relations between set-
theoretic objects are represented as sets of ordered tuples of
the objects being in the relevant relations. On the contrary,
Situation Theory takes the relations in Agg, as primitive, first-
class objects. L.e., the objects in Agg, , are primitive objects that
are not themselves sets of tuples of individuals being in those
relations. Set-theoretically, the primitive relations in Agg; , as
well as the other primitive objects in Situation Theory, such
as individuals, properties, relations, and types, can be taken as
urelements of the meta-theoretic set theory. E.g.,

Ager = { man, woman, dog, run, like, ...} 3)

By introducing more complex situation-theoretic objects, it is
possible to define the notion of the extension of a given relation
r, in a given situation s as the set of the tuples of objects being
in the relation r in s. For example, the extension of the relation
read in a given, specific situation s and a space-time location
[, is the set of all pairs (a, b) of objects, such that the primitive
relation of reading holds between a as the reader and b as the
object that is read, at the location [, in the situation s.

D. Primitive Types

Situation Theory has a collection (a relatively small, finite
set) of objects, which are called primitive or basic types, that
represent our intuitions, cognitive concepts of types, and type
classifications of objects in specific areas of applications:

Brype = {IND, LOC, REL, TYPE, POL, PAR,
ARoles, INFON, SIT, PROP, =}

(4a)
(4b)

where IND is the type of individuals; LOC: of space-time
locations; REL: of relations (primitive and complex); TYPE: of
types (primitive and complex); POL: of two polarity objects
(e.g., represented by the natural numbers 0 and 1); PAR:
of parameters; ARoles: of abstract argument roles (primitive
and complex); INFON: of situation-theoretic objects that are
basic or complex information units; SIT: of situations; PROP:
of abstract objects that are propositions; |= is a type called
“supports”. Some of these types will be explained later.

E. Primitive Parameters — Indeterminates

Situation Theory has a collection (a set) of primitive param-
eters, for each of the basic types, e.g.:

Puo = {a,0,¢,...}, Proc = {lo,11,...}, (52)
Pree = {7071, },  Poor = {i0yi1,-..},  (5b)
Psir = {S'Oa S1y... }7 (5¢0)

We assume that, for every type 6 : TYPE, there is potential
availability of parameters of that type 6, (6a).

Py is a class of parameters, for every 6 : TYPE
pEPy iff p:6andp:PAR

(6a)
(6b)

Thus, theoretically, the classes of types and parameters can
be proper classes, which are Aczel non-well founded sets, see
Aczel [3]. Note that in applications, for many types 6 : TYPE,
it can be the case that Py = (). Practically, it would be useful,
to add classes Py not in advance, but depending on needs, and
to add fresh, new parameters to them “on-the-go”.

Sometimes, but not always, we use a notation originally
introduced in Situation Theory, to denote parameters with
dotted letters, as in (5a). Marking letters with dots is a visual
distinction of parameters from other individuals and objects.
However, we should stress that this paper is about modeling
domains of Situation Theory, not about a formal language.
Letters, characters, and expressions that we use are notational
means of denoting objects in situational domains.

In this paper, we start with the idea of situation-theoretic
parameters as representing very primitive concepts that are
distinguished only by their types. Thus, Pup is. the class
of the primitive concepts of individuals, e.g., a, b, etc., are
concepts of individuals. Proc is the _cla_ss of the primitive
concepts of space-time locations, e.g., ly, l1, etc., are concepts
of space-time locations. Pgg. is the class of the primitive
concepts of relations, where any element r € Pgg is a
concept of a relation. E.e., blue, as a unary relation, i.e., a
property of objects, is the concept of an object being blue in
color, in space-time. give is the concept of a relation between
three objects, one being an individual giving an object to
another individual, which takes place in space-time. Typically,
relations between objects and properties of objects happen in
space-time. The class Pgr consists of primitive parameters
that represent abstract concepts of situations. We consider
that the biological nervous systems, at least those of humans
and other advanced living organisms, are attuned to recognize
both abstract entities and specific instances of abstract entities.
In particular, human brain has inner facilities to form and
comprehend concepts for individuals, relations, space-time
locations, and situations, as well as specific representatives,
i.e., instantiations, of the abstract concepts.

Notation 1: For any given type T (primitive or complex) and
an object ©, we write (" : ©) to designate the proposition that
O is of type T, and T": O iff © is of type 7. An alternative
notation of can be used, i.e., © : T, as in some type systems,
such as the intensional logics of Montague and Gallin. We
allow both notations depending on convenience, i.e., given a
type T (primitive or complex) and an object ©, we write

(T:0) iff (©:7) (72)
a

i.e., the proposition that © is of type T’
T:0 iff ©:7T iff OisoftypeT (7b)

The alternative notations in (7a)—(7b) can be used depending
on the context, which makes clear the usage. Note that (7" : @)
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and (© : T') in (7a) both designate the proposition that © is
of type T, while the alternatives in (7b) designate the verified
proposition, when factually © is of type T'.

F. Primitive Argument Roles

We assume a collection (a set) of primitive objects B.Axgoles
designated as primitive argument roles, which is a sub-
collection of the class of complexargumentroles:

BAARoles - {PO, cee (8)

A set of argument roles is associated with each of the primitive
relations, and each of the primitive types, by a function ARGR,
with domain and range: Dom(ARGR) = Agg. U Brype, and
Range(ARGR) C TYPE X Ajgoles- Thus the argument roles of
each type and each relation X (basic or complex, recursively
for the complex ones) are associated with corresponding types
that restrict what objects can fill up the argument roles. lL.e.,
every relation or type X, is associated with argument roles:

s Py } C AARoles

ARGR(X) ={Ty : argy,..., Ty : arg,}, (9a)

where arg; : ARoles and T; : TYPE, ¢ =1,...,n, ob
for some n >0 0)
The types T; are called appropriateness constraints of the
corresponding argument roles arg;, ¢ = 1,...,n, of the
relation (type) X. Complex relations and types are associ-
ated with argument roles and corresponding appropriateness
constraints, according to recursive definitions given in what
follows, supplemented by examples.
In what follows, we assume that if an argument role arg, of
a relation or type X, (9) is restricted by a type T; : arg,, this
argument role can be filled up by a situation-theoretic object
of type T}, including by parameters, e.g., by using (6b).

G. Basic Infons

Basic infons can be represented by specialized, marked
tuples

<inf0n775977—7 Z) (10)

where v € Rgg. 18 a relation (primitive or complex), LOC : T,
POL : i, and @ is a function, called the argument-role filling of
«, which fills up the argument roles arg,, ..., arg,, (n > 0) of
~ with objects &1, ..., &, of respective types 11, ..., Ty, i.e.:

0 ={{T1:argy,&1),...,{Tn: arg,, &)} (11

for some situation-theoretic objects &1, ..., &, satisfying the
corresponding appropriateness constraints of the argument
roles of the relation ~.

Notation 2: The basic infons (10), as well as some of the
complex ones are denoted by (12):

<7, 0,7,0i> (12)

Notation 3: When the types of the argument roles are
agreed, i.e., understood by the context, the function filling the
argument roles is denoted by (13).

9:{<a7'917€1>a--'7<argn7€n>} (13)
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H. Complex Infons

Complex infons for representation of conjunctive and dis-
junctive information are formed by the operators conjunction
and disjunction. In some earlier versions of Situation Theory,
the operators conjunction and disjunction in the infon con-
structions were taken to be primitive relations between infons,
for which locations are irrelevant.

Notation 4: For sake of space, by assuming that the order
of the argument roles is agreed to avoid confusion, we shall
adopt the traditional linear notations of the basic infons, with
or without the type constraints over the argument roles, as in
(14a)—(14d).

<, Ty :argy = &, ..., Tyt arg,, = &n, (14a)
LOC : 751>

<L, argy €1,...,arg, £, LOC 1 T;1 > (14b)

Ly, Ty &y Ty i &y T30 > (14c¢)

Ly, €1, &, T > (14d)

We denote the class of all infons, basic or complex, by Zixrox -

III. BASIC SEMANTIC CONCEPTS

In this section, we introduce the idea of representing basic
semantic concepts as situation-theoretic objects with paramet-
ric components. We use prototypical examples of semantic
relations and parametric information peaces.

Example 3.1: Assume that reads € Agg, i.€., reads is a
primitive situation-theoretic object of type REL, i.e., by (7b),
reads : REL. Assume also that the relation reads has two
argument roles as in (15):

ARGR(reads) = {IND : reader, IND : readed}

(15)
for reader, readed € Aagoles
Then, we have the following infons in (16a)—(16d).
< reads,IND : reader : a,
(16a)
IND : readed : b,LOC : [;1 >
< readsa, IND : reader : a,
. . (16b)
IND : readed : b,LOC : [;1 >
< readsa, IND : reader : a,
. . (16¢)
IND : readed : b,LOC : [;1 >
< readsq,a,b, l;p > (16d)

Note that we use the “misspelled” notation readed for the
semantic argument role of the relation reads, which is to be
filled by the object that is being read. Le., readed € Axgoles 18
an abstract argument role denoted by this “misspelled” variant
of the past participle of the verb “read”. This notation is
by a trend in the early versions of Situation Semantics, by
which, the argument role for the actor of an activity, usually
denoted by a verb, is represented by using the suffix “er”,
and the argument role for the object acted upon by using
the suffix “ed” or “en”. Thus, some argument roles can have
“misspelled” notations. How the argument roles are denoted is
a matter of agreement settings. We have chosen here that trend,
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to avoid indexing the argument roles with natural numbers, i.e.,
argq, ..., arg,, which carries connotations that the argument
roles have been linearly ordered, which is not always the case.
We would like to stress that, in general, there is no intrinsic
order over the argument roles of relations and types, except
in specific cases and for notational needs.

In (16a)—(16d), a,b € Anp are individuals, | € A oc is
a location, while a,b € Pwp are parameters for individuals,
[ e Proc is a location parameter, and p € Ppo,. iS a parameter
for either of the two polarities {0,1}. E.g., the unknown
individual, which fills up the argument role of the material
that is being read, is represented by a semantic parameter b
that is restricted to be of type IND, by the constraint over
the argument role that b fills up, i.e., IND : readed : b
This constraint allows b to be of both types IND and PAR,
i, IND : b and PAR : b, by using (6b). Similarly, for the
constraints over a, i ,D.

We stress that the parameters are not variables in a for-

mal language. In Situation Theory, parameters are first-class
model-theoretic objects. In this paper, we use the parameters
a, bas representing the abstract concept of individuals that are
‘unknown’, and [ represents a concept of a space-time location,
without being any specifically determined location. The two
specific individuals a, b, the location [, and the ‘confirming’
polarity 1, are instantiations of the corresponding concepts
of two individuals, a location, and a polarity represented by
parameters.
Next, we give examples for other parametric infons, by using
a relation of reading, which is an alternative to the relation
reads in (16a)—(16d), for having an extra argument role
for an intended listener, which could have been denoted by
listener. To avoid the connotation that the object filling up
this argument role listens (which might not be the case), we
denote it by readee.

Example 3.2: Now, we assume that read € Agg, i.e., read
is a primitive situation-theoretic object of type REL, i.e., by
(7b), read : REL. The significant difference is that, unlike in
Examle 3.1, here the relation read has the following three
argument roles.

ARGR(read) = {IND : reader,IND : readed,
IND : readee} a7

for reader, readed, readee € Axgoles

Now we consider the infon (18a)—(18e).

< read, IND : reader : a, (18a)
IND : readed : i), (18b)
IND : readee : ¢, (18¢)
Loc : Loc : I; (184d)
POL: Pol: 1> (18e)

The infon (18a)-(18c) represents the information that an
individual a reads the unknown or undetermined material b
(.e., b is a semantic parameter) to the unknown or unde-
termined ¢ (i.e., ¢ s a semantic parameter), at the unknown

or undetermined location | (.e., [ is a location parameter).
The informational piece (18a)—(18e) is about the relation read
between specific objects a, b, ¢, taking place at the specific
location i. The difference is that @ € Anp is explicitly
given as known, determinedly picked up from the set Ap.
While b € Puos, ¢ € P, and [ € "PLOC, are also specific,
but are either unknown or simply left indeterminate, i.e., as

parameters.
Example 3.3:
< read, T, : reader : a, (19a)
Ty : readed : b, (19b)
T. : readee : ¢, (19¢)
Loc : Loc : I; (19d)
POL : Pol : p> (19e)

In (192)-(19e), by Ty, T} and T, we represent sets of types
that constrain the argument roles reader, readed, readee of
the relation read, by undetermined types.

By using a parameter for polarity, the infon (19a)—(19e)
represents the parametric information that the specific object
a either reads or does not read the undetermined b to the
undetermined ¢, at the undetermined location l. The unde-
termined polarity is represented by a semantic parameter p
that is restricted to be of type POL, by the constraint over the
argument role that p fills up, i.e., POL : Pol : p. This constraint
allows p to be of both types POL and PAR, i.e., POL : p and
PAR : p, by using (6b). Similarly, for the constraint over /.

The importance of using the polarity parameter POL : p, in
this example, is that we do not have an explicit disjunction —
we still have a piece of information by (19a)-(19¢e) about the
relation of reading concerning a as a possible reader.

The reason for which we have chosen examples with the
relation of reading is not only to demonstrate the definitions,
but also because it is denoted by a verb that syntactically
can have either one, two, or three syntactic arguments. With
the Examples 3.1-3.3, we make a point for a distinction
between syntactic arguments of lexemes, in this case of the
verb “read”, and the corresponding semantic argument roles
of the semantic relations denoted by those lexemes. Typically,
a sentence like (20b) can be rendered into a term having a
component infon similar to one of the infons in (16a)—(16d),
which may be combined with additional infons depending on
the noun phrases A and B. Thus, the verb “read”, co-occurring
with two syntactic arguments, would be treated as denoting a
relation reads associated with two semantic argument roles
(15). Similarly, the verb “read” in a sentence like (20a) can
be rendered into a relation read; associated with one semantic
argument role.

A reads. (20a)
A reads B. (20b)
A reads B to C. (20¢)

A sentence like (20c) can be rendered into a term with a
component infon similar to the one in (18a)—(18e). In this
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way, when the verb “read” co-occurs with three syntactic
arguments, it is rendered into a relation read, which is different
from read; and reads, by having three semantic argument
roles (17). As a choice, one may keep up with this line of
introducing different, variant relations, depending on the num-
ber of argument roles. This choice is deficient in representing
that there is a common semantic relation of reading that may
exhibit only some of its semantic argument roles in language
expressions like (20a)—(20c¢).

Here we point that by using semantic parameters, we
can render the verbal lexeme “read”, occurring in the three
kinds of sentences like (20a)—(20c), into the same relation
read, associated with three semantic argument roles (17). For
sentences like (20a), read would be rendered into the relation
read, by filling up each of the argument roles readed and
readee with undetermined parameters. The role reader can
be filled up by a specific individual a, or by a parameter a
along with additional information depending on the NP A. In
sentences like (20b), read would be rendered into the same
relation read, by filling up the argument role readee with an
undetermined parameter, while the roles reader and readed
can be filled by specific individuals, or by parameters along
with additional information depending on NPs A and B. In
this way, we have the same semantic relation read, which
may exhibits only some of the semantic information associated
with it, explicitly in syntactic expressions like (20a)—(20c).
Information that is not expressed in (20a)—(20c) and is not
available by context, is kept parametric and underspecified.

Thus, by the relation read associated with semantic argu-
ment roles (17), we model a general, semantic concept of
reading. Its argument roles can be filled up by parameters
or specific individuals. Furthermore, the parameters can be
additionally specified as we show in the second part of the
paper. We used read as a prototypical example of a class of
similar basic semantic concepts.

IV. PROPOSITIONS

Definition 1 (Proposition): A proposition is a seman-
tic, situation-theoretic object, represented set-theoretically in
Aczel non-well-founded sets, by the tuple (PROP, T, §), where
T € Trype 1s a type that is associated with a set of argument
roles (21)

ARGR(T) ={T1 : argq,..., T, : arg,,} (1)

and 0 is a function, called the argument-role filling of the type
T, which fills up the argument roles argy, ..., arg, (n > 0),
of T with objects &1, ..., &, of respective types 11, ...,T,,
ie.:

0 ={(T1:argy,&1),...,(Tn: arg,,&n)}

for some situation-theoretic objects &1, ..., &, satisfying the
corresponding appropriateness constraints of the argument
roles of the type T, i.e.:

Tlifl,...

(22)

T 2 €n (23)
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Notation 5: Typical notations are

(proP, T, 0) = (T, 6) (24a)
=(T:0) (24b)
=(:T) (24¢)

The notations (24a) and (24b) resemble the application oper-
ators, where “T applies to the argument(s) §”. The notational
variants (24b) and (24c) are used alternatively depending on
the context and the specific types T. The notation (24¢) follows
the verbal expression “the proposition that the object(s) filling
up the argument role(s) of T are of type T".

Definition 2 (Situated propositions): Situated proposition,
instantiated in a situation s, is any proposition (25):

(PROP, |=, SIT : s, INFON : 0), (25)

where s is a situation parameter s € Py i.€., SIT : s and o is
a basic or complex infon, i.e., 0 € Zixpon-

The type | (pronounced “supports”) has two argument
roles, (26):

ArgR(}=) = {SIT : arggyy, INFON : arq  pon } (26)

A proposition (25) is pronounced “the proposition that the
situation s supports the infon ¢”, or “the proposition that o
holds in the situation s”.

Notation 6:
(PROP, |=, SIT : s, INFON : o) = (PROP, |=, 5,0) (27a)
= (&, s,0) (27b)
=(skE o) (27¢)

V. COMPLEX TYPES AND RELATIONS

Situation Theory has an abstraction operator, which resem-
bles the A-abstraction in functional A-calculi, but is model-
theoretic, informational abstraction. The informational abstrac-
tion is not a syntactic construction of a A-expression in a
formal language. It defines abstract complex relations and
complex types, with abstract argument roles. These abstract
situation-theoretic objects can be modeled with set-theoretic
objects, by choosing appropriate set theory, e.g., a classic set-
theory for more restricted applications, while choosing Aczel
non-well-founded set theory, such as in Aczel [3], for more
sophisticated applications.

A. Complex Relations

Definition 3 (Complex relations and argument roles): Let o
be a given infon, and {&;,...,&,} a set of parameters, i.e.,
primitive or complex objects of type PAR, PAR : &;, for i =
1,...,n (n > 0), which may occur in ¢ (when some &; does
not occur in o, the abstraction over &; is vacuous, but it adds
an additional argument role to the complex relation). Let, for
each i € {1,...,n}, T; be the union of the constraints over
the argument roles filled up by &. Then A{&1,...,&.}0 is
a complex relation, with abstract argument roles denoted by
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[€1],- .., [€n] and having T4, ..., T, as appropriateness (type)
constraints, respectively, i.e.:
[Tl &l Tt [6n] a] € Trer, and (28a)
ARGR([T : [&],..., Ty : [&)) | o]
= {([&]. T1), - -, (€], Tn)} (28b)
={T1: &), Tn: [6a]}

Instead of (28a), we shall primarily use the notation (29b),
by suppressing the types of the argument roles when they are
understood. The notation (29a) may be useful too.

[Ty : (&), T2 [6n] | 0] (292)
= (A1), Ao (29b)
= )‘{gla'“agn}a (290)

Upon agreed order, which is a typical practice in mathematics
and in computer science, the argument roles (usually called
argument slots) and/or the types constraints can be skipped,
and only the objects filling up the argument roles (slots) are
listed.

B. Complex Types

In this subsection, we define the abstract objects complex
types. They are significant for what follows in this paper.
Definition 4 (Complex types and argument roles): Assume
that
1) © is a given situation-theoretic proposition, and &1, ...,
&, are parameters, i.e., PAR : &, fori =1,...,n (n >
0).
2) For each i € {1,...,n}, T; is the union of all the
appropriateness constraints of all the argument roles of
constituents of © that are filled up by &;.

Note that © may have various, components (constituents),
which are either types or relations, with arguments roles that
are filled by &;. In addition, a single constituent type, or a
constituent relation, may have more than one argument role
filled by &;.

The result of the abstraction over the parameters &1, . .., &y,
from the proposition © is a complex type (30a), with argument
roles [¢;] that are associated with appropriateness (type) con-

straints, respectively, (T; : [;]), fori=1,...,n (n > 0), i.e.,
(30b):
[Tl : [£1]7 coy Ty [fn] | 6] € Tryee, and (30a)
ARGR([T1 < [61], -+, T : [€a] | ©])
={{l&]. T0), -, {[6n) T} (30b)
={T1:[&],....,Tn: [a]}
Thus the abstraction over the parameters &1, . . ., &,, from the

proposition O, results in complex, abstract argument roles [£1],
.., [€n] of the complex type [T1 : [&1], ..., T, : [€a] | ©]. The
abstraction creates argument roles along with appropriateness
type constraints 77 : [£1],..., T, : [£n].

Note that, as in the complex relations, the parameters &;,
i =1,...,n, are primitive or complex objects of type PAR,
PAR : &, for ¢ = 1,...,n (n > 0), which may occur in ©.

When some &; does not occur in ©, the abstraction over 7 : &;
is vacuous, but it adds an argument role of the complex type
(30a). In the cases when n = 0, the complex type has no
argument roles.

Notation 7: A complex type [T1 : [&1],...,Tn = [€n] | ©]
is alternatively denoted by (31b), when the argument roles
of the result of the abstraction operation are suppressed; and
with (31c) when the corresponding type constraints over the
complex roles are suppressed too.

[Ty : (6], T 2 [€n] | ©] (31a)
=[N :&,.... T & | O] (31b)
=[&,...,6n | O] (3lc)
=Mé&, ..., 6,10 (31d)

Similarly to the complex relations in (29a)—(29c), com-
plex types might sometimes be denoted by the A-notation

Mé&i, ..., €.10 in (31d). Whether a situation-theoretic object
[Ty : &1,..., Ty : &, | 9], as an abstraction over the parameters
PAR : &1, ..., PAR : &, in an object ¢, is a complex

relation or complex type depends on whether ¢ is an infon
or a proposition, not on what notation we use for it per se.
Nevertheless, we shall primarily use the notations in (29b)—
(29c¢) for relations, and (31a)—(31c) for types, in order to make
clear distinction between (1) the abstract complex relations,
which are abstractions over parameters from infons; and (2) the
abstract complex types, which are abstractions over parameters
from propositions.

VI. CoMPLEX CONCEPTS

In this section, we demonstrate how to use complex para-
metric types to model taxonomic concepts. The concepts can
be at different level of abstraction over various parameters.

A. A Sample Concept

Here we demonstrate the general ideas of concepts in
taxonomic classifications, e.g., the class of odd-toed, ungulate
entities as a subclass of animate entities. Then, we demonstrate
how to instantiate the concept of an odd-toed, ungulate entity
with a specific representative a having a complex property,
e.g., walking in a space-time location and sleeping in another
space-time location.

(32a)
(32b)

Tanimate =
[IND : [7] | ($ E< animate,IND : arg : x,
LOC : [;1>>)]
The type Ty, defined in (33a)-(33c) is the type of odd-

toed ungulate individuals in some (parametric) situation s and
location I:

Totu = [Tam'mate : [I] | (S ): (33&)
< odd-toed, Tynimate : a1 : T, LOC : i; 1> A (33b)
< ungulate, Tanimate © arg : T,LOC : [; 1 >)] (33¢)
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B. Instantiation of Concepts

The type (34a) is a two-argument type of a situation and
a location, in which a specific odd-toed ungulate individual
a walks. Note that the type (34a) is defined only in case the
proposition (a : To,) is true, i.e., a : Ty, Which is so in
case a of type Ty -

(34a)
(34b)

[SIT : [30],LOC : [Io] | (50 =
< walk, Ty = walker : a,LOC : [g;1>>)]

The type (35a)-(35d) is a three-argument type of situations
$o and locations io, il, such that, in the situation S, the odd-
toed ungulate individual a walks through the location ly, and
sleeps through the location il, and where the locations lb and
[, are not overlapping in time.

[SIT : [$0], LOC : [Ig],LOC : [I] | (35a)
($0 E< walk, Ty, : walker : a,LOC : l;1> A (35b)

< sleep, Top : sleeper : a,LOC : [1;1 >IN (35¢)
UX) (35d)

The type (36a)-(36d) is a four-argument type of situations
S0, $1 and locations io, il, such that, in the situation 3, the
odd-toed ungulate individual a walks through the location lo,
and, in the situation s1, a sleeps through the location i 1, where
the locations [y and [; are not time overlapping.

[SIT : [30],LOC : [Io], SIT : [$1],LOC : [I1] | (36a)
($0 E< walk, Ty, : walker : a,LOC : lo; 1 >IN (36b)
($1 =< sleep, Ty : sleeper : a,LOC : [1;1>)A  (36¢)
UX7N) (36d)

C. Concept Subdivision

A conceptual class can be subdivided into subclasses by
using subtypes. E.g., we demonstrate the technique, by the
type Thocturnal 0 (37a) defined as a subtype of the type Ty,
defined in (33a)-(33c).

Thocturnal = [IND : [ZL‘] |
($ =< nocturnal, IND : 2,LOC : [;1 )]

(37a)
(37b)

Now, the type Thocturnal-otw N (382)-(38f), has a single
argument role [a]:

Thocturnal-otu = [{Tnocturnat, Totu} * @ | (38a)
($2 E< healthy, Thocturnal : aryg : @, (38b)

LOC : [2;1 )N (38¢)
($0 =< walk, Ty = walker : a,LOC : lo;1>)A  (38d)
($1 E< sleep, To, = sleeper : a,LOC : il; 1>)A  (38e)
(lo o 1) A (o C o) A (I Clo)] (38f)

The type Thocturnal-otn, i (382)-(38f), that has a single argu-
ment role [a] with the argument constraint {T,octurnal, Lotu t
for appropriate filling, i.e.:

ARGR(Tnocturnal—otu) - { {Tnocturnah Totu} : [a] } (39)
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Now, while the types in Examples VI-A-VI-C share the param-
eters for a situation s and a location /, we might consider them
as related by them, as long as these types are used together,
as if in a “package”. In case these types are “separated”, the
parameters s and [ can be anchored, i.e., instantiated, with
unrelated objects of the respective types.

D. Instances of Concepts in Conceptual Sub-divisions

Let c¢; be a parameter assignment for the type Thocturnal-otu
in (38a)-(38f), such that:

c1(%0) = s0, c1(lo) = lo, (40a)
c($1) =s1, alh)=h, (40b)
61(52) = 8o, C1 (l2) = ZQ. (4OC)

Then the following propositions have the same truth values:

(c1(Thocturnat-otu) © @) is true (412)
<~

(c1(Tnocturnat) * @) (41b)

(c1(Totu) : @) (41c)

(s2 E< healthy, Thocturnal : a19 : @, (41d)
LOC : l3;1 >)A

(so E< walk, Tyt : walker : a, (41e)
LOC : lg; 1 >)A

(s1 E< sleep, Toty - sleeper : a, (411)
LOC : l1;1 >)A

(lo 9 1) A(lo Cla) A (I Cla) (“41g)

In general, in order to model parametric assignments and cog-
nitive concepts, including for semantics of natural language,
and in systems of taxonomic information, we allow the sub-
propositions (¢1(Thocturnai) @ @) and (¢1(Tor) : a) may be
true by “preserving” parametric information via assignment
¢1(3) = é and ¢1(I) = I. Then, the following propositions are
truth equivalent:

(42a)
(42b)

(Cl (Tnocturnal) : a) — (TnOCtm'"’ll : a)
<~ (02 (Tnocturnal) : a)

In the above types, there is not explicit requirement that further
update of information, by a new parameter assignment co, have
to agree on the parameters s and [ (which in certain cases may
be desirable). Let co be a parameter assignment for the type
Thocturna; 10 (37a), such that:

c8)=s, cl)=1. (43)
Then:

(CQ(Tnocturnal) : CL) is true (44a)

<= (s’ =< nocturnal,IND : arg : a,
v AR (44b)

LoC : I';1>>) s true

< s’ =< nocturnal,IND : arg : a,

, (44c)
Loc: 11>
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The parameter assignment c; may not agree with cy, for
example, in case s # s and s # s'. There is a need for
explicitly expressing that c; should be a parameter assignment
for the types Thocturnat i (37a), Ty, in (332)-(33c), and
Tonimate 10 (32b), so that they agree on $ and [, as in (45):

ald)=s, () =1, (45)
The effect of (41a) is represented in (46a)—(46h):
(c1(Thocturnai-otu) : @) is true (46a)
<~
(s =< nocturnal,IND : arg : a,LOC : [;1>>) A (46b)
(s =< odd-toed, Tonimate : a7g : a,LOC : ;1> A (460)
< ungulate, Tonimate : 019 1 a,LOC : [;1>) A

(s E< animate,IND : arg : a,LOC : [;1>>) A (464d)
(s2 E< healthy, Trocturnal : arg : a,LOC : la; 1 >3>)A (46¢€)
(so B walk, Tppy, : walker : a,LOC : lp;1>>) A (46f)
(s1 B sleep, Ty, ¢ sleeper : a,LOC : l1;1 ) A (46g)
(lo 9 1) A (lg Cl2) A (I C ) (46h)

VII. LINKING PARAMETERS IN INFORMATIONAL
STRUCTURES

The following examples are patterns of how to achieve ef-
fects of linking argument roles of relations and types and their
filling. The results are complex informational structures, as in
(41a)—(46h), that represent general, informational patterns.

A. Complex, Interrelated Types
The type Titan in (47a)-(47b) is a three-argument type,
with argument roles for an individual, IND : [€], a situation,
SIT : [§'], and a location, LOC : [I'].
Tyitan = [IND : [€],SIT : [¢'],LOC : [I'] |
(8" E< animate,IND : arg : €,

(47a)

. 47b

Loc : ;1 >)] “70)
Thus, the type Tsiiqn 1S a type having three argument roles:
the argument [£] that can be filled up by an animate individual;
the argument [$'] can be filled up only by a situation where
the individual filling up the role [¢] is animate; and [I’] can be
filled up only by the corresponding location in that situation.
E.g., as in the proposition (48b) that is constituent of the type
Tsitatu in (483)-(48C)

The type Tsitot, in (48a)-(48c) is a three-argument type,
with argument roles for an individual, IND : [x], a situation,
SIT : [$], and a location, LOC : [I], and is a type of odd-toed
ungulate individuals z in a situation $ and a location [:

Teitoru = [IND : [z],SIT : [3],LOC : [I] | (48a)

(Tsitan, IND : [€] = 2, SIT : [§'] : 5,L0C : [I'] : [)A (48b)
($ E< odd-toed,IND : arg : z,LOC : i; 1> A (48¢)
. c
< ungulate, Tsitan : arg : ,LOC : ;1 >>)]

The constituent proposition (T's;tan, IND : [§] : @, SIT : [§] :
$,LOC : [I'] : 1) in (48b) states that the objects x, $, and [

(filling correspondingly the argument-roles [¢], [§'], and [I'] of
the type Ts;tqn) have to be of type Tiitan-
B. Interrelated Generalizations

Now, we demonstrate the generalization of the type
Trocturnal 10 (37a) to a situated type that has three arguments:

(49a)
(8" =< nocturnal, IND : ¢,LOC : [";1>)] (49b)

Taitnoet = [IND : [¢], SIT : [8"],LOC : [I"] |

The type Tsitnoctotn 10 (502)-(50e) is a three-argument type,
with argument roles for an individual, IND : [z], a situation,
SIT : [$], and a location, LOC : [[], and is a type of odd-toed
ungulate individuals x, that are nocturnal, in a situation $ and
a location /.

As in (482)-(48c), the constituent proposition (Tsizan, IND :
[€] : a,s1T =[] : §,LoC : [I'] : I) in (50b) states that
the object parameters x, $, and i (filling correspondingly the
argument-roles [¢], [¢'], and [l’] of the type Tsitnoct) have
to be of type Tsimoct- Any objects respectively instantiating
these parameters have to be of these types too. The constituent
(Tsitnoct, IND = [C] = @, SIT : [§"] - §,L0C : [I”] : 1) in (50c) is
a proposition, which stating that the same object parameters =,
$, and [ (filling correspondingly the argument-roles [¢], [$”],
and [i” ]) have to be of type Tsitnoct, also.

Tsitnoctotu, = [IND : [z], SIT : [§],LOC : [I] | (50a)
(Tsitan, IND : [€] - 2, SIT : [§'] : 5,L0C : [I'] : 1) A (50Db)
(Tsitnoct, IND : [¢] : 2, SIT = [§"] : 8,

Loc: [I"]:1) A
($ =< odd-toed,IND : arg : 2,L0C : ;1> A (50d)
< ungulate, Tsitan : arg : x,LOC : i; 1>)] (50e)

(50c)

Therefore, the truth conditions for the proposition (51a) are
equivalent to those for the conjunction (51b)—(51d), where a,
s, and [, are either specific objects or parameters, respectively
for an individual, situation, and space-time location. l.e.,
the proposition (51a) stating that a, s, [ are of the type
Tsitnoctotu 18 true iff the conjunctive proposition (51b)-(51d)
is true by instantiating the parameters z, s, [ with a, s, 1,
correspondingly:

(Tsitnoctotu, IND @ [x] 1 @, SIT : [§] : s,LOC: [[] : 1)  (51a)
<~
(Tsitan, IND : [€] -z, 81T : [§'] : 5,L0C : [I']: 1) A (51b)
(Tsit-nocturnals IND : [q : $,'SIT :[8"] : s, 510)
roc: [I"]: 1) A
($ =< odd-toed, IND : arg : z,L0C : [;1 >> A 51d)
< ungulate, Tsitan, : arg : ,LOC : [;1>>)
is true for c(x) = a, ¢($) = s, c(l) =1, (51e)

where c is a function for parameter assignment, i.e., instanti-
ating, the parameters x, $, [ with a, s, l, correspondingly. In
what follows, we shall use simply the equality sign for direct
parameter assignment, without using the assignment function
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c. The above information can be expressed all together in the
following way:

(Tsitnoctotu7 IND : [1'] ca, SIT: [S] .8,

Loc:[i]:1) (420)
< (p1Ap2Aps) is true (52b)
where
pr= ([ 3 1) | (Totan, 08D < €] : 2,
SIT : [¢'] : 4, (53a)
Loc: [I']: l)],
IND : [z] : a, SIT: [§]:s, LOC: []] :1),  (53b)
ps = ([, 18 1] | (Tostmoets ™ND: [(] : ,
SIT : [§] : 3, (53¢)
roc : [I"] :1)],
IND : [z] :a, SIT:[§]:s, LOC: [[]:1] ), (53d)
p = ([i2], 31,0 |
(S =< odd-toed, IND : arg : z,
Loc: ;1> A (53e)
< ungulate, Tsitan : arg : x,
LOC : i;l > )],
IND: [2] :a, SIT:[$]:s, LOC: []]:] ) (53f)

Now, instead of repeating the informational patterns in
(52b)-(53f), for various specific types and properties, we can
use sub-typing, by type and relation parameters, which can be
instantiated as necessary.

(Tsitnoctotu, IND : [x] t @, SIT: [§]:s, LOC: [l]: 1) (54a)
< (p1 Ap2ADp3) (54b)
where
pr = ([[«], [3, 1] |
Ty, IND : [€] s @, SIT: [§] : 8,
| Loc: [I':1)], (552)
IND : [2] ta, SIT:[§]:s, LOC: [[]:1),
po = ([[], (3], 0] |
To,IND : [(] : @, SIT : [§"] : 4,
| roc: [I"]:1)], (53b)
IND : [2] : a,SIT : [§] : s,LOC : [] : 1),
ps = ([[], (3], 1] |
$ELr,IND: [z] : x,
| Loc: [l : ;1> )], (>3¢)
IND : [2] :a, SIT:[$]:s, LOC:[[]:1] )
r=[[z],[I] | <7y, IND:[2]:z,
Loc: [l]: ;1> A (55d)
L7, IND : [2] sz, LOC : [I] 1 131> |,
ry = [IND : [2], LOC: [[] : 1 |
(55e)

Lwu, Ty :arg : x, LOC:i;1>>],
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re = [IND : [z], LoC: [I] : ] |

. (551)

< t, IND: arg : x, LOC:l;1>>]7
Ty = Tsitan, T2 = Tsitnoct, u = ungulate, (552)
t = odd-toed, (55h)
a=ag, S=So, l=1Ip (551)

Now, the parameter ¢ in (54b)—(55i) can be left under-
specified, by dropping out the instantiation ¢ = odd-toed in
(55h). However, one may still need to restrict the possible
instantiations of t. E.g., that can be done by replacing (55f)
and (55h) with (56a)—(56b).

r = |IND : [z], LOC: [I] 1 |

< ty, IND: arg:z, LOC:[;1>> V (562)
<KL te, IND: arg : x, LOC:i;l >>]7
t, = odd-toed, t. = even-toed (56b)

Another possibility to introduce alternative instantiations,
i.e., alternative parameter assignments, is by using sets and
membership instantiations:

p € M, for given T : TYPE,p € PAR,p : T,

: (57)
and a set M of objects of type T’

Le., in (54b)—(55i), we can replace the assignment ¢
odd-toed in (55h) with (58).

t € { odd-toed,t = even-toed } (58)

The truth values of the proposition in (51a), i.e., in (52a)
and (54a), can be determined, i.e. calculated, from (51b)-
(51e), alternatively from (52b)-(53f), or (54b)—(55h). The
informational structures in (52b)—(53f) and in (54b) reveal de-
tailed informational compounds and how they are “linked” in
general informational patterns. In particular, the informational
structure of (54b) reveals:

1) The informational structures of the propositions p; and
p2 have the same pattern given in (59):

(T,IND : [¢] ra, 81T 2 [§'] : $,L0C: [I']: 1) (59)

Note that the distinctions between &’ and 5", and respec-
tively, between I’ and [”, are inessential. The proposi-
tions p; and py differ in the specific instantiation of the
type parameter 1" with T;1qn and Tsinoct, respectively.

2) ps is the general information pattern for a situated,
propositional content, where 7 is a relation parameter,
which can be instantiated, i.e., anchored to by a pa-
rameter assignment, or equality like (55d), to any unary
relation (without counting the location argument, which
is specially designated). In this case it is instantiated by
a complex conjunction infon. The parameter r can be
considered as a relation parameter  with any number
of arguments, n > 0:

(é|:<<r, Ty :argy : xq1, ...
Loc: [l : ;1)

7T1 : a'f‘gn * Tn,

(60)
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VIII. GENERAL ARGUMENT STRUCTURE IN COMPLEX
RELATIONS

The relation parameters 7; and 7, are instantiated to com-
plex relations by (55f) and (55e) respectively, both of which
have the same informational structure as 2 g, in (61):

To.r, = [IND : [z], LOC: [I] : ] |

< Rs, IND : arg : x, LOC : i; 1] D
The relation 7, g, in (62), is the generalization of the two-
argument, parametric relation 72 r, in (61) to a parametric
relation 7, r, of several complex argument roles [z;,], ...,
[;,.], [i], by abstraction over the location parameter /, and a
set of parameters, T}, : zj,,...,Tj, : x; , filling some of
the argument roles of an n-argument relation parameter R,,:

Tm,R, = [TJ : [Ijl], ey Tj : [Ijm], LOC : m ol |
< Ry, Ty :argy cx1, ..., Tyt arg,, : Tn, (62)
LoC: ;1> |

IX. CONCLUSIONS AND FUTURE WORK

A. Conclusions

The paper covers the topic of linking parametric information
in taxonomic concepts that are constructed by using relations
and types having complex argument roles. In general, the argu-
ment roles of complex relations and types are constrained by
situational types. The argument roles can only be saturated by
appropriate situational objects of the corresponding types. The
objects that fill-up the complex argument roles in parametric
objects can be parametric too. Constituents of information can
be linked via recursively constructed, parametric components
and instantiations.

We have shown how informational patterns can be produc-
tively re-used by different instantiations, with updated situa-
tional constituents, which can be specific or again parametric.
The constraints over abstract argument roles are expressed
recursively with complex types, via abstraction operator.

The presented situation-theoretic approach is primarily in-
tended for modeling information that is typically partial, para-
metric, and depends on context and situations, as in concepts.
In addition, in the contemporary explosion of technologies
for large databases of uncertain information, we find that
Situation Theory can be used for efficient representation of
large collections of data and information streams. Information
can be hierarchically organized according to informational
types in classes and subclasses. Instead of repeating larger
or smaller amounts of details, concepts represent parametric
generalizations, which can be instantiated depending on needs
and specific situations. Typically, parametric instantiations are
dependent on situations. Situation-theoretic types, which are
used in concepts with components that are parameters for
situations, carry informational content that is “placed” in
abstract, “unknown’ situations.

B. Future Developments

Future work, which is related to the topic of this paper, is
linking parametric objects via complex restricted parameters,
for representing underspecified cognitive concepts. Situation
Theory with similar parametric objects has been used for
semantics of attitude expressions and quantifier ambiguities
(e.g., see Loukanova [11], [12], [22]).

A related topic, on which we work concurrently, is de-
velopment of formal languages for Situation Theory, see
Loukanova [10], [21]. Forthcoming work is on association of
such formal languages with denotational and algorithmic se-
mantics. The denotational structures of such formal languages
are situation-theoretic domains, as in Loukanova [7]-[9], and
in this paper. The varieties of formal languages depend on the
areas of application, coverage of semantic concepts, and the
situation-theoretic domains of objects. A formal language of
Situation Theory can be useful for expressing general semantic
concepts such as the ones introduced in this paper.

As we explained in Section I, Aczel non-well-founded set
theory provides a theoretic limitation of the situation-theoretic
objects, including situations, to objects that conform to Aczel
Anti-Foundation Axiom (AFA). These objects can be large
as non-well-founded sets, and can be circular, but they have
finite representations, e.g., by finite graphs, which, in case of
circular information, are circular graphs. Specific applications
can have additional restrictions on the objects in their domain
and still allow circular information, if needed. In typical
applications, circularity is undesirable by leading to circular
algorithms, which may not end. Excluding circular situation-
theoretic objects from the domains is complicated at model-
theoretic level. Using a formal language of Situation Theory,
as in Loukanova [10], provides a useful tool by formulation
of acyclicity constraints over formal terms denoting situation-
theoretic objects.

A primary area of applications of Situation Theory is to
computational semantics of languages. Typical approaches
to computational semantics encounter problems due to pro-
gressive expansion of ambiguities, and multiple, unknown,
or undetermined interpretations, which actually depend on
partial, and underspecified semantic information. Situation-
theoretic objects, as introduced in this paper, model infor-
mational content of concepts by using semantic parameters.
which can be instantiated depending on context, situations,
events, and other resources.

Among the target areas of applications of the presented
approach are neuroscience of language and cognitive science,
where cognitive concepts are essential. Of particular interests
are situation-theoretic models of forming, developing, produc-
tivity, and efficiency of language and cognitive concepts and
universals.

An open area of work is on formal languages of Situation
Theory, e.g., as in Loukanova [10], [21], expanding them
with syntax-semantics inferences, checks for consistency, and
in addition, implementing them as computerized systems.
Such practical implementations require work on developments
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of specialized algorithms, their classification with respect to
complexity, developments of databases, and techniques for
evaluations.

C. Comparative Studies

Detailed comparative study of the technique introduced in
this paper with other techniques for representation of concepts
is an unexplored area. The technique introduced here shares
ideas with work from fuzzy networks, see Yager [23]. Another
direction of comparative study, by considering prospects for
new developments, is with the approach of Rough Neural
Computing (RNC), see Pal et al. [24]. Comparison with RNC
would be of especial interest because RNC is a develop-
ment of modeling neural networks for computations by using
lexemes from human language. Similarly, situation-theoretic
representations of concepts, as introduced here, have essential
components consisting of semantic representations of lexical
items and phrases from human language. Comparative studies
may open possibilities for enhanced integration of approaches.
We have a preliminary view that approaches that use fuzzy
logic and fuzzy sets can benefit by further developments
integrating Situation Theory and formal languages for it. This
will enhance representation of fuzzy informational concepts
and other informational units, by enriching them with content
that is structured information, even if partly known and other-
wise underspecified. On the other hand, Situation Theory and
formal languages for it, may benefit by incorporation of fuzzy
set theory and weighted parametric information, for practical
applications.

A promising direction of developments is for relational
databases with Situation Theory and semantic representations,
by using formal languages of it. This is essential for domains
such as health and medical sciences, where semantic infor-
mation is typically partial, underspecified, and dependent on
situations. E.g., situation-theoretic approach introduced here
can contribute to enhanced databases systems introduced in
él@zak et al. [25], and Sosnowski and Slczak [26].
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Abstract—This paper summarizes our approach and exper-
imental evaluation of infrastructure-based Indoor Positioning
System (IPS) designed to be used by First Responders. We
are using 868 MHz single channel, power-efficient radio markers
and RSSI (Receiver Signal Strength Indicator) fingerprinting.
Artificial Neural Network translates vectors of RSSI constructed
using mobile units into position. Special preprocessing needs to
be applied to on-line signal to construct a vector for classification.

I. INTRODUCTION

Positioning system in GPS-denied environments (such as
large buildings, tunnels etc.) can play crucial role in the
Search and Rescue operations. Indoor Positioning Systems
(IPSs) can improve not only safety of First Responders, e.g.
Smoke Divers who have to search the building and safely
withdraw having very limited oxygen supply, but also system
like that could assist in decision making and risk manage-
ment at rescue scene [1] by enhancing situation awareness
of the Incident Commander. Yet, reliable information about
deployment of resources (both humans and equipment) in
the dynamical changing, decision-demanding environment is
very challenging. This paper summarizes our approach for
infrastructure-based indoor localization designed to be a part
of risk management system for Incidents Commanders.

IPS can significantly optimize performance of fire brigade at
incident scene in various aspects. Firstly, communication can
be significantly enhanced as it was discussed in [4]—basing
on interviews with experts and some on-field experiments
the number of voice communication could be significantly
reduced. Secondly, one of the most significant factor that is
known to be source of accident (or near-miss incidents) at a
fire scene is the lack of situational awareness'. Information
about deployment of personnel is a key-factor at incident

The research was supported by the Polish National Centre for Research
and Development (NCBiR)—Grant No. O ROB/0010/03/001 in the frame of
Defence and Security Programmes and Projects: “Modern engineering tools
for decision support for commanders of the State Fire Service of Poland during
Fire&Rescue operations in the buildings”.
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place. At the same time, it should be advised how to present
the information. Amount of information generated at the scene
can easily overwhelm [1] the Incident Commander.

Most reliable IPSs involve usage of infrastructure-based
techniques, in which various transmitters (or beacons) are
deployed in buildings beforehand. That enables us to position
the receiver node carried by the subject. Different techniques
can be used for such setup (see survey [2] for extensive
summary). Following this survey, we have chosen to exploit
radio Received Signal Strength Indicator (RSSI) fingerprinting,
because of two main reasons: (1) relatively cheap and easy
to deploy, and (2) accuracy can be easily tuned by adjusting
number of anchor nodes.

(b) Receiver node

(a) Anchor node

Fig. 1: Radio Nodes: anchor nodes are deployed at known locations around
the building while Receiver node is carried by the First Responder.

RSSI fingerprinting is an empirical technique based on
measuring the intensity (strength) of received signal at known
positions. Those measurements form features (fingerprints) of
signal attenuation of different radios influenced mostly by
walls and steel constructions of the building. Positioning can
be seen as a problem of classification of incoming signal in
order to find “best-match” from known database.

In our setup we also have taken into consideration issues
that are specific for search and rescue operation. Firstly,
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the algorithm needs to be fault-tolerant: damage of a single
radio should not increase significantly the positioning error.
Secondly, it is known that fire environment could alter signal
propagation significantly [3].
The contributions of this paper are as follows:
« experimental evaluation of IPS based on RSSI fingerprint-
ing and Artificial Neural Networks,
o discussion on hardware design of radio markers (anchor
nodes).

II. RELATED WORK

Due to the growing demand for indoor positioning systems,
wireless location is an important area of research in recent
years. Many studies have been published concerning different
types of localization techniques.

Both Personal Dead Reckoning (PDR) and Foot-mounted
Pedestrian Navigation System use Inertial Measurement Units
(IMUs) for path estimation. However, since the IMU position
error accumulate during the procedure of walking, a lot of
attention is paid to systems based on a pre-installed infrastruc-
ture. Nowadays, the most frequently used technology is based
on radios, e.g.: pseudo-satellite transmitters, Radio Frequency
Identification (RFID) markers and Ultra-Wideband (UWB)
radars. This has many advantages, radio is not limited by the
line-of-sight condition as radio signals can penetrate walls and
diffract around objects [5].

Several methods have been proposed to estimate the location
using sensor networks. Usually, the approach is based on
reference nodes (beacons, anchor nodes), which positions are
known. The position of the receiver is calculated from the
information it receives from the beacons.

The position can be derived from distance estimates between
the beacons and receiver node. Most radio receivers in a
wireless system have the ability to measure the Radio Signal
Strength Indicator (RSSI). This can be later translated to a
distance by using a path loss model. Generally, the relation
between RSSI and distance is determined by the following
formula

RSSI(d) = P — R — 10« logy d, )]

where P is the transmitted power, « is the path loss exponent
which falls linearly and R is a constant that depends on
the conditions of the environment, d is the distance from
transmitting end [6].

Generally, three main methods are used for the problem
of localization: trilateration, multilateration and fingerprinting.
Trilateration and multilateration are based on the propagation
model, conceptually simpler, but difficult to calculate in a com-
plex environment—firstly distance needs to be estimated ac-
curately, which involves usage of more expensive transceivers
(e.g. UWB radio that uses ToF model?) and, secondly, environ-
ment (and its changes over time) modelling can be challenging.
In contrast, fingerprinting is empirical method in which signal
attenuation in the building are measured and, therefore neither

Zhttp://www.decawave.com/

PROCEEDINGS OF THE FEDCSIS. £ODZ, 2015

the signal propagation model is not used nor the building plan
does not to be known.

Trilateration technique uses properties of triangles to deter-
mine the location, therefore it usually requires at least three
access points on the surface. While using this technique precise
distance needs to be measured (which usually is not achievable
using RSSI). Precise distance is measured using different
physical techniques: Angle of Arrival (AoA) is a method that
locates the user by measuring the angle of incoming signal,
Time of Arrival (ToA) is a technique based on the Time
of Flight (ToF). While using this method the clocks of all
physical units must be precisely synchronized and clock drift
compensated. All this makes the final system more complex.

Multilateration is a navigation technique based on measure-
ment of the difference between the distances to two or more
stations located at known locations that transmit a signal in
the indicated times [7]. It differs from trilateration in that it
does not use absolute measurement of Time of Flight, but its
differences (TDoA, Time Difference of Arrival). Position is
then estimated by the intersection of hyperboloids which are
places consisting of points having equal TDoAs. In this case,
the problem can be represented as an optimization problem and
solved using, for example, the method of the least squares or
gradient descent method.

Due to the fact that certain signals can be disturbed by
presence of obstacles, some extensions (like, e.g., multiwalls
model) to above-mentioned methods were introduced.

Fingerprinting is another method frequently used in indoor
positioning. In this technique radio signal strength is measured
at different locations beforehand. During the first (training or
off-line) stage signal strength data is collected is the physical
location (usually up to 50 x 50m?) to the training/labelling
database, or to a non-linear mapping. In the second (on-line)
stage of the mobile unit measures RSSI and compares its
value to values held in the database. In result location with
similar matching is returned. The location of the fingerprint
technique requires an adequate number of reference devices
and stable environment before calibration, because the result
is sensitive to environmental changes, such as moving objects
in a building that may have an impact on the properties of the
signal. Fingerprinting can obtain good performance, since the
noise arising from all obstacles is already included in the map.
Therefore, we do not have to add to it any additional model.

The widely used basic matching algorithm used in finger-
printing is the k-Nearest Neighbour (k-NN) [8]. In the on-
line positioning step the k-NN algorithm is searching for k
neighbour closest (in the sense of the Euclidean distance)
between classes of fingerprint database and the real-time
RSSI values to determine the location. The Support Vector
Regression (SVR) [9] as well as, Artificial Neural Network
(ANN) are in widespread use as well [10], [11], [12], [13].
Comparison of different architectures of neural networks can
be found in [12].

Moreover, there are attempts to combine such estimation
with dead-reckoning navigation using foot-strapped inertial
measurement units [14].
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Fig. 2: Simulation of radio sampling vs density of radio displacement. On the
right results for empirical data (for twy,;n, = 300 ms and twyaez = 1200 ms)
is enclosed.

III. HARDWARE SETUP

We use transceivers based on RFM22 Hope Microelectron-
ics co. silicon with 17 cm coper wire antenna (half-wave long).
RFM22 have ability to work in very different modes (mod-
ulation, frequency, transmit power). Additionally, our setup
involves computations of neural network on mobile device
(Odroid-U3), sending it via ZigBee 867 Mbps (2.4 GHz) and
displaying actual positioning using Recon Jet head-mounted
display?.

The relatively low frequency (868 MHz) was chosen be-
cause of the high penetration ability of signal comparing to
power consumption. Also, the noise from different devices
operating in this particular frequency band is expected to
be smaller (comparing to e.g. 2.4 Ghz). It is worth to note
that higher penetration gives us possibility to build sparse
node networks, which drastically lowers the cost of overall
system. Another issue is signal attenuation in smoke and fire
environment which is known issue (see [3]) but there is not
enough comparable results to choose the best operating band
for this purpose.

Two type of radio nodes was constructed: anchor node
(see Fig. la) and receiver node (Fig. 1b). Anchors send
periodically small portions of data including identifier and
message number. Receiver Node is gathering those packages
while establishing RSSI and reports it to processing unit.

Configuration of RFM22 was as follows: 868 MHz fre-
quency transmission band, FSK modulation without Manch-
ester encoding (error detection technique—disabled for shorter
time of transmission) and +17 dBm mode (transmit power).
During initial test we confirmed sufficient wall penetration and
expected RSS loss.

Every anchor node operates on exactly the same frequency
and, because of that, two radios which transmit their signal
can drown each other. Two or more radios that are in mutual
coverage area cannot transmit their data in the same time.
Therefore, transmission synchronization needs to be performed

3http://www.reconinstruments.com/products/jet/

to overcome problem of mutual jamming. Nevertheless, direct
clock synchronization is very complicated in Wireless Sensor
Networks (see [15] for overview of the problem), especially
in indoor environment (where GPS-based synchronization is
unavailable).

Straightforward, node-independent mutual jamming preven-
tion technique based on randomized transmission was imple-
mented. Node number ¢ transmits its mark which usually lasts
for about 15 ms, and then radio goes into sleep mode for 7; ms.
Idle time is picked randomly after each transmission from the
interval

tWimin < Tz < tWmag- (2)

This way, idle time is long enough to allow other radios
to transmit their data and short enough to retransmit packet,
if it was dropped while mobile is not moved far. Due to
the high noise in RSSI estimation it is important to get as
many readings as possible. The data is later preprocessed using
moving window technique (see Section V-A).

Figure 2 shows simulation result for selected values of
tWinin and twy,q, with regard of the number of anchor nodes.
Increased number of anchor nodes obviously lead to increased
sampling rate at Receiver Node. This, however, can be done
only to some extent, after which sampling rate is degrading
(because of the collisions in transmission). Peeks at Fig. 2 in-
dicates more or less “optimal setup”. Having estimated number
of nodes that can jam each other on deployed building interval
of sleeping time should be adjusted using this simulation.

Sampling rate estimated from empirical data (which was
16.3 + 2.5rps) in our experiment is higher than expected
(depicted by the box plot on the right-hand side of Fig. 2).
In our experimental deployment (see Fig. 6) distant nodes are
on the edge communication reach and, therefore, they have
limited possibility to drown each other.

IV. SYSTEM DESCRIPTION

Overall system processing schema is illustrated in Fig. 3.
Operation of IPS that is based on fingerprinting is divided
into two phases: off-line and on-line. In the first fingerprints
are collected and learning procedure is performed. In on-line
phase, on the other hand, incoming signal is processed “on-
the-fly” and algorithm outputs position.

OFFLINE

Anchor Node (Fmgerpnn[mg) (Neural Network tralnmg)

O‘P Position
O——0
.
Mobile Node \ S ST
[©) AN U e postprocessing
h N parameter Tanning e @
................... . Parameter Tnning <
s Sa
indoor @ A

A e

Anchor Node
( Indoor/outdoor )
FRR

Fig. 3: Processing steps of the Localization Algorithm

ignal preprocessing Using
moving window

ONLINE

At step @ fingerprints are collected (numbers in circles
refers to Figure 3). Radio signal strength is recorded using
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mobile device at predefined places (with known GPS posi-
tion) and used to construct a feature vector (fingerprint) for
particular point.

In the on-line situation at the beginning (®) RSSI signal
needs to be preprocessed to create a test vector for ANN. Due
to the fact that RSSI values from different radios did not arrive
at the same time, sliding window technique is exploited—
due to the small sampling rate fast movements of mobile unit
can degrade precision of test vector formulation (windowing
technique introduces lags). Later we remap entries of this
vector to the interval [0, 1] in order to use the neural network
at step @.

Node @ is used to resolve the method that will be used
for positioning. It turns out that the simple thresholding of
signals is inadequate, because some radios can be transmit
with lower RSSI value outside than inside. However, it is true
that the signal strength with decrease with the distance from
the building. Indoor/outdoor detection is beyond the scope of
this paper.

Classification (mapping RSSI to position) is performed at
step ®. Just after it simple mapping to GPS coordinates is
performed.

At the end ® path needs to be post-processed (expected high
RSSI noise introduces a lot of distortions on path). Kalman
Filter is a good candidate for solving this problem, because of
the motion model that can be expressed by it.

V. NEURAL NETWORK-BASED FINGERPRINTING

This section describes our framework for IPS based on
Artificial Neural Network.

Most commonly used type of Artificial Neural Network
(ANN) consists of several layers: the input layer is connected
to layers of hidden units, which provide information to the
output layer. For learning ANN the most commonly used
method is the backpropagation algorithm. It tries to adjust
weights of each neuron in order to reduce the error between the
desired and calculated output. In this way, the neural network
learns how to map input to output. The aim of the network is
not only to restore the training input data but also to generalize
the data to new situations (by interpolating capabilities). The
number of input nodes and hidden layers depends on the
design issue and depends on the number of base stations
deployed in the environment.

A. Input data preparation and training set construction

The data collection process involves marking of the refer-
ence points on the floor and making measurements for a 30—
60s. All points laid on the same plane. In this way at every
point we received a number of recordings consisting of RSSI
which comes from different radios. Therefore, we obtained a
RSSI fingerprint log consisted of triplets

(ia Pg’k7 Pj): (3)
where ¢ = 1,...,N, denotes radio number, P; =

(latitude, longitude, elevation) is a position of jth fingerprint
and pi’k is a kth RSSI value recorded at point P;.
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Since all radios may not be visible at once (due to interfer-
ence and momentary jamming of radios), in order to obtain
a vector of RSSI signals from all radios (which will be used
as an input to network) we had to aggregate recordings at a
given point. Therefore, as input corresponding to point P; and
reading k£ we took set

{avg({pj»'ﬂ}f:q”) | M rand {k}5/% c {1,...,K,»}}, )

i.e. we averaged random subsamples of recordings (by taking
half of the recordings) for point P;. In order to get rid of the
noise we do it M times. Therefore, M can be interpreted as
an aggregation (folding) parameter.

Let us define point signals in time ¢ from N radios in jth
point by the following

P () =[p1 (1), oy ()] )
Such signals consist of RSSI recordings aggregated and aver-
aged as above.

Due to issues described below, which are related to neural
networks, we need to map GPS coordinates using affine
scaling into interval [0, 1]. Similarly, RSSI values from radio
are converted into [0, 1].

B. Network architecture

Neural Network that we use for IPS is depicted in Fig. 4. It
consists of input layer constructed from RSSI vector for actual
reading, output layer denotes position in three dimensional
space (latitude, longitude and elevation) and the L number
of hidden layers. We have used sigmoid activation function,
therefore units in input and output vectors need to be mapped
by scaling into interval [0, 1].

Hidden
layers

Ouput
layer

Input
layer

latitude

longitude

elevation

Fig. 4: Neural network setup.

The number of hidden layers and number of neurons at
each layer should be tuned accordingly to specific task. Nev-
ertheless, it is important to say that this particular architecture
depends significantly on number of anchor nodes used for IPS
system. It is hard to estimate time complexity of the learning
algorithm. Estimation for the worst case scenario is

L
MNL H HW?, (6)
=0
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where #W?® is the number of weights in layer i and L is
the number of layers in the network. We see that it depends
strictly on the size of the building, since additional reference
nodes need to be added.

Learning takes quite long, depending on the permissible
error. For example, for our problem with permissible error
equal to 0.01 and folding parameter equal to 20 (which means
that the number of samples grows by the factor of 20) it took
between 4 and 10h on a single core. The number of iterations
was set to 10000. It is important to notice that quality of
network classification depends on the number of iterations and
goal set.

C. On-line signal classification

Due to the possible interference and temporary signal
deficiencies input data in on-line classification need to be
preprocessed first. During the movement the mobile unit can
receive readings from different anchors in different times
(radio reading are sparse and unevenly sampled), therefore
we used sliding window technique to receive feature vector at
given time.

In order to impute missing values of signal strength we can
use local linear approximation as follows

p(t + At) = p(t) + p () At + p
= p(t) + Bd'(t) logyo d(t) + p, @)

where [ is some constant and p denotes higher order terms
with small magnitude. Assuming that locally velocity of the
subject is constant (d'(t) = vjoc = const) we use it to smooth
the signal. The result is shown in Fig. 10 and was not so
impressive as supposed. Therefore, we used linear regression.

Given fingerprints as in (3) we want to obtain input signal
for the network as in (5).

Since at given time not all radios may be visible we define
moving window W of length 7 for time series s (till time t)
as

We(s)(t) :=[s(t —7),...,s(t)] (8)

which will collect the signal strength in a short period.

To this end, we performed moving average on RSSI from
the last two seconds. If there was no radio signal from a given
radio in the given window, then we put 0. In short,

ﬁ(t) = [MAk (W,— (pl)(t))7 e ,MAk (WT(pN)(t))], (9)

where MAj, stands for moving average operator of length k.
Signal prepared in this way can be used as an input to the
neural network. For post-processing we used the Kalman filter.
Therefore, path are smoother and better corresponds to reality.

D. Network architecture tuning

We found out that standard heuristics, like taking two hidden
layers with number of neurons in the second layer being
half of that in the first layer (see [16] for more information)
works quite fine. We used very large first layer since we
need embed data in high dimension and obtain overfitting
in order to discriminate it. Next layer is smaller but we get

200 : : : — raw
— rolling mean
180 : : : — local linear fit

RSSI

time[s]

Fig. 5: RSSI (anchor number 4) while moving (only showing first 1.5 min
of the recording). Rolling mean (moving average) have very good smoothing
capabilities but it introduces certain lag while local linear regression seems
to work on-line but does not lead to errors cancellation.

better generalization properties and avoid overfitting. Such
architecture can be obtained when analysing in detail Fig. 7.

VI. EXPERIMENTAL SECTION

We conducted experiment using 18 anchor nodes deploying
them on the one floor of approximately 30 x 30 m building.
Fig. 6 shows displacement of radios and fingerprints. Note that
the data was collected only in selected rooms and passages.
Additionally, the figure show bicubic interpolation of RSSI
signal strength for 5th radio basing on fingerprint features.
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Fig. 6: Interpolated RSSI map for 5th radio. Blue colour in the right upper
corner means that there were no data.

We performed collection at 119 points gathering 5991
records (samples) overall. Each position was recorder for about
18.1 £ 4.2 seconds which gives us 297.3 & 90.2 records on
average. Points were not distributed uniformly, but they were
chosen in such a way that there were no large area without
samples. Moreover, significant error was introduced while we
manually collected GPS positions of reference points.

Two experiments were conducted: stationary position es-
timation and movement/path reconstruction. For training the
neural networks we have used folding parameter M = 20.
It may seem rather small, but that enables us to perform
parameter sweeping through different network architectures in
reasonable time (see Fig. 7).
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A. Position in stationary points

In the first experiment we tested position estimated at
stationary points (without movement). Recorded fingerprints
were divided into two separate sets in ratio 70/30. Points was
chosen manually and are depicted in Fig. 6. Test sample was
prepared according to Equation (4).

(
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i
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6 10 14 18 2 26 30 34 38 42 46
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Fig. 7: Position estimation error using ANN with #W ! and #W?2 neurons
on the first and the second layer respectively (lower figure). Upper figure
shows column-wise summed up results for H! layer.

As it can be seen, our heuristics works quite good. For
example, when there is about 10-14 neurons in the first layer
the average error falls below 0.5m. Larger networks do not
guarantee an improvement of the results (even though some
of them were significantly better).

B. Paths

Second experiment was focused on path reconstruction. We
asked a subject to perform a walk-through the building with
receiver node. Results are depicted in Fig. 8-10. True path
was marked on figures using video camera recordings.

As it was already written, most of the errors in the motion is
introduced by the low frequency of refreshing rate and, thus,
there is the necessity to use of sliding windows.

| — raw path — smoothed path -- true path‘
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Fig. 8: Path for network with [18, 13, 21, 3] perceptrons in layers. Moving
average size of k = 5.

The differences on the path are more apparent, where
overfitting dominates interpolation ability of the network. For
example, the path in the corridor, surrounded by a small
amount of training points, is better suited than in other places.
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Fig. 9: Path for network with [3, 40, 26, 3] perceptrons in layers. Moving
average size of k = 5s.
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Fig. 10: RSSI smoothing comparison.

In smaller networks we can see that path is being pulled off
(Fig. 9).

Another issue is the necessity of usage of sliding window
technique—it introduces a certain lag into the feature vector
construction. Simply speaking, different RSSIs are recorded
at different places therefore we do not know signal strength
precisely in time. The problem is illustrated on both previous
mentioned figures at the path in lower-right room.

Our initial idea was to use forecasting on RSSI signal that
can minimize lagging issues with standard rolling window
techniques. Ability of forecast the signal strength lies on the
assumption that RSSI is dependent on motion (acceleration
and decelerations are not random), see Equation (7). Therefore,
we tested the idea using local linear regression instead of
rolling mean. Results are depicted in Fig. 10 and show clearly
that this simple forecasting is not working due to the large
impact of noise to path estimation. Nevertheless, the idea of
compensating the signal sampling with motion prediction is
worth pursuing in the future works.

C. Discussion

Fingerprint coverage does not have to be dense (neural
networks have very good interpolation capabilities), but we
noticed a problem with the estimation of places “on edges,”
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where the paths are pulled towards more places with more
dense fingerprint coverage. Some special case should be
applied in order to overcome that.

It is worth noting that more anchor nodes not necessarily
means better performance—sparse node deployment allow
higher signal sampling rate and, therefore, allow better es-
timation of high-velocity motions. Observe, however, that we
cannot assume that radios have different sampling, because we
do not know whether the situation when radio sees only few
neighbours will change in the future. During fire some wall
may broke down and opens new way for the signal.

We also noticed a negative correlation between the velocity
of movement of the subject and location accuracy. This is
obviously due to the fact that we get only a few samples of
RSSIs for a given position. In result the path can oscillate
around the correct location.

Moreover, it can be observed that iron oxygen cylinder
carried by the firefighters can distort the signal very badly.
For example, there were situations where orientation (rotation
along the axis) lead to tremendous improvement of the posi-
tion.
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Abstract—The paper presents the results of research related to
the efficiency of the so called rule quality measures which are used
to evaluate the quality of rules at each stage of the rule induction.
The stages of rule growing and pruning were considered along
with the issue of conflicts resolution which may occur during the
classification. The work is the continuation of research on the
efficiency of quality measures employed in sequential covering
rule induction algorithm. In this paper we analyse only these
quality measures (9 measures) which had been recognised as
effective based on previously conducted research.

I. INTRODUCTION

HE SEQUENTIAL covering rule induction algorithms
T can be used both for classification and descriptive pur-
poses [1, 2, 3, 4, 5, 6, 7]. The main principle of the sequential
covering rule induction algorithms is unchanged, despite the
development of increasingly sophisticated versions of such
algorithms. It involves the induction of rules in two phases:
growing phase and pruning phase. In the growing phase,
the elementary conditions occurring in the rule premise are
specified. In the pruning phase, some of these conditions are
removed. In comparison with other induction methods, rule
sets obtained by the covering algorithms are characterised by
good classification as well as descriptive capabilities. Taking
into consideration only the classification abilities, better results
can be often obtained using other methods, for example
neural-fuzzy networks [8, 9] support vector machines [10],
or ensemble of classifiers [11]. Models obtained in this way,
however, are characterised by much less interpretability than
classification (decision) rules. In the case of rule learning
for descriptive purposes, the algorithms for induction of rules
satisfying certain minimum quality criteria are most commonly
used [12, 13, 14]. Induction of all rules that satisfy the given
quality criteria leads to the induction of a very large number
of rules which then must be limited by the filtering algorithms
using so-called rule interestingness measures [15, 16, 17]. If
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Development (NCBiR) grant PBS2/B9/20/2013 in frame of Applied Research
Programmes.
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the primary objective is to describe data, it is possible to use
modified covering algorithms (so-called rule-based subgroup
discovery [18, 13, 19]). These algorithms aim at the induction
of statistically significant rules which cover regions in the fea-
ture space of as small union as possible. Rule sets generated in
this way are characterised by worse classification abilities than
in the standard covering algorithms. If the analysis objective
is to create a classification system that uses an interpretable
data model, application of sequential covering rule induction
algorithms is the most sensible solution. The quality of the rule
set obtained by the covering algorithm depends on the quality
measure [20, 1, 21, 22, 23, 24, 25, 26] used in the growing
and pruning phases. The used quality measure is one of the
factors affecting the classification accuracy, the number of
rules induced and their other characteristics (e.g. the statistical
significance).

The objective of the paper is to present the results of
research related to the efficiency of using the combinations
of different measures at each stage of the rule induction. The
sequential covering approach and the top-down method were
applied as the basic induction algorithm. In this approach one
can distinguish the stages of the rule growing and pruning. In
these stages it is possible to use different optimisation criteria
which control the rule creation process. These criteria are
commonly called rule quality measures or search heuristics.
Different quality measures can also be used at the stage of
classification conflicts resolution - this way the mechanism of
weighted voting gets modified. The paper features an analysis
of the combination of 9 measures which were recognised as
effective (this choice will be explained further in the paper).
The analysis was conducted based on 34 data sets. In addition,
the paper contains some supplementary information about the
applied quality measures.

II. RELATED WORKS

Measures used for the rule evaluation are divided into two
categories [16]: objective and subjective measures. Most of the
objective measures are defined on the basis of the contingency
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table that characterises the quality of a rule in the context of a
fixed (usually training or validation) data set [27, 23]. The task
of the subjective measures is to evaluate the rules according to
subjective user’s preferences. The subjective measures evaluate
such features of rules as: unexpectedness, surprisingness,
novelty, utility or actionability [16]. The method of measuring
these features depends on the application domain and the pur-
pose of analysis. Our range of interest includes objective rule
quality measures, also known as evaluation or search heuristics
[22, 28, 29]. At present, in the literature over 50 objective
measures can be found [20, 22, 15, 23, 28, 24, 26, 29]. A lot
of measures used for evaluation of decision (classification)
rules have wider significance - they function also as rule
interestingness (attractiveness) measures [15, 30, 16, 17, 31].
Interestingness measures are used for evaluation of already
induced rules, both decision and association. In the next part of
the paper we will use the common term quality measures. The
quality measure applied in decision rule induction is significant
for the quality of an output set of rules. This is confirmed by
empirical research [32, 20, 21, 23, 25, 26].

In [22, 23] Fiirnkranz and Janssen conducted an analysis
of the efficiency of measures which contain one or several
parameters. These authors present a methodology to adapt
the values of parameters contained in quality measures to the
specifics of the analysed data set. In addition, they demonstrate
that, as the parameters change, certain measures begin to
behave similarly to others (such an analysis was conducted for
m-estimates and Klosgen measures). In our articles [26, 33],
in turn, we are analysing the measures which do not contain
parameters and we demonstrate their efficiency on a data set
similar to the one quoted in Fiirnkranz’s work. However, we
use an algorithm which generates the rule set instead of a
rule list. This results in the necessity to use the mechanism
for classification conflicts resolution, i.e. there is another
place (apart from rule growing and pruning) where a rule
quality measure can be applied. This way it is possible to
achieve better accuracy of the classification, particularly higher
specificity and sensitivity of the classifier [33].

There are also works that deal with the decision rule
length. In the paper [34] the analysis of relationships between
length and the coverage of the decision rule is described.
Relationships are considered as the influence of the length
on the rule coverage and also as the reversed: the influence
of the rule coverage on its length. In the other paper [35]
a Dominance Based Rough Set Approach generated rules,
and their length, determines the relevance of attributes, what
becomes a criterion for a feature selection. There was also an
attempt to characterise rule induction as a process specified by
domain ontology [36], describing all data mining algorithms.

III. RULE INDUCTION

Let us assume that a finite set T'r of examples is given.
Each training example is described by a set A U {d} of
features, i.e. a : Tr — Va for each a € AU {d}. The set
Va is called the range of the attribute a. Elements of A are
called conditional attributes, the variable d is called a decision

PROCEEDINGS OF THE FEDCSIS. £ODZ, 2015

attribute, and its value is identified with the assignment of
an example to a specific concept (decision class). Conditional
attributes can be of symbolic (discrete-valued) or of numeric
(real-valued) type. The decision attribute is of symbolic type.
Each example = belonging to the 7'r set can be written as a
vector = (1, T2,...,|4},Yy), Where a;(z) = x; for each
i€{1,2,...,|A|} and y = d(z). The conditional expression
of the following form is called a decision rule:

IF wy AND wy AND ... AND wy THEN d=v

An example satisfying all elementary conditions w; 1is
assigned to the concept indicated in the rule conclusion.
Construction of elementary conditions w; may be various
and depends on a rule induction algorithm. Any elementary
condition is most often the expression of the one of the two
following forms: w; = a; op Z;, where a; is the name of
the conditional attribute, op is one of the relation operators
{=,<,>,>,<}, Z; is the element of the range of the attribute
or just w; = a; € Z; where Z; is a interval in the range Va;:
Z; C Va;. The positive examples are those belonging to the
decision class pointed in the rule conclusion. The negative
examples are the remaining ones.

Let p denote the number of positive examples covered by
the rule (P stands for all positive examples in the training set),
and let n denote the number of negative examples covering
the rule (/V stands for all negative examples). On the basis
of this notation a contingency table for the rule can be built
(Table 1).

TABLE I
THE CONTINGENCY TABLE FOR THE RULE COVERING p POSITIVE AND n
NEGATIVE EXAMPLES.

p n p+n
P-p| N-n || P+N—-p—n
L P [ N I P+N |

The aim of majority of rule induction algorithms is to
find the minimal set of classification rules which cover and
correctly predict decision classes of a given set of examples
and which additionally are characterised by high values of p
and low values of n. Finding the optimal solution for such a
problem is a computationally expensive task, therefore most of
the rule induction algorithms use some heuristics. One of the
most common approaches, used also in our implementation, is
the sequential covering (known also as separate-and-conquer)
strategy [4, 6].

To put it briefly, this strategy consists in learning a rule
which covers some part of training examples. Next, the
examples covered by the learnt rule are removed from the
training set and the rule learning process starts recursively for
the remaining examples.

Our implementation of the rule induction algorithm also
works in the separate and conquer fashion. The outcome of
the algorithm is a set of rules describing each decision class
of a training set. The process of induction of a single rule
consists of two phases: growing and pruning. In the growing



MARCIN MICHALAK ET AL.: RULE QUALITY MEASURES SETTINGS IN A SEQUENTIAL COVERING RULE INDUCTION ALGORITHM

1 RuleInduction(examples, ruleQualityMeasure)

2 the set of generated rules (initially empty)

3 ruleSet := )

4 decisionClass is a set of examples which have the same value of
decision attribute

5 foreach decisionClass in examples do

6 uncoveredPositives := decisionClass

7 while uncoveredPositives # () do

8 rule with empty antecedent and consequent pointing current

decision class

rule := )

0 the set of examples covered by the rule (initially empty rule

covers all examples)

covered := examples

rule growing phase

do

)

I v

conditions := PossibleElementaryConditions(covered,
uncoveredPositives)
bestQuality := —oco
bestCondition := ()
foreach c in conditions do
evaluate the quality of rule with ¢ condition added
to its antecedent
quality := Evaluate(rule c, ruleQualityMeasure)
if quality > bestQuality then
bestQuality := quality
bestCondition := ¢

® 9 & »n

end
end
add selected elementary condition to the antecedent of
the rule
6 rule := rule U bestCondition
b7 covered := Covered(rule, examples)
b8 while until (stop criterion);
9
0

G O N RS e

rule pruning phase
Prune(rule, ruleQualityMeasure)

B1 covered := Covered(rule, examples)

b2 uncoveredPositives := uncoveredPositives \ covered
3 ruleSet := ruleSet U rule

B4 end

Bs end

B6 return ruleSet

Algorithm 1: The algorithm of rule induction

phase, the elementary conditions are added one by one to
the premise of the rule. In the case of nominal attributes,
the elementary condition can take the form of (¢ = v), and
for the numerical attributes it can take one of two forms:
(e < w) or (a > v). For the numerical attributes the value
v is the arithmetic mean between two successive values from
the range of attribute a. The set of all the possible elementary
conditions which might be added to the rule is created on the
basis of examples currently covered by the rule. It means that
the domains of the attributes are narrowed to the values which
are taken by the examples covered by the currently formed
rule. Moreover, the elementary condition is tested only if its
addition to the rule causes that such a refined rule covers at
least one positive example not covered by rules generated so
far. The refinement that has the highest value of the specified
rule quality measure among all refinements possible in a single
step is selected as the final one. If several refinements obtain
the same value of the rule quality measure, the refinement
covering more uncovered positive examples is chosen.
During the induction of rules it should be taken into
account that some attribute values of individual examples are

not always known. In the literature, several propositions of
strategies for handling unknown values of the attributes in rule
learning algorithms can be found [37]. In our implementation
it is assumed that the elementary condition always returns truth
value false for the unknown value of the attribute. It means
that if the example has unknown values, it can be covered only
by the rule which does not contain attributes with unknown
values for this example.

The process of rule growing is terminated if the rule is
accurate (i.e. it covers none of the negative examples) or if the
addition of the next conditions to the rule no longer increases
its precision (which may take place if examples with identical
attributes values but different decisions exist in the training
set). After the rule growing phase, the rule is pruned. The
rule pruning algorithm uses a hill-climbing strategy. At each
iteration, it deletes the elementary condition without which
the rule has the highest improvement in the value of quality
measure. After each removal, the value of rule quality measure
is recalculated on the entire set of training examples and
the deletion of conditions is repeated until it does not cause
decrease in the current value of quality measure. The pruned
rule is added to the final set of rules, and then the process
of rule induction starts again for the rest of the uncovered
positive examples.

The assumed heuristic of rule building therefore focuses on
induction of rules characterised by high values of specified
quality measure and thus constitutes a generic framework for
studying behaviour of various quality measures.

IV. RULE QUALITY MEASURES

Quality measures strongly associated with decision rules
evaluation are collected in surveys [27, 21, 23, 28, 29].

The papers [27, 21] focus mainly on studying measures
influence’ on conflicts resolution during classification. Janssen
and Fiirnkranz [23] present research on parametrised quality
measures and the procedure of data driven selection of their
parameters. Papers by Yao and Zhong [29] and Lavrac, Flach,
and Zupan [28] focus on defining quality measures in the
language of probability. Interestingly enough, the mentioned
authors’ considerations concern disjoint sets of measures.

Our choice of nine decision rule quality measures is pro-
vided in Table II. The selection is a result of a previous
experiments — in already quoted works [26, 33], about 30
measures were analysed with respect to their efficiency. To
check the efficiency, the measures were used in the rule
induction algorithm - the same measure was used at each
induction stage and during the resolution of classification
conflicts. Then the classification abilities of the obtained rule
classifier were checked. The classification abilities were anal-
ysed from the point of view of overall classification accuracy
and balanced accuracy. In the case of two decision classes and
the discrete classifier, this measure is equivalent to the AUC
criterion [38]. In the case of a bigger number of classes, the
balanced accuracy informs about the average accuracy of each
decision class. This measure is suitable to verify the classifier
which works on unbalanced data. Additionally, the number
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of rules was analysed with respect to the interpretability of
the obtained rule sets. Without going deeper in the measure
selection methodology, which is presented for example in [33],
9 evaluation measures were selected. These measures achieved
good results, at least from the point of view of one of the three
above mentioned criteria - statistically they performed better
than other measures in the majority of data sets.

TABLE II
THE LIST OF SELECTED OBJECTIVE RULE QUALITY MEASURES.

g = P
ptn+2
1P+ N
wlap - @EDEEN)
(p+n+2)P
N
Ls = PY
nP
Rss = p_n
P N
MS = L
n+ P
2
Cl1 = ColemarrM
3
Cc2 = Coleman-()ﬁ(l«#%)
pN — Pn
corr =
V/PN(p+n)(P—p+N —n)
< — P P—p
p+n P—-—p+N-—-n
(P+N)(=Z%)-P
Cohen = —_ _’‘p¥n’ =~
P+N ptntP _ p
2 p+n
(P+N)-& — P
Coleman = ++"

Now, we will focus on a brief discussion of the measures
and presentation of their properties. The g — measure (g
= 2) was proposed by Fiirnkranz and Flach [22] and is a
simplified version of the Laplace estimate. The g—measure (g
= 2) assumes that a rule covering only one positive example
is assigned true precision equal to 0.33. Many experiments
(e.g. in papers [39, 23]) indicate that the precision of a rule
evaluated on a training set is too optimistic. This especially
concerns rules covering a small number of positive examples.
If a rule covers large number of positive examples, the correc-
tion introduced by the number 2 has less and less meaning.

The Weighted Laplace (wLap) measure is derived from
decision tree induction algorithms and it is the Laplace esti-
mate multiplied by (P + N)/P. So it takes into account the
distribution of examples between the current positive class (P)
and the remaining classes (V).

The Logical suf ficiency (LS) measure is applied to
association rule evaluation as well as to decision rule induction
[29]. It belongs to the group of measures which emphasise
precision of rules during their evaluation and pay less attention
to the number of examples covered by the evaluated rule.
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The RSS measure is a measure equivalent, in terms of
the generated rule order, to the well-known weighted relative
accuracy (WRA) measure used by Lavrac, Flach, and Zupan
[28], both in rule induction and subgroup discovery. However,
RSS and WRA have different ranges of values. The use of RSS
for classification conflicts resolving leads to better results than
the use of the WRA measure.

The MutualSupport (MS) measure is, in context of
decision rule evaluation, presented in the paper by Yao and
Zhong [29]. Let us assume that a rule of the form ¢ —
is given. MS measures the strength of dependencies not only
between ¢ — 1, but also between ¢ < 1. It follows that
we can consider it as a measure evaluating the strength of the
double implication ¢ <> 1. Therefore, the measure prefers
rules characterised by high coverage.

The Correlation (Corr) measure computes the correlation
coefficient between the predicted and the target labels. It was
applied to classification rule induction algorithms as well as
to subgroup discovery and evaluation of association rules [15,
23, 40].

The s — Bayesian confirmation (s) measure has been
proposed by Christensen [41] and Joyce [42] as a confirmation
measure. The first component of the measure evaluates the rule
precision and the second is responsible for decrease in the
quality of rules that cover small number of positive examples.
Its application in evaluation of decision rules obtained by the
rough set theory was considered in papers [43, 30].

Measures C1 and C2 have been proposed by Bruha [27,
21]. The measures are a combination of two quality measures
known as the Coleman and Cohen (see Table II) measures.
Bruha noticed that the Coleman measure prefers rules with
high precision and small coverage, while the Cohen measure
prefers rules with high coverage. Hence, C1 and C2 join the
assessment made by the Coleman and Cohen measures

V. EXPERIMENTS AND RESULTS

In this paper, the performance of the rule-based classifier
is evaluated by the two criteria: overall classification ( Acc )
accuracy and balanced accuracy ( BAcc ). The overall accuracy
is the ratio of the number of correctly classified examples to
the number of all examples. This is one of the most common
criteria for assessing a classifier. However, in the case of
unbalanced distribution of examples between decision classes,
higher value of overall accuracy is often achieved at the cost
of low accuracy of minority classes, therefore in such a case
the balanced accuracy is more appropriate. It calculates the
classification accuracy of each decision class and then takes
an average over all classes. In the case of 2-class problems,
balanced accuracy is equivalent to Area Under the ROC Curve
(AUC) criterion [38]. One can meet with the interpretation
that balanced accuracy calculated for a number of classes is a
generalization of AUC for multi-class problems [44].

The used rule induction algorithm generates an unordered
set of rules, therefore during the classification of examples
it may happen that the test example is covered by rules
pointing at different decision classes. In that case, a strategy
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TABLE III
CHARACTERISTICS OF DATA SETS USED IN EMPIRICAL STUDIES.
dataset cl. obj. maj. attributes dataset cl. obj. maj. attributes
class | all | nom. class | all | nom.
anneal 5 898 | 76.17 | 38 32 hepatitis 2 155 79.35 | 19 13
audiology 24 226 2522 | 69 69 horse-colic 2 368 63.04 | 22 15
auto-mpg 3 398 62.56 7 2 hungarian-heart-disease 2 294 63.95 | 13 7
autos 6 205 32.68 | 25 10 iris 3 150 | 3333 | 4 0
balance-scale 3 625 3333 4 0 mammography-masses 2 961 5369 | 5 2
breast-cancer 2 286 | 70.28 9 9 mushroom 2 8124 | 51.80 | 22 22
breast-w 2 699 | 6552 | 9 0 prnn-synth 2 250 50.00 | 2 0
car 4 1728 | 70.02 6 6 segment 7 2310 | 1429 | 19 0
cleveland 5 303 | 54.13 | 13 7 sick-euthyroid 2 | 3772 | 93.88 | 29 22
contact-lenses 3 24 62.50 | 4 4 sonar 2 208 53.37 | 60 0
credit-g 2 1000 | 70.00 | 20 13 soybean 19 | 683 13.47 | 35 35
cylinder-bands 2 540 57.78 | 35 18 titanic 2 2201 | 67.70 3 3
diabetes 2 768 | 65.10 | 8 0 vehicle 4 846 | 25.77 | 18 0
echocardiogram 2 131 67.18 | 11 2 vote 2 435 61.38 | 16 16
ecoli 8 336 | 4256 | 7 0 wine 3 178 3989 | 13 0
flag 4 194 | 4691 | 28 18 yeast 10 | 1484 | 3120 | 8 0
heart-statlog 2 270 | 55.56 | 13 0 200 7 101 4059 | 16 15

for resolving such conflicts has to be chosen. The most popular
one is known as the voting scheme and consists in assigning
a numeric value called the confidence degree to each rule.
Confidence degrees of the rules covering the test example are
summed up for each decision class and then the class with a
maximal confidence degree is picked. In this paper the voting
scheme is also used during classification. Initially, we assumed
that the confidence degree of each rule is equal to its value
of some quality measure used during the rule induction. If the
test example is not covered by any of the rules, it is treated
as wrongly classified.

All presented results stand for average values obtained based
on the analysis of 34 data sets from the UCI Repository
[45]. The analysis of each set was conducted with the use
of the stratified 10-fold cross validation strategy. Comparisons
were made on the same partitions of the data sets. The
characteristics of these sets are presented in Table III. As it can
be seen, the sets with different characteristics were selected for
the analysis, particularly in relation to the number of decision
classes, the distribution of examples between the classes and
types of the attributes. The following abbreviations mean: cl. —
number of classes, obj. — number of objects, maj. class — a ma-
jority class fraction in %, nom. — a number nominal attributes.

Tables IV and V contain the results of the classification of
rule based classifiers which were obtained in such a way that
the same quality measure was used at each stage of the rule
induction and during the resolution of classification conflicts.

It can be seen that the C2 measure leads, on average,
to the highest overall classification accuracy, wLap to the
highest balanced accuracy, and RSS to the smallest number
of rules but with significantly worse classification qualities
(in the paper [33] it was proven that this worsening is
statistically relevant). What is more, the Corr measure can
be a reasonable compromise between the number of generated
rules and their classification abilities. A more detailed analysis
of the measures efficiency can be found in [26, 33]. Table V
presents yet unpublished results which characterise the rule

TABLE IV
RESULTS OF THE MEASURES COMPARISON ON 34 DATA SETS.
measure | rules | Acc[%] | BAcc[%)]
g 144 81.4 74.2
wLap 156 81.1 717.8
LS 172 80.7 75.8
RSS 34 78.2 723
MS 32 77.8 70.5
Cl 151 82.0 73.0
Cc2 127 82.3 76.3
Corr 44 79.9 74.3
s 86 80.3 74.9
TABLE V
CHARACTERISTICS OF THE INDUCED RULE SETS.
Class1ﬁ§at10n Rules
Measure conflicts
elementary | Avg Avg
all | wrong | number | conditions | Prec. | Cov.
g 32 10 144 2.9 096 | 0.32
wLap 29 9 156 2.6 098 | 0.26
LS 29 8 172 24 098 | 0.19
RSS 58 18 34 3.6 0.77 | 0.74
MS 59 19 32 3.8 0.73 | 0.77
Cl 29 8 151 2.5 098 | 0.28
C2 33 9 127 2.8 0.96 | 0.36
Corr 53 16 44 3.7 0.81 0.68
s 51 15 86 2.6 096 | 0.34

sets generated by means of particular measures. Here we can
find the following interesting regularities:

o the highest values of Acc and BAcc take (with a
few exceptions) the measures leading to induction of
more rules, the average precision of the rule (denoted
as AvgPrec) obtained by such measures is greater than
0.95, the average coverage (denoted as AvgCov) is
not greater than 0.36; if the induction of rules aims at
classification, it is appropriate to use measures attaching
the utmost importance to the rule precision;

o in the classifiers obtained based on measures leading
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TABLE VI
AVERAGE RANKING OF DIFFERENT MEASURE APPLICATION ON THE CLASSIFICATION PHASE.
induction | criterion | CI C2 | Corr g LS | MS | Rss S wLap
Acc 50 | 45 5.1 51 |45 ] 45 [ 41 | 59 6.4
£ BAcc 50 [ 5.1 5.0 63 [ 52 ] 55 ] 49 | 42 3.8
c1 Acc 45 | 38 | 44 53 |54 ] 48 | 47 | 56 6.5
BAcc 47 149 | 42 68 | 56 | 52 [ 50 | 43 4.3
™ Acc 41 |39 | 46 | 49 | 59| 59 | 6.0 | 4.7 5.1
BAcc 45149 | 46 62 [ 53] 61 | 6.1 |41 33
C Acc 43 | 4.1 4.7 50 | 50| 56 | 57 | 44 6.1
o BAcc | 48 | 47 | 49 | 64 [ 32| 68 | 53 | 50 | 42
wla Acc 45 | 43 4.1 53 |50 | 50 | 48 | 538 6.3
P BAcc 46 | 50 | 42 65 [ 53] 59 ] 557 42 3.8
LS Acc 40 [ 39 | 49 | 46 | 49| 50 | 48 | 6.2 6.7
BAcc 45149 [ 45 66 | 57 55 ] 51145 3.6
MS Acc 4.7 | 43 4.8 47 | 59 | 47 | 59 | 41 5.9
BAcc 46 | 47 | 49 6.1 [ 35] 65 ] 53] 54 4.1
Rss Acc 43 | 43 4.9 56 |39 | 55| 56 | 49 6.1
BAcc 49 | 5.1 49 66 [ 32 ] 62 [ 50 | 49 4.3
. Acc 43 | 44 | 48 46 | 54 | 54 | 58 | 45 5.9
S BAcc 42 | 4.6 50 | 62 | 47 | 6.1 59 | 4.1 4.3
av Acc 44 | 42 | 47 50 [ 51 ] 52 ] 53|51 6.1
& BAcc | 46 | 49 | 47 | 64 | 46 | 60 | 53 | 45 | 40
TABLE VII
CLASSIFICATION IMPROVEMENT COMPARISON.
Induction | Class Acc [%] Wilcoxon Induction | Class. | BAcc [%] Wilcoxon
test p-value test p-value
g 81.37 g 74.17
g o) 8224 0.1271 g wihap | 78.15 0.0050
Cl1 81.95 Cl 76.91
Cl o) 3306 0.1885 Cl WLap =37 0.0512
corr 79.71 C2 76.22
corr o) 3033 0.0572 C2 WLap 7335 0.0066
wLap 81.02 corr 74.21
wLap o} 3380 0.0154 corr wLap =501 0.2206
LS 80.80 LS 75.67
LS o) 3100 0.3684 LS wLap —OF 0.0161
MS 77.90 MS 70.67
MS o) =17 0.5723 MS WLap 157 0.0090
Rss 78.07 Rss 72.21
Rss o 7508 0.0383 Rss WwLap ~106 0.0672
s 80.39 S 75.03
S e 943 0.9357 s WLap 193 0.6811

to the induction of a smaller number of more general
rules (the average precision of induced rules is not
higher than 0.96, the average coverage is not less than
0.34), there is a large number of classification conflicts
(Classification conflicts); a large number of these conflicts
is resolved incorrectly, which explains the lower quality
of the classifiers;

« the larger the rule coverage, the greater the number of
positive examples covered by them uniquely;

« the rule average precision and rule average coverage are
correlated with the number of induced rules;

« the average number of elementary conditions (Elementary
conditions) contained in the rule premises is correlated
with the number of induced rules and their average
coverage.

The experiments show that the rules generated by means

of measures which lead to the induction of a large number
of precise rules (precision > 0.95) contain fewer elementary

conditions than the rules obtained with the use of measures
which promote more general rules. This means that the ranges
of elementary conditions, set by means of MS and RSS
measures, are wide. This, in turn, implies that each individu-
ally considered condition covers a large number of examples,
including negative ones. In order to have more detailed rules
with “wide” elementary conditions, it is necessary to place
more conditions in the rule premise. The measures which are
oriented towards the induction of precise rules (wLap, Cl,
C2) make conditions with narrower ranges, thus the number
of conditions in the rule premise is smaller.

The first experiment to check whether it is sensible to use
the combination of measures aimed at selecting a measure to
resolve classification conflicts. The experiment was conducted
in such a way that for the set measure (the same at the stages
of growing and pruning) applied in the rule induction, the
measure for resolving classification conflicts was changed. The
results are presented in Table VI.
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The first column of this table denotes the quality measure
used in the rule induction. The second column denotes the
quality criterion of a final classification phase. The following
nine columns correspond to nine quality measures used during
the voting in the classification. Each of these nine values is an
average rank of a specific classifier (ranks for the classifiers
should be read by rows) — the lower is the value of the
ranking, the better are the results achieved by the measure
(value equal to 1 would mean that the measure was always first
in the ranking). Experiments were performed on 34 mentioned
datasets in a stratified 10 fold cross validation model. A
Friedman test with the significance level « = 0.05 does not
show statistical differences only for the s measure and the
criterion Acc . If post-hoc analysis is performed and the
critical distance is calculated it occurs that most of measures
behave in a similar way: there are no significant differences
between classification accuracy between different measures
application. However, it is worth to notice that for the Acc
criterion C'2 measure is the right choice and for the BAcc
criterion the wLap is the right choice. C'2 measure (according
to Acc criterion) is the best in 5 of 9 cases (measures) and
is always in the best three places. wLap measure (according
to BAcc criterion) is four time the best one and not worse
than third in other cases. Additionally, an averaging row is
also included in the bottom of the table. Emphasised averaged
values confirm the above conclusions.

The influence of application of C2 measure during clas-
sification instead of a measure used in the rule induction is
presented on the left side of the Table VII. The first column
points the measure used in a rule induction, second column
points the measure used during the classification and the
third column means the Acc of a classification. Additional
column remarks the p-value of the Wilcoxon test, which null
hypothesis is that there is no statistical significant difference
between the algorithm which uses the same measure during
classification and during the rule induction and the algorithm
which uses the C2 measure during classification. Analogical
summary for the wLap measure applied in the classification
with the BAcc classification quality criterion is presented on
the right side of the Table VII.

As it can be observed in the most of cases the final
classification quality is improved as the result of application a
specified rule quality measure. In the case of a C2 measure this
result is rather expected as this measure is strictly dedicated for
the classification conflict resolution purposes [27, 21]. wLap
measure also improves classification results and the statistical
significance of this improvement is very high in the most of
cases. This is a new and important observation.

Having the selected rule quality measures for two criteria
of classification quality ( Acc and BAcc ) we performed
experiments on application of different rule quality measures
during the rule growing and pruning phase. This time
rankings were calculated on the basis of 81 experiments (nine
measures for the growing and nine for the pruning). Results
are presented on Fig. 1.

It features a matrix which reflects the ranking of the

TABLE VIII
COMPARISON OF RESULTS OF THE COMBINATION OF QUALITY MEASURES
FOR THE Acc.
Growing/Pruning/
Classification Acc | Rules | Wilcoxon
1. C2-C2-C2 82.3 127 1-2(+)
1-3(+)
1-4(@)
2. C2-Corr-C2 80.1 47 2-3()
2-40)
3. Corr-C2-C2 80.4 46 3-4(+)
4. Corr-Corr-Corr 79.8 44
1. wLap-wLap-C2 | 81.8 156 1-2@#)
1-3(+)
1-4H#)
2. wLap-Corr-C2 79.4 47 3-2(+)
2-40)
3. Corr-wLap-C2 80.4 46 3-4(+)
4. Corr-Corr-Corr 79.8 44
1. C2-C2-C2 82.3 127 1-2()
1-3(+)
1-4@)
2. C2-RSS-C2 78.7 34 2-3()
2-40)
3. RSS-C2-C2 79.3 37 3-4(+)
4. RSS-RSS-RSS 78.2 34
1. wLap-wLap-C2 | 81.8 156 1-2(+)
1-3H)
1-4H+)
2. wLap-RSS-C2 78.3 30 3-2(+)
2-40)
3. RSS-wLap-C2 79.4 37 3-4(+)
4. RSS-RSS-RSS 78.2 34

given combination of measures. As it was already mentioned,
81 combinations of measures were checked. For the Acc
criterion, the conflicts resolving measure was always the C2
measure, while for BAcc - the wLap measure. The matrices
show that it is not possible to draw straightforward conclusions
from such a general comparison. It is interesting that the values
presented in antidiagonal (X-X - showing the case when the
same measure is used in both phases of the rule indu