
 

 

 

 

 

Abstract—This paper presents a method for agents’ 
knowledge representation by using semantic network with node 

and links activation level defined on the instance, concept, 

relation and axiom level. The first part shortly presents the 

state-of-the-art in the considered field; next, the CIMIS 

prototype is shortly characterized; the formal definition of a 

method for agents’ knowledge representation is presented in the 

last part of paper. 

I. INTRODUCTION 

ONTEMPORARY the entire economy is based on 

information and knowledge, therefore companies must 

employ systems which support the knowledge management 

process taking into consideration the risk and uncertainty of 

economic decisions. Often the integrated management 

information systems (IMIS) are used in this purpose. They 

are characterized by full integration both at the 

system/application level and the business process level. 

Note, however, that the properties of contemporary IMIS are 

becoming more and more inadequate. Apart from collecting 

and analyzing data and generating knowledge, the system 

should also be able to understand the meaning of phenomena 

occurring around the organization. It is becoming more and 

more necessary to make decisions based not only on 

knowledge but also on experience, thus far regarded as 

purely human domain [4]. In order to accomplish tasks set by 

IMIS, a multi-agent system can be used consist of several 

cognitive agents. Not only do they enable quick access to 

information and quick search for the required information, its 

analysis and conclusions, but also, besides being responsive 

to environment stimuli, they have cognitive abilities that 

allow them to learn from empiric experience gained through 

immediate interaction with their environments [15], which 

consequently allows a number of decision versions to be 

automatically generated and to make and execute decisions.  

As a result of its running, the agent obtains knowledge of 

the environment in which it operates. If we desire to use this 

knowledge then it must be represented in the form of a 
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specific structure. The ability of cognitive agents to 

understand the meaning of phenomena occurring around the 

organization causes that the semantic structures have to be 

used. The ontologies which are mainly applied for this 

purpose include semantic networks. They are formally 

defined in numerous papers (e.g. [9], [19], [27], [29]), 

however to a small extent they include the method for 

representation of the uncertainty of economic decisions. 

Therefore, the semantic net with nodes and links activation 

level is a better solution to represent the companies’ 
knowledge. This type of representation enables processing 

both, knowledge represented in a symbolic way, and 

knowledge represented in a numerical way. It also enables 

processing structured and unstructured knowledge. Thus, it is 

possible to determine the certainty level of nodes (concepts) 

and semantic relations between these nodes. The first 

suggestion to use such a structure, called “slipnet”, is 
presented in the “Copycat” project [14]. However, the 

existing papers lack the formal definition of this structure 

and do not consider issues related to instances and relations 

between nodes and instances. This definition is however 

necessary mainly in order developed methods for the agents’ 
knowledge processing and integration.  

 The aim of this paper is to develop a formal definition of a 

method for agents’ knowledge representation using semantic 

network with node and links activation level taking into 

consideration the instance, concept, relation and axiom 

(relations between nodes and instances) level. This structure 

has been implemented in the architecture of the cognitive 

agents running in the Cognitive Integrated Management 

Information System (CIMIS) prototype.  

This paper is organized as follows: the first part shortly 

presents the state-of-the-art in the considered field; next, the 

CIMIS prototype is shortly characterized; the formal 

definition of a method for agents’ knowledge representation 

is presented in the last part of paper. 

II.  RELATED WORKS 

In this section the methods related mainly to cognitive 

agents’ knowledge representation will be analyzed.  In the 

study [6] considering the taxonomy of cognitive agent 
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architectures with respect to their knowledge representation 

and learning methods, three main groups of the architectures 

were distinguished:    

1. Symbolic architectures which use declarative 

knowledge included in relations recorded at the symbolic 

level, focusing on the use of this knowledge to solve 

problems.  

2. Emergent architectures using signal flows through the 

network of numerous, mutually interacting elements, in 

which emergent conditions occur, possible to be interpreted 

in a symbolic way.  

3. Hybrid architectures which are the combinations of the 

symbolic and emergent approach, combined in various ways.  

The literature of subject presents many different methods 

for agents’ knowledge representation used in the mentioned 
groups. The main of them include first-order predicate logic, 

production systems, artificial neural networks, frame 

representation, ontologies such as semantic web, semantic 

networks and topic maps, multi-attributes and multi-values 

structures, multi valued logic includes a three valued logic 

and a fuzzy logic. Some of these methods are closely related 

to the semantic agents’ knowledge representation.  
Production systems are based on the production rules 

consisting of two elements:  consequence or  the  head of  the  

rule and the other is  the  antecedence or  the  body of  the  

rule which should  be true to satisfy the consequence part 

[16], [23]. 

Artificial neural networks are generally defined as systems 

of interconnected "neurons" which can compute values from 

inputs, and are capable of machine learning as well as pattern 

recognition thanks to their adaptive nature [1], [18]. Actions 

taken by the agent are directly connected with perception 

without the mediation of symbolic reasoning. However, an 

area of application is limited to agents conceptually simple 

recognizing actions or underlying actions directly related to 

the recognition (for example, grasping objects). 

It often happens that agents’ knowledge is represented as 
multi-attribute and multi-value structure consisting of 

different number of different types of attributes. It allow for 

representing the real word environment in a wide scope of 

objects’ features. Such structures are used, for example in 
case of the weather forecasting multiagent system [21] or 

supply chain management multiagent system [13], [25].  

Frame representation captures the way agents typically think 

about Special Section of their knowledge, provide a concise 

structural representation of useful relations, and support a 

concise definition-by-specialization technique that is easy for 

most domain experts to use. In addition, special purpose 

deduction algorithms have been developed that exploit the 

structural characteristics of frames to rapidly perform a set of 

inferences commonly needed in knowledge-system 

applications. The taxonomic relationships among frames 

enable descriptive information to be shared among multiple 

frames (via inheritance) and because the internal structure of 

frames enables semantic integrity constraints to be 

automatically maintained. [8], [28]. 

Ontology, in turn, most often is defined by the 

following elements [9], [10] 

ZRICO ,,,                                   (1) 

where: 

• C – Set of concepts (classes) 

• I – Set of instances of concepts 

• R – Set of binary relations defined on C 

• Z – Set of axioms which are formulae of first-order 

logic and can be interpreted as integrity constraints 

or relationships between instances and concepts, 

and which cannot be expressed by the relations in 

set R, nor as relationships between relations 

included in R
1
. 

The Semantic Web allows searching not only information 

but also knowledge. Its main purpose is introducing structure 

and semantic content in the huge amount of unstructured or 

semi-structured distributed knowledge available on the Web, 

being the central notion behind the Semantic Web that of 

ontologies, which describe concepts and their relations in a 

particular field of knowledge [27].    

Semantic networks [26] are knowledge representation 

schemes involving nodes and links (arcs or arrows) between 

nodes. The nodes represent objects or concepts and the links 

represent relations between nodes. The links are directed and 

labeled; thus, a semantic network is a directed graph. In 

print, the nodes are usually represented by circles or boxes 

and the links are drawn as arrows between the circles. 

As an ontological knowledge representation, the topic map 

standard, introduced by International Organization for 

Standardization (ISO/IEC 13250:2000), is also used. The 

topic maps are a kind of a semantic network, and they allow 

writing information of the data ontology and data taxonomy 

in a semantically ordered manner [17]. The topic map, most 

often, consists of „parent-child” relations. 
Presented methods for knowledge representation can be 

used only in respect of the one group of cognitive agent 

representation. For example, the topic maps can be used in 

symbolic architectures and neural networks can be used in 

emergent architectures.   In the hybrid architectures often a 

combination of different methods is used depending on a 

task, which is to be executed. For example, if agents’ 
purpose is visual quality analysis of grains, the neural 

network is used for recognizing the features of grains (e.g. 

shape, color) and semantic network is used to determine the 

grain species. However, the disadvantages of this approach 

are the need to implement two (or more) different types of 

modules for knowledge storing and the complexity of the 

procedures for conversion of knowledge represented using 

neural network with the knowledge represented by a 

                                                           
1 This definition differs from that of "axioms" in generative grammar 

and formal logic. In ontology disciplines, axioms include only statements 

asserted as a priori knowledge.  
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semantic network. Therefore, a better approach is to use 

methods that allow representation of both symbolic and 

numerical knowledge in an integrated, uniform manner.  The 

first suggestion to use such a method, called “slipnet”, is 
presented in the “Copycat” project. This method is 
developed in the LIDA cognitive agent [7]. This hybrid 

architecture allows for symbolic and emergent knowledge 

processing and it uses the semantic net with node and links 

activation level (the “slipnet”) to represent knowledge. This 
type of representation enables processing knowledge 

represented in a symbolic way, as well as knowledge 

represented in a numerical way. Thus, it is possible to 

determine a certainty level of semantic relations between 

nodes (topics).  

Because the formal, mathematical definition of “slipnet” 
has not yet been defined and existing papers do not consider 

issues related to instances and relations between nodes and 

instances, it is very difficult to develop methods for 

advanced processing and integration of knowledge 

representing by this structure in CIMIS prototype, presented 

in the next part of this paper. 

III. THE COGNITIVE INTEGRATED MANAGEMENT 

INFORMATION SYSTEM  

In order to develop a prototype of CIMIS the following 

subsystems have been created (Fig 1.): fixed assets, logistics, 

manufacturing management, human resources management, 

financial and accounting, controlling, business intelligence 

[2]. 

The fixed assets sub-system includes support for the 

realization of processes related to fixed asset and involved 

their depreciation.  

The logistics sub-system has all the main features 

supporting the employees of logistics department in their 

effective work [10]. The logistics sub-system enables 

maintaining optimal stock to meet the needs of production 

department. 

The manufacturing management sub-system support a 

processes related to a manufacturing execution. It include 

functions from the scope of the technical preparation of 

production capacity, production planning, material 

consumption planning, planning and execution of a 

manufacturing tasks, manufacturing control, visualization, 

monitoring and archiving.  

The human resources management sub-system supports 

realization of such processes, as the employees of the 

company data and contract registering, recording of working 

time, wage calculation, creating the tax and social security 

declaration. 

The financial-accounting sub-system supports registering, 

to the full extent, economic events, also provides important, 

from the point of view of business management, information, 

concerning, inter alia, payment capacity, revenues, costs, 

financial result.  

Controlling sub-system is automatically processing data 

related to profit and loss account in cooperation with 

accounting sub-system. The controlling sub-system consists 

of both a strategic and operational controlling.  

The CRM sub-system is engaged in matters connected 

with ensuring the best company-customer relations and 

collecting information in the customers' preferences in terms 

of product purchase in order to increase sales. The 

enterprise’s environment monitoring is also realized by this 

sub-system.  

The purpose of business intelligence sub-system is to 

enable easy and safe access to information in a company, 

operation of its analysis and distribution of reports within the 

company and among its business partners, which in turn 

enables quick and flexible decision making. In the context 

of, most of all, the business intelligence sub-system, but 

other sub-systems as well, the CIMIS makes cognitive 

visualization [36] features available, meaning it enables a 

visualization of multi-dimensional data in one picture that 

allows finding the source of a problem in a short time and 

contributes to creating new knowledge about an object or 

problem [25]. 

 

Fig 1. The CIMIS architecture. 

 Source: own work. 
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The system assumes that all agents are at 'not-taught' status 

in the initial phase. They can be initially grouped according 

company's needs for sub-systems. For in-stance, one group 

of agents is assigned to the logistics sub-system, another one 

is assigned to the manufacturing management sub-system 

and yet another one to financial and accounting sub-system. 

Within the groups, the agents can be initially 'taught' by the 

company that implements the system. Next stages of learning 

for both grouped and ungrouped agents are done by the 

company staff. Agents can also learn without teacher through 

analyzing the results of their decisions. 

The agents of all sub-systems cooperate themselves in 

order to better business processes realization. For example, 

the enterprise’s environment monitoring results performed 

by CRM sub-system agent are using by the other agents. 

The main operating purpose of the Supervisor agent is to 

monitor the proper operation of other agents, mainly in the 

field of detection and solving conflicts of knowledge and 

experience. The agent analyzes, in close-to-real time, the 

structures of knowledge and experience of all agents. 

Whenever a conflict occurs, it employs a solution algorithm 

based on a method that uses consensus theory [9, 21], and 

the result of the agent's actions is accepted by the system as 

current state of knowledge and experience. 

Note that all CIMIS sub-systems are connected by a 

single, coherent stream of in-formation and knowledge 

available online to the management, because nowadays 

attention is paid to functional complexity, managing all 

fields of operation in a company, proper flow of information 

and knowledge among sub-systems as well as the ability to 

perform a variety of analyses and to create reports for 

management. The implementation of this solution is realized 

as follow: 

1. Communication between modules of agents 

architecture was ensured by using LIDA framework’s 
codelets, 

2. Communication between agents is based on Java 

Message Service (JMS) technology. The 

representation of information and knowledge 

(generated in result of agents’ operating) in form of 

XML format document, was adopted (the JMS 

messaging is at the text type). The communication is 

realized in publish/subscribe messaging domains – it 

guarantees that information or knowledge generated 

by one of agents is immediately available for the 

other agents. The asynchronous message consumption 

is used. 

All of the sub-systems functions are available as a local 

services or e-services (e.g. e-business, e-procurement, e-

payment) by using Web Services technology. 

At the physical level, the IMIS is built on the basis of the 

main  two technologies – the LIDA framework (due to 

framework is developed at Java language and it is open the 

implementation of the other Java technologies – mentioned 

JMS, Java Database Connectivity or Java API for XML Web 

Services - is possible) and Microsoft SQL Server 2008 

database management system. 

The realization of the CIMIS is based on the LIDA 

cognitive agent architecture [7, 24], which is of emergent-

symbolic nature, owing to which the processing of both 

structured and unstructured knowledge is possible. 

In the LIDA architecture it was adopted that the majority 

of basic operations are performed by the so-called codelets, 

namely specialized, mobile programs processing in-

formation in the model of global workspace. The functioning 

of the cognitive agent is performed within the framework of 

the cognitive cycle and it is divided into three phases: the 

understanding phase, the consciousness phase and the 

selection of actions and learning phase. At the beginning of 

the understanding phase the stimuli received from the 

environment activate the codelets of the low level features in 

the sensory memory [4]. The outlets of these codelets 

activate the perceptual memory, where high level feature 

codelets supply more abstract things such as objects, 

categories, actions or events. The perception results are 

transferred to workspace and on the basis of episodic and 

declarative memory local links are created and then, with the 

use of the occurrences of perceptual memory, a current 

situational model is generated; it other words the agent 

understands what phenomena are occurring in the 

environment of the organization. The consciousness phase 

starts with forming of the coalition of the most significant 

elements of the situational model, which then compete for 

attention so the place in the workspace, by using attentional 

codelets. The contents of the workspace module are then 

transferred to the global workspace (the so-called 

“broadcasting” takes place), simultaneously initializing the 

phase of action selection. At this phase possible action 

schemes are taken from procedural memory and sent to the 

action selection module, where there compete for the 

selection in a given cycle. The selected actions activate 

sensory-motor memory for the purpose of creating an 

appropriate algorithm of their performance, which is the final 

stage of the cognitive cycle [3]. The cognitive cycle is 

repeated with the frequency of 5–10 times per second. 

Parallelly with the previous actions the agent’s learning is 
performed, which is divided into perceptual learning 

concerning the recognition of new objects, categories, 

relations; episodic learning which means remembering 

specific events: what, where, when, occurring in the working 

memory and thus available in the awareness; procedural 

learning, namely learning new actions and action sequences 

needed for solving the problems set; conscious learning 

relates to learning new, conscious behaviors or strengthening 

the existing conscious behaviors, which occurs when a given 

element of the situational model is often in the workspace. 

The agent’s learning may be performed as learning with or 
without a teacher. 

It is worth emphasizing that each cognitive agent 

supporting decision-making must have the ability of 
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grounding the symbols, namely assign relevant real world 

objects to specific symbols of the natural language. This is 

necessary to correctly process unstructured knowledge saved 

mainly by means of the natural language and thus, for 

instance, the clients’ opinions on products. The knowledge 
of this type is currently becoming more and more significant 

for a company because it may have impact on its 

competitiveness level. For instance analyzing the clients’ 
opinions on a given product, the sales volume of a given 

product in the future may be estimated (of course with a 

certain level of probability).  

The Cognitive Computing Research Group established by 

S. Franklin, developed in 2011 the framework (in Java 

language) significantly facilitating the implementation of the 

cognitive agent in CIMIS. It should also be emphasized that 

the whole framework code is open, i.e. the developer has 

access to the definitions of all methods. The learning 

mechanisms are not implemented in current version of the 

framework (they are under implementation by CCRG). This 

framework, however, does not contain the mechanism for 

automatically storing the agent’s knowledgebase in a 
physical database. After the power is turned off, the agents’ 
knowledgebase is lost. Initially the storing of an agents’ 
knowledgebase in database has been launched after realizing 

by given codelet its task. However, this method proved to be 

insufficient in case more complex tasks. Therefore the need 

appears for developing a method for permanent, 

automatically storing the agent’s knowledgebase in a 
physical database. 

The next part of article presents a formal, mathematical 

definition of a semantic method for agents’ knowledge 
representation based on semantic net with node and links 

activation level which includes instances and relations 

between nodes and instances. 

IV. THE METHOD FOR AGENTS’ KNOWLEDGE 

REPRESENTATION  

The main ideas of using semantic network as agents’ 
knowledge representation are as follows [5]: 

 the meaning of a symbol or concept stems from 

relationships with other symbols and concepts; the 

human memory is a network of associations, 

 information is contained in the nodes and arcs (links) 

connecting the nodes (node = concept; in the brain it 

is a pattern of beats activity of many neurons), 

 every concept is a network node, 

 the links between nodes are clearly presented, 

 the links can be of different types, 

 the semantic network is a model of episodic memory, 

but also semantic memory, 

 the nodes represent, among other things: objects, 

types, or classes, events, activities, episodes, places, 

times, 

 links represent, among other things: to give an 

example, subclass, the is-a relationship, it is part of 

something, logical conjunctions and, or, actions, 

instruments. 

The need for agents’ knowledge representation by semantic 

net with node and links activation level results mainly from 

the following presumptions: 

 in a human brain from phonology and graphemes of 

the word to its meaning and model of the situation, 

we have different patterns of distribution (levels) of 

stimulation (activation), and associations between 

them [5],  

 Pulvermuller [22] states, that because semantic 

activation followed by 90 ms the phonological 

activation then  a brain stimulation is a natural base of 

semantic representation;  

 very important issue is probability distribution 

(activation level); concepts related to the same topic 

better fit together and create a coherent concept graph 

of an active part of semantic memory including the 

inhibition of the activation and propagation. 

 together with nodes and links and their activation 

level the instances and axioms have to be included in 

the semantic network; it facilitate an automatic 

storing an agents’ knowledgebase in the physical 

database. 

Taking into consideration: presented presumptions, the 

definition of ontology presented in section 2, and a “slipnet” 

features, the method for agents’ knowledge representation, 

called “slipnetplus” is defined as follows: 

 

Definition 1 

The “slipnetplus” is called a quadruple: 

ZLINSN ,,,                                  (2) 

where: 

N – set of nodes, 

I – set of instances of nodes, 

L – set of links i.e. set of fuzzy relations defined on N, 

Z – set of axioms. 

This definition extends the “slipnet” presented by [14, 24] 

about the set of instances and the set of axioms. 

Let us to define the particular elements of “slipnetplus”. 
We assume a real world <O, V> where O is a finite set of 

objects and V is the domain of O; that is, V is a set of object 

values, and 

oOo
VV                                     (3) 

where Vo is the domain of object o. 

We consider the “slipnetplus” referring to the real world 

(O, V) - such “slipnetplus” is called <O, V>-based. The 

“slipnetplus” detailed definitions must be considered on the 

four levels: 

 the node level.  

 the instance level.  

 the link level. 

 the axiom level. 

These definitions are developed in the next subsections of 

this paper. 
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A.  The node level 

Definition 2. 

A node of an <O, V>-based “slipnetplus” is defined as a 

triple: 
nn

VOnNode ,,                          (4) 

where n is the unique name of the node, ]1,0[OO
c is a 

fuzzy set of objects represented by node with a certain level 

of probability, and ]1,0[VV
c is the objects’ domain:  

]1,0[
,


 on

Ovo

c
VV                        (5)  

Nested pair nn
VO , is called the structure of node n. It is 

obvious that all nodes belonging to the same “slipnetplus” 

are different from each other. However, notice that within a 

“slipnetplus” there may be two or more nodes with the same 

structure. Such a situation may take place, for example, for 

nodes “person” and “body”. For expressing the relationship 

between them the links from set L will be very useful. 

Set N in the “slipnetplus” definition is a set of nodes 

names and their activation levels. 

B.  The instance level 

Definition 3 

An instance of a node n is described by the objects from 

set n
O  with values from set n

V  and is defined as a pair: 

viinstance ,                               (6) 

where i is the unique identifier of the instance in world 

<O, V> and v is the value of the instance a tuple of type n
O , 

and can be presented as a function: 

 ]1,0[]1,0[:  nn
VOv                         (7) 

such that 
o

Vpov ),(  for all n
Opo ,  .  

Value v is also called a description of the instance within 

an object. A node may be interpreted as a set of all instances 

described by its structure. 

We can then write i ∈ n for presenting the fact that i is an 

instance of node n. 

All instances of the same nodes within a “slipnetplus” 

should be different from each other. The same instance may 

belong to different nodes and may have different values. 

C.  The link level 

In a “slipnetplus” within a pair of nodes there may be 

defined one or more links. Links between nodes describe the 

relationships between them. For example, between two 

nodes may be defined such relations as Synonym relation or 

Antonym relation. Links between nodes are included in set L 

of the “slipnetplus” definition. 
Definition 4. 

Let set N of nodes is given. The link is called the following 

relation: 

 ]1,0[: NNL                               (8) 

in a space NN  . 

D. The axiom level 

The set Z of axioms are formulae of fuzzy logic and can be 

interpreted as integrity constraints or relationships between 

instances and nodes, and which cannot be expressed by the 

relations in set L. 

 

Definition 5. 

Let set N of nodes and set I of instances are given. The 

axiom is called the following relation: 

]1,0[:  INZ                                  (9) 

in a space IN  . 

E. A graphical representation and an implementation of the 

“slipnetplus” 

The developed definition of “slipnetplus” can be visualized 
in a graphical form. The Fig 2 presents an example of a 

graphical representation of the “slipnetplus”.  
 

 
 

Fig 2. The example of a graphical representation of the “slipnetplus”. 
 Source: own work. 

The arrows drawn with a continuous line represent links, 

while the arrows drawn dotted lines denote the axioms. The 

presented “slipnetplus” consist of three nodes with their 
activation levels. The interpretation of the Node1 is as 

follows: The Node1 exists in the real world with a 

probability level 0.75. Interpretation of other nodes is 

similar. The Node1 is connected with Node2 and Node3 by 

links with the level of probability respectively 0.43 and 0.48. 

The interpretation of the Instance1 is as follows: The 

Istance1 exists in the real world with a probability level 

0.55. Interpretation of other instances is similar. The Node1 

is connected with Instance1 by axiom with the level of 

probability 0.55. The Node1 is connected with Instance3 by 

axiom with the level of probability 0.75 and Node3 is also 

connected with the Instance3 but with the level of probability 

1.0. 

The “slipnetplus” presented on Fig 2. can represent, for 

example, following practical economic situation: 

Let:  

• Node1 denotes an “Investment”, 
• Node2 denotes a “Securities”, 
• Node2 denotes a “Currencies” 

• Instance1 denotes a “Gold”, 
• Instance2 denotes a “Estate”, 
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• Instance3 denotes “EUR”, 
• Instance4 denotes “Company1”, 
• Instance5 denotes “Company2”. 

In considered situation it is necessary to invest on the 0.75 

probability level
2
. The accessibility of “Securities” equals 

0.34
3
 and accessibility of “Currencies” equals 0.25. It is 

better to invest in “Currencies” (probability level 0.68) than 

in “Securities” (probability level 0.43). The accessibility of: 

“Gold” equals 0.55, Estate equals 0.75, “EUR” equals 0.25, 

“Company1” security equals 0.15 and “Company2” security 

equals 0.75. The axioms denote that the probability to 

achieve a positive (satisfactory) rate of return in case 

investment in the “Gold” equals 0.56 and in case securities 

of “Company2” equals 0.2. The interpretation of remaining 

axioms is similar. 

Taking into consideration the implementation issues, the 

“slipnetplus” has been implemented in CIMIS. The code of 

LIDA framework classes related to “slipnet” implementation 
has been extended to the “slipnetplus” implementation. The 
LIDA agents’ knowledgebase is automatically stored in a 
database by using instances. The object-oriented noSQL 

database model is suitable for storing nodes, links, instances, 

axioms together with their activation levels.  

V. CONCLUSION 

 

The formal, mathematical method for agents’ knowledge 
representation uses semantic net with node and links 

activation level taking into consideration instances and 

relations between nodes and instances, has been developed 

in this paper. This method has been implemented in CIMIS 

and can be directly implemented in other multiagent systems. 

It should be noted, that this type of representation allows 

processing both knowledge represented in a symbolic way, 

and knowledge represented in a numerical way. 

Simultaneously a structured and unstructured knowledge can 

be processed. Thus, it is possible to determine a certainty 

level of semantic relations between nodes (topics). In case of 

the economic knowledge, it is a very important issue because 

the decisions-making process based on the type of 

knowledge usually takes place in conditions of risk and 

uncertainty.  

The implementation of the developed semantic method for 

agents’ knowledge representation greatly facilitated the 

agents’ knowledge base mapping in the physical database. 

The developed method enables the realization of further 

research works related to developing methods for processing 

and integration knowledge represented by the “slipnetplus”. 

                                                           
2 A probability level is calculated, for example, on the basis of historical 

rates of returns and risk level (e.g. by using Value at Risk and Sharpe ratio 

measures). 
3 For example, we want to invest 1000 EUR, but at the price we can pay 

up only securities in the amount of 340 EUR are available other securities 

are too expensive in order to achieve the positive rate of return. 

Also action selection and action performing procedures are 

under implementation. 
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