
 
Abstract—Patent analysis is useful to understand the trends

of  technological  problems  and  develop  strategies  for  tech-

nologies. Here patent classification is a method to support the

analysis. The purpose of this study is to propose a method for

patent  classification,  with  the  use  of  hierarchical  clustering

based on the structural similarity of problems to be solved. The

structural similarity can be calculated with case vectors based

on predicate-argument structures of the contents of the patents.

The interview survey indicated that this classification plays an

essential  role  in  analogical  problem  solving,  by  allowing

visualization of similar technological problems.

I. INTRODUCTION

N COMPANIES, it is important to understand the trends

of technological problems by analyzing patents. By this,

they  learn  to  improve  strategies  for  the  development  of

technologies.  Classification  symbols  have  been  used  for

classifying  patent  documents  in  patent  analysis.  Patent

examiners  use  them  to  search  similar  patent  documents

written  in  different  technical  words  or  languages.  The

classification symbols are updated manually by experts. For

improving  the  efficiency,  a  method  to  classify  patents

automatically based on the semantic content is required. 

I

A patent map, a model of patent visualization, is also a

method of patent classification. Here patent information is

collected  for  a  specific  purpose  of  use  and  depicted  in  a

visual form of presentation such as a chart, matrix, graph, or

table. Fig. 1 shows an example of a patent matrix map [1].

As can be seen from Fig. 1, a patent map is mainly produced

to grasp  its  technology trends  by gathering related  patent

information of target technology fields. However, it cannot

be  identified  at  a  glance  which  patent  documents  are

contained in each cluster. Also, the target technology fields

have been specified manually by experts.

Analogy is the process toward understanding and solving

the problem from the relation between the knowledge base

(sometimes  called  the  source)  and  the  target  problem.

Finding the relationship between the base and the target can
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be  useful  for  patent  analysis.  According  to  the  structure

mapping  theory  [2],  there  are  two  kinds  of  similarities:

superficial  similarity  and  structural  similarity.  Superficial

similarity  is  characterized  by  elements  contained  in  the

target concept and the base concept. Structural similarity is

characterized  by the  primary or  higher-order  relationships

between elements included in them. MAC / FAC model has

been  proposed  as  a  model  to  search  common  elements

between  the  base  and  the  target  based  on  the  superficial

similarity,  and  to  assess  the  validity  of  the  reasoning  by

evaluating the structural similarity [3].

In  this  study,  to  support  the  creation  of  technical

development strategy, we proposed a method for clustering

to  find  a  relationship  between  patent  documents  and

classifying them, based on the structural similarity of texts

expressing  technological  problems  to  be  solved  by

invention.  In  addition,  we  proposed  a  method  of

visualization  of  patent  documents  to  grasp  technological

problems of patent documents in each cluster at a glance.
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II. RELATED WORK 

A. Extraction of Technological Problems by Clustering 

  A previous study proposed a method of extracting a topic 

by automatic classification of newspaper articles [4]. This 

method composes a document vector by using the frequency 

of each noun in the document as features and extracts the 

topic by performing hierarchical clustering. However, when 

the similarity between two documents is calculated by the 

frequency of each noun in the documents, a document 

including different words with the same structure can be 

regarded to be dissimilar. Therefore, using the frequency of 

each noun yields superficial similarity, not structural 

similarity. However, there is a possibility that a new topic of 

technological problems can be found by gathering 

technological problems with the same structure. Therefore, 

we considered both the superficial similarity and the 

structural similarity and represented the feature amount of 

patent document. This enables us to make clusters based on 

MAC / FAC Model, a human analogy model. 

B. Conversion to a First-order Predicate Logic Formation 

  For supporting analogy, it is necessary to consider both 

structural and superficial similarities, not only for 

construction of sentence vectors but also for visualization. 

The previous study reports the usefulness of converting 

sentence to predicate-argument structures for the recognition 

of implicational relation and the analysis of dialogues [5]. 

This study applies the conversion result from a conversion 

system called Boxer [6, 7] to applied tasks of semantic 

analysis using analogy. However, the conversion system to 

predicate-argument structures has not been used for 

supporting idea creation. Furthermore, the conversion 

system from Japanese sentence has not been confirmed yet. 

Japanese grammar is different from English grammar and it 

is necessary to propose a method to convert into logical form 

particular in Japanese language. 

  Therefore, we proposed a method to support analogy with 

the use of predicate-argument structures. We expressed 

sentences of technological problems by combining important 

predicate-argument structures. Comparing technological 

problems written by predicate-argument structures with each 

other, patent researchers can find the structural similarity 

between the problems. With the use of predicate-argument 

structures, it enables the researchers to easily use analogy 

and to understand how each patent document approaches 

technological problems.  

III. METHOD 

  The proposed method consists of six steps. Below let us 

describe details of each step. 

 Step.1 Summarization of Technological Problem 

  We extract important sentences about technological 

problems from patent documents by summarizing the 

content filled in the blank “problems to be solved by the 

invention.” Here we use a basic model for summarizing text 

by selecting the important sentences [8]. The important 

sentences are selected based on the scores until the length 

limit is reached. The length of the summary is fixed as 

around 100 words to recognize at a glance. The score of 

each sentence, ����� � , is calculated by the amount of 

information included in the sentence � as shown in Eq. (1).  

  In a Bag-of-Words model, the probability of a word � in 

a sentence �  can be measured by its frequency as ���� �, � / � , where ���� �, �  indicates the frequency 

of � in � and �  indicates the total number of words in �. �+ indicates the i th word in �. pos(w, s) is the weight of 

the position of w in s. We take a geometric sequence as a 

calculate function of pos(w, s) based on the position 

hypothesis that earlier appearances of a word are more 

informative. A geometric sequence is defined as f(w, s, i) in 

Eq.(2), based on the assumption that the degree of every 

appearance of a word is the sum of the degree of all the 

following appearances of it. 

  The content of “problems to be solved by the invention” 

represents the technological problem, starting from what 

previous methods could not solve, followed by details, 

concluding with the purpose of the invention, i.e. the target 

technological problems. Important words of technological 

problems tend to appear at the beginning and repeatedly 

appear in the content. Therefore, the scoring method is 

adequate to summarize the content. 

Step.2 Extraction of Predicate-argument Structures 

  Next, the summary of a technological problem is 

expressed as the combination of predicate-argument 

structures. We use dependency parsing of the summary and 

extract predicate-argument structures. As a simple format of 

the technological problem, predicate-argument structures are 

composed of nouns, case-marking particles, and verbs. 

MeCab[9] is used for morphological analysis and 

CaboCha[10] is used for dependency parsing. Both of them 

are appropriate for Japanese language.  

  In this research, the research object is confined to 

predicate-argument structures with adnominal case particles 

“-ga” (means subjective case), “-wo” (means accusative 

case), and “-ni” (means objective case). These three factors 

construct the framework of a sentence, especially if the 

sentences expressing an aimed function of a subject 

interacting with things to be given as objects. That is, nouns 

are regarded as indications of subjects and objects in the 

sentence. If consecutive nouns including prefix or suffix are 

contained in the sentence, they are regarded as a whole word. 

Numbers, pronouns, and syncategorematic words are 

excluded from the extent of research object.  

f(w,	s,	i)=	f(w,	s,	i+1)+	f(w,	s,	i+2)	+…+	f(w,	s,	n) (2) 

s����(�) = ∑ ��� ����(�+ , �)���(�+ , �)+ /‖�‖ (1) 
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  Categorematic verbs are extracted as predicates. When the 

verbal auxiliary, “-nai” (means adding negative) followed 

behind the verb, we mention it behind the verb. The noun 

related to the nominal verb, “suru” (means “do”) are 

extracted together as one verb. 

  From the result of dependency parsing, each verb written 

in original form is defined as a predicate, and relevant nouns 

are defined as values of its variables. The verbs, which 

appear in over 90% of the datasets, are meaningless verbs 

and are excluded from technical problems. 

 Step.3 Representation of Case Vector 

  To consider both the superficial similarity and the 

structural similarity, we also focus on a predicate-argument 

structure, which consists of nouns, verbs, and their relations. 

The predicate-argument structure represents case form, 

which is defined by a form of generative grammar such as 

subjective and objective, based on the semantic relationship 

of noun phrases to verbs. As one sentence contains at least 

one predicate-argument structure, the structure of the 

sentence can be represented by case vectors. 

  In Japanese language, a semantic relationship between a 

verb and a noun is confirmed by a case-marking particle. 

Furthermore, a verb tends to have a relationship with certain 

nouns to express its meaning. For instance, the verb “boil” 

tends to have a relationship with the nouns such as “human 

being” as the subject and has the relationship with the nouns 

such as “meals” as the object. Therefore, we represent a verb 

vector based on the verb’s semantic role by using frequency 

of the nouns, which have a relationship with the verb such as 

subjects or objects. 

  Additionally, a case relationship represents the influence 

of a verb to/from a related noun. That is, the case 

relationship is useful for a semantic vector representation of 

a verb. We represent a verb vector by using the appearance 

of the nouns, which are in the same case relationship. The 

same case relationship means that they have the same 

case-marking particle. We define a case vector as a verb 

vector of each case-marking particle. For example, verb “Iku” 

(meaning “goes”) in sentence “Prime Minister Abe ga 

Russia ni Iku.” in Japanese, meaning “Prime Minister Abe 

goes to Russia,” is put into: 

Iku: (subject: Prime Minister Abe, Object: Russia). 

This will be then put into a case vector where numerical 

values are filled as elements corresponding to “subject: 

Prime Minister Abe”, “Object: Russia”. 

The case vector is constructed by a Bag-of-Words model. 

This model is the simplest vector representation for a 

sentence or a document. Each dimension of the case vector 

is correlated with a noun. Let us take a subjective case 

vector as an example. The value of the dimension is 

calculated as 1 if there is a subjective noun for a verb in the 

document and otherwise calculated as 0. Furthermore, the 

vector for the i-th verb is weighted by the j-th noun, which is 

related to the verb in the sentence. When the verb i has a 

predicate-argument structure with m nouns in the corpus, the 

weight of the j-th noun is calculated in Eq. (3). 

In this study, to identify patterns in the relationships 

between nouns and concepts of verbs, a method of Latent 

Semantic Indexing (LSI) is applied to nouns/verbs matrix. 

LSI is an indexing and retrieval method to identify patterns 

in the relationships between the terms and concepts 

contained in an unstructured collection of text [11]. 

Additionally, the computational complexity decreases and 

the accuracy of a clustering algorithm can be improved with 

the use of LSI. This study is different from the previous 

study in applying LSI to nouns/verbs matrix. 

If n is the number of verbs and m is the number of unique 

nouns in the corpus, A is the matrix about verbs V (V=1, …, 

n) which are related to nouns N (N=１ , …, m) in the 

sentence s as shown in Eq. (4). 

This matrix A is decomposed by Singular Value 

Decomposition (SVD). When the rank of A is r, T is an m 

by r noun-concept vector matrix. S is an r by r singular 

values matrix. D is an n by r concept-verb vector matrix. 

Then, the matrix A is compressed to k dimensional space by 

restructuring the matrix A’ using top k amounts of large and 

primary factor shown in Eq. (5). Dimension k is defined 

from preliminary experiment (In this study, k=200). 

Step.4 Calculate Distance Between Patents 

Next, hierarchical clustering by using average linkage is 

selected as a method of cluster analysis of technological 

problems of patents. The relationship of each cluster is 

visualized by hierarchical clustering. As the 

predicate-argument structure is the framework of the 

document, the distance between the documents can be 

treated as a total of the distance between the 

predicate-argument structures in the document. Therefore, 

we calculate a distance between two patent documents as the 

sum of distances between the case vectors in the documents. 

By this calculation, the distance between two documents can 

be determined according to their predicate-argument 

structures. For simplicity, in this study, we defined three 

kinds of case vectors: subjective case vector, accusative case 

vector, and objective case vector. Nouns, which prefer to 

relate to verbs are different on the type of case and the 

distance between case vectors should be calculated in the 

same type of case each other. Therefore, we calculate a 

distance of the same type of case vectors and add them 

together as shown in Eq. (6). 

�′ = �A�A�AD (5) 

 

�+ = (�+E, 	�+F, …	, 2	�+G , …	 , 	�+H) (3) 

 

� = �E�F�H J
0 2 02 0 00 0 4M (4) 

�E		�F		�O  
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 �����  means the distance between two documents, �����STU means the distance between these documents in 

the subjective case. 

The distance �����ʤ�E, �Fʥbetween two case vectors, �E	and	�F is calculated by Euclidean distance divided by the 

maximum of all distances, as shown in Eq. (7). 

 �EA	and	�FA  are values of �E	and	�F	at a dimension k. 

Each distance takes a value within the range of 0≦�����≦1 

so that the distance of each type of case should be treated as 

equivalent. 

When the document p contains k subjective nouns and 

document q contains l subjective nouns, the distance �����STUʤ�, �ʥbetween these documents in the subjective 

case is defined as Eq. (8).  

As shown in Eq. (8), the sum of distances of the subjective 

cases is divided by the number of the cases to consider the 

average of the distances as the distance of the case. 

If one document contains one direct objective noun and 

the other does not, �����XYY cannot be calculated in Eq. (8). 

In this case, these two documents are completely different in 

accusative case and ����XYY is regarded as the maximum �����XYY, 1. Similarly, if two documents contain no indirect 

objective nouns, ����ZUG 	cannot be calculated in Eq. (8). In 

this case, these two documents are the same in objective case 

and ����ZUG is regarded as the minimum �����ZUG, 0. 

To illustrate the above, there are two example sentences 

of calculating distances. 

Example 1: Subject A / Verb B / Direct Object C 

Example 2: Subject N / Verb O / Indirect Object P, 

Subject Q / Verb R / Direct Object S 

  There are two pairs of the subjective case (A-N and A-Q) 

and one pair of the accusative case (C-S). Therefore, �����STU(�E, �F) is expressed to be 
１F ʤ����� �[, �\ +	����� �[, �] ʥ and �����XYY(�E, �F)  is expressed to be ����� �̂ , �_ . In addition, these two documents are 

completely different in objective case and �����ZUG(�E, �F) 
is 1. In this example, the formula to calculate the distance ����� �E, �F 	between Example 1 (s1) and Example 2 (s2) is 

shown in Eq. (9).  

Step.5 Hierarchical Clustering of Patents 

The hierarchical clustering method in the previous 

study[4] has a problem of fluctuating extracted topics 

because these topics subjected to the number of clusters and 

the number of clusters is decided in the hand. We here 

employed Upper Tail method [12, 13], clustering with an 

automatic decision of the number of clusters. This method is 

based on the stopping rule of Eq. (10).  

When the number of documents is n , the most appropriate 

number of clusters is j, and the number of clusters is n-j (j=0, 

1,..., n-1), �G  is the minimum distance between two 

documents belonging to different clusters. �Xab  is an 

average of a distribution of �G. �c is a square root of the 

unbiased estimate of variance. k is determined by the 

number of elements per cluster. We determine k=2, 

considering that the number of documents per cluster is 

estimated from 10 to 50. The previous study [13] shows 

normalizing α to be distributed by chi-square as shown in Eq. 

(11) achieved better accuracy and we perform the same 

procedures.  

ΦeE is the inverse function of the normal distribution. �g is 

distribution function of chi-square when a degree of freedom 

is p (In this study, p=1). 

Step.6 Visualization of Similar Technological Problems 

In the end, we propose a method of visualization of 

technological problems. The format of output data is JSON, 

which is a lightweight data-interchange format. The 

embedded structure of the data is composed of the number 

of the cluster, technological problem solved by each patent 

document, and the patent number in sequence. In 

visualization, we use D3.js, which is a JavaScript library for 

visualizing data with JSON and HTML. 

IV. RESULTS AND DISCUSSION 

A. Datasets 

In this study, we used unexamined Japanese patent 

applications, which were published from 2013 to 2015 and 

contain the word “condiment” in the content of “problems to 

be solved by the invention” as datasets to make clusters and 

visualize. The number of documents was 348. The 

dictionary data for constructing the case vector was the 

content of “problems to be solved by the invention” of 

seventy thousand patent documents relating to “Foods” 

(theme code: 4H). 

�����㸦�E, �F㸧 = １�����h[i jk(�EA−�FA)F�
noE  (7) 

�����STU䠄�, �䠅 = １��kk �����q�� , ��s	
�∈�

	
�∈� 	 (8) 

 

�′ = ΦeE(�g(α/�c ∙ �) (11) 

����� = �����STU +	�����XYY +	�����ZUG  (6) 

�GwE > �Xab + ��c  (10) 

 

�����(�E, �F) = １2 䠄�����(�[ , �\) + 	�����q�[ , �]s䠅  
 

 +�����(�̂ , �_) + 	1 
(9) 
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B. Evaluation of Summarization of Technological Problem 

  324 summaries were created from the datasets in this 

study. The reason why some summaries could not be created 

is that the contents of “problems to be solved” of such patent 

documents were too short to summarize. In order to evaluate 

the validity of the summarization, randomly selected 100 

summaries extracted by the method were compared to 

summaries determined by discussion among patent experts 

for the same documents. The rate of concordance in this 

comparison was 81% and it shows the method is adequate to 

summarize patent documents. 

C. Evaluation of Cluster Analysis and Visualization 

To evaluate the utility of the proposed method, we 

performed cluster analysis of patent documents, using three 

kinds of distances and compared the results with each other. 

The first distance was determined by the proposed method, 

the case vector. The second distance was determined by the 

sentence vector using frequency of verbs as the feature. The 

third distance was determined by the sentence vector using 

frequency of nouns as the feature. We used TF/IDF to 

weight the features in the second and the third distances. TF 

means the frequency of words in each sentence and IDF 

means logarithm of inverse number of the frequency of 

words used in total sentences of the summary of the 

technological problem. Fig. 2 shows part of the result of the 

cluster analysis in three conditions, corresponding to the 

three kinds of distances above. The number of clusters under 

each condition was determined as 44 (the first condition), 20 

(the second condition), and 40 (the third condition). 

We interviewed two patent experts engaged in the 

Intellectual Property Department of the food company for 

more than three years. We showed them the result of the 

cluster analysis in three conditions and asked two questions 

below. 

Question 1. What kind of difference do you find by 

comparing the three types of clustering results? What 

similarities do you find in the technical problems in the same 

cluster?  

Question 2. Can technological problems of patent document 

be grasped at the moment? Is there any use to develop 

technology strategy or intellectual property strategy? 

The answers to Question 1 are shown below: 

• At the first glance, each cluster in the first condition 

seems to lack in coherence. However, for example, the 

cluster No.9 seems to be aggregated by the same concept 

of verbs. The verbs such as “maintain”, “take in” and 

“fill up” represent the concept of keeping and the verbs 

such as “sprinkle”, “attach” and “add” represent the 

concept of adding.  

• Each cluster at the second condition seems to be 

aggregated by the same verb roughly.  

• As the cluster No.18 is aggregated by the same noun 

“extract” in the third condition, the same goes for others 

at the third condition.  

These answers indicate that case vectors have a possibility 

to represent the concept of the verbs, which forms the 

First condition 

 
Second condition 

 
Third condition 

 
Fig.  2 Part of clusterization of patent documents in three conditions 

First condition used the distance determined by the case vector, second condition used the distance by the sentence vector with the verbs as feature 
amount and third condition used the distance by the sentence vector with the nouns as feature amount. 
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structural similarity of the sentences. On the other hand, as a 

result of the second and third condition, the sentence vector 

using frequency of words as the feature represents the 

superficial similarity based on the words. The third condition 

also indicates that the meaning of the sentence is more 

influenced by the meaning of nouns than that of verbs. 

The answers to Question 2 are shown below: 

• When technological problems are expressed by the 

predicate-argument structures, modifiers are removed. 

Therefore, removing terminology of confidential 

information with this method is useful for sharing 

confidential data with others. On the other hand, some 

technological problems are hard to read. For example, 

“advantage convenience+-ga+loses” is grammatically 

incorrect. The correct sentence is “advantage 

convenience is lost”. 

• The words which indicate not only the material of 

condiment but also the method for processing were 

extracted as technological problems. 

• Some technological problems were extracted with 

accuracy, while others with unnecessary words. 

 The first answer indicates that the proposed method of 

visualization is useful in not only patent documents but also 

confidential documents. The answer also indicates that 

sentences of technological problems including passive verbs 

are a little difficult to read. This is because an auxiliary verb 

that represents the passive voice was not considered in this 

study and excluded. The method of expressing a sentence 

with a passive verb as predicate-argument structures will be 

an issue to be addressed in the future. 

The second answer indicates that technological problems 

extracted by the proposed method are useful to find a point 

of view in patent analysis, whereas existing patent 

classification is mainly divided by the material of a 

condiment. 

The third answer suggests that the interviewee could find 

the structural similarity of some technological problems and 

the usefulness of this method. However, as the structural 

similarity is not based on the commonality of words, the 

interviewee had difficulty to find the structural similarity of 

others. Therefore, it is necessary to get an evaluation of this 

method to more interviewees. Another reason for this result 

is the structural similarity of two documents is not always 

directly represented by predicate-argument structures 

including in the documents. Therefore, it is necessary to 

consider the extraction method of the abstract 

predicate-argument structure in the documents. 

V. CONCLUSION 

In this study, we proposed a novel method of text 

clustering by using the distance of case vectors derived from 

predicate-argument structures of patent documents. A 

method for calculating the distance between documents 

based on predicate-argument structures has not been 

approached. This study suggested the possibility to capture 

not only superficial similarity based on nouns in sentences 

but also structural similarity based on the meaning of verbs 

in sentences. Furthermore, the interview survey indicated 

that the proposed visualization method of technical problems 

is useful to overview the problem, which patent researcher 

should search for. Therefore, this visualization method is 

thought to be effective to support to search patent documents 

relating to researcher's own technological problems. 

In this research, we calculated the distance between 

patents as an average distance between case vectors included 

in the documents. However, as this method cannot consider 

the causal structures of documents, the similarity of 

documents could have been inaccurate. Therefore, an issue 

in the future is to evaluate the method for deriving similarity 

considering causal structures in documents. 
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