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Abstract—This paper presents a Timed Coloured Petri Nets In the next section, we present a method of applying the
based programming tool that supports modeling and perfor- TCPNs based queueing systems models (TCPNs templates)
mance analysis of distributed World Wide Web environments. to distributed Internet system modeling. Section 4 focuses

A distributed Internet system model, initially described in . . .
compliance with Queueing Theory (QT) rules, is mapped onto results of simulation some detailed Internet system models

the Timed Coloured Petri Net (TCPN) structure by means of While section 5 sums up the paper and includes our future
queueing system templates. Then, it is executed and analyke research plans.

using Design/CPN toolset. The proposed distributed Interat We assumed that the reader is familiar with TCPN for-

systems modeling and design methodology has been appliedyajism [3], [9] and with main features of Design/CPN tool
for evaluation of several system architectures under diffeent ’

external loads. [1], [6].
I. INTRODUCTION II. QUEUEING SYSTEM IMPLEMENTATION

NE OF modern Internet (or Web) systems developmentQueueing Netisually consists of a set of connecigaeue-

approaches assumes that the systems consist of a séhgfsystems Each queueing systenis described by an ar-
distributed nodes. Dedicated groups of nodes are orgairizedival process, a waiting room and a service process. In the
layers (clusters) conducting predefined services (e.g. WWRvoposed programming tool, we worked out several TCPNs
service or data base service). Simultaneously, for a sigmifi basedqueueing system templat@rocessor Sharing (PS) and
number of Internet applications some kind of soft real-timkirst In First Out (FIFO)) most frequently used to represent
constraints are formulated. The applications should pieviproperties of distributed Internet system componentshEac
up-to-date data in set time frames [13]. The appearing of néamplate represents a separate TCPN net (subpage) which
abovementioned development paradigms cause that segrchivay be included in the model of the system as a substitution
for a new method of modeling and timing performance evaltransition (using hierarchical CP nets mechanisms [3]).
ation of distributed Internet systems seems to be an ugte-d Queueing system properties are mapped to the TCPNs net as
research path. follows. At a certain level of system description, a part afd

One of intensively investigated branch of Internet systermgare/software is modeled as a TCPN, where some dedicated
software engineering is formal languages application fodm substitution transitionsare understand as queueing systems.
eling and performance analysis. Amid suggested solutiohRg have the queueing functionality running "under” seldcte
there are: algebraic description [7], mapping through @irey transitions the mapping to adequate TCPNs subpages must be
Nets (QN) [4], [12], modeling using both Coloured Petri Netdone. The corresponding subpages include the implementati
(CPN) [8] and Queueing Petri Nets (QPN) [5]. of the adequate queueing system.

Our approach proposed in this paper may be treated adn fig. 1a a simple TCPN is presented where PS substitution
extension of solutions introduced in [5]. Queueing PetrisNetransition is interpreted as a certain queueing system.Pide
(QPN) idea has been transferred onto formalism of Timdthnsition acquires the queueing system functionalitymihe
Coloured Petri Nets (TCPNSs) [3]. To create classic queueisgbnet as in fig. 1b is substituted for it. Figure 1b illustsat
system models defined as in [2] we used Design/CPN tamh example queueing system -/M/1/RS{exponential service
package [1]. As a result we developed a programming tdiines, single server, Processor Sharing service diseigimd
which is able to map timed behavior of queueing nets hynlimited number of arrivals in the system; the queue’svatri
means of simulation. The Design/CPN performance tool [Bfocess in our modeling approach is defined outside of queue-
has been used to effectively capture and analyze data ifiog system model). Packets to be served by given queueing
created models. The main features of the preliminary versigystem are delivered by port placBPUT_PACKS. Then, they
of our software tool were announced in [10]. are scheduled in a queue RACK_QUEUE place. Every given

The remaining work is organized as follows. In section 2ime quantum (regulated by time multiset included’InVERS
we introduce rules of mapping queueing systems into TCPNsace) the first element in the queue is selected to be served
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Fig. 1. TCPNs model of -/M/1/PS6 queuing system: a) primary model page b) detailed model page

(execution of transitioEXECUTE_PS). Then, it is placed at time of a token occurrence in the systelfiROB - probability

the end of the queue or directed to leave the system (exacuti@lue (used in token movement distribution in the net),

of transitionADD_PS1 or REMOVE_PS respectively). Number AUTI L - absolute value of token utilization factor (for PS

of tokens inTI MERS place represents number of servers fajueue) andRUTI L - relative value of token utilization factor.

gueueing system. Tokens havetimed attribute scheduling them within places

Full description of the model requires colors and functionshich are not queues.

definition in CPN ML language connected to the net elements:While packets are being served, the components of a tuple

are being modified. At the moment the given packet leaves the

val ps sermeantime=1.0; gueueing system, a neRROB field value of PACKAGE tuple

val pack gen meantime=1.0; is being generated randomly €l ease_PS function). The
color 'SE%:A'R”{T;IME;OJ;); EchTo:rmeR;OBﬂnt; value may be used to modify the load of individual branches
color AUTIL=int: color RUTIL=int: in the queueing system model. Generally, the queueing sys-
color INT=int; color TIMER=int timed; tem template is characterized by the following parameters:
\Sgll’o;in:acg?:nr_Nv'l?;lz\l/gtr ‘r’]":'mT;l“loo; average tokens service timgs(_ser _nean_t i me), number

var tim1:TIMER: color PACKAGE= of servers (number of tokens ifl MERS place) and service

product ID«PRT+START_TIME+PROB-AUTIL *RUTIL timed;  discipline (the TCPN's structure).
e Echklj:ﬁ?fé%@fjgbog- PACKQUEUE=list PACKAGE; In the software tool developed, it is possible to construct
- - ' gueueing nets with queueing systems having PS and FIFO
Corresponding arc functionsadd_PS(), add_PS1(), disciplines. These disciplines are the most commonly used f
update_PS(), rel ease_PS()) release or insert tokensmogeling Internet systems. Some our previous works include

within the queue: the rules of mapping TCPNs into queues of tokens scheduled
fun add PS(pack :PACKAGE, queue : PACRUEUE, according priorities [9], [8]. The presented templates ehav
ser_time:int)=if queue = nil ; ihili ; ;

then [(#1 pack,#2 pack,#3 pack,#4 pack, been te_s;ed on their compatibility with mathematlca_ll foia_inu
ser_time , sertime)] determining the average queue length and service time as
else (#1 pack,#2 pack,#3 pack,#4 in [2].

pack,sertime ,sertime)::queue;

f_lfm add_PSl_I(paCk :PACKAGE, queue : PACRUEUE) = I1l. INTERNET SYSTEM MODELING AND ANALYSIS

if queue=ni

then [pack] else pack::queue; APPROACH

;un Upldate_PSS(?ueue:PACLéDP(l?JEUE):rGV(tI(rev que)uel)); Having a set TCPN based queueing systems models a
un releasePS (queue:PACKQUEUE, ps quantum:INT)=let . .

val r_pack=hd (rev queue) In systematlc methodology of In_ternet system modeling and
(#1 r_pack ,#2 rpack ,#3 rpack,ran’randomval(), analysis may be proposed. Typically, modern Internet syste

#5 r_pack, #6 rpack—ps_quantum) end; are composed of layers where each layer consist of a set of

The state of the system is determined by the numbggrvers—a server cluster. The layers are dedicated foreprop
and distribution of the tokens representing data packésks and exchange requests between each other.
flow. Each of the tokens representing a packet is To efficiently model typical Internet systems structures we
a tuple PACKAGE = (ID, PRT, START_TIME, proposed 3 modeling levels:
PROB, AUTIL, RUTIL) (compare source code including e superio—modeling of input process, transactions be-
color’s definitions), wherel D - token identification (allowing tween layers and requests removal,
token class definition etc.PRT - priority, START Tl ME - « layer—modeling of cluster structure,
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Front-end cluster Back-end cluster of timed multiset inPACKS1 place and then forwarded into
nodes nodes

the queueing-based model of the Internet system. When each
token is being generated its creation time is memorizeden th
PACKAGE tuple. This makes it possible to conduct an off-line
analysis of the model.

Consequently, an executable (in a simulation sense) queue-
ing network model is obtained. Tokens generated by arrival
process are transferred in sequence by models of WWW server
layer, by the part of the net that models loss (expiration)
of some packets and by database layer. Provided that the
system is balanced and has constant average arrival process
after some working time, the average values of the average
gueue length and response time are constant. Otherwise, the
increase may occur.

Fig. 2. Example distributed Internet system environment
The main parameters of the system modeled are the queue
) _ mean service time, the service time probability distribnati
« queue—modeling of queueing system. function and the number of servicing units defined for each
To explain our approach to Internet system modeling queueing system in the model. In the demonstrated model it

typical structure of distributed Internet system struetwill has been assumed that gueues be|0nging to a given |ayer have
be modeled and simulated. The example queueing modeli@éntical parameters.

the system consists of two layers of server clusters (fignd) a ) . _
is constructed following the rules introduced in [4] and.[5] At this stage of our research it has been decided that
The front-end layer is responsible for presentation ar@mulation will be the main mechanism used to do analysis
processing of client requests. Nodes of this layer are neodePf the constructed model. In our simulations we applied the
by PS queues. The next layer (back-end) implements Systgﬁ{formance analysis _subsystem built in Design/CPN toolki
data handling. Nodes of this layer are modeled by using tH3, [8]. It allows collecting selected elements of the rete at
serially connected PS and FIFO queues. The PS queue moéé§smoment of an occurrence certain events during simulatio
the server processor and FIFO models the hard disc drivelbpas been assumed that in gach of th_e model Iayerg, gueue
server. Requests are sent to the system can be processd@n@ths and response time will be monitored. Monitoring of
both layers or removed after processing in front-end lafiee the abovementioned para_meters helps Fo determine whether
successfully processed requests are turned to the customdh® model of the system is balanced. Fig. 4 shows example
Figure 3 shows the TCPN based model of abovemention@gts obtained in the simulation of the discussed model.

gueueing network. The superior level of system description-l-he example experiment covered model time range féom

s pre§ented in fig. 3a, whereas in fig. 3b and 3c detail%i 100 000 time units. Fig. 4a shows the state of selected
queueing systems. topologies at each layer of _the system ue when the modeled system was balanced. Response time
shown (compare fig. 2). Server cluster of the first layer (e. oes not increase and remains around average value. Sygstem i

WWW servers; fig. 3b) as well as the second layer cluster (ergogarded as balanced if the average queue lengths in allaye

database; fig. 30% have k(;een dg_rngn;strated 03 thle main pagg Mot increase. In fig. 4b response time for unbalancedrayste
TCdPt')\I nﬁt as ju 'Istltute transitionis:ont - end_cl USter a5 shown. The results concern the same layer as previously
andbac d—en _C USt er. G , fi and identical time range for the simulation. It is clear that
E T2 an T?f’ transllt_lon_?z(compare 9. SI?) a][e In %on ICtresponse time (fig. 4b) increase during the experiment. ©n th

xegu?on Oh tran3|t|.(z)r|1 | remo;/e(;s a to e|r<1 rom the netb sis of the plotin fig. 4b, it can be concluded that the matlele
(mo ieling the possible loss of data pac et). HOWG‘_’e“ dstem under the assumed external load would be overload
T3 fires, the data packet is transferred for processing

d probably appropriate modifications in the structurehef t

the second _Iayer of thg_system. Gu_ard funct|o_ns connecge)gtem would be necessary. The software tool introduced in
to the mentioned transitions determine proportions betwe ur paper makes it possibie to estimate the performance of
the tokens (packets) rejected and the ones remaining in

gueueing net (i_n the example model approximatg@02s of prelierlr?iﬁ:r?/ :jnetgirgsta?éitrirgt,i;gst.est and finally to help adjus
the tokens is rejected).

On the superior level of system description (fig. 3a) we Having the possibility to capture the net's state during the
have also defined arrival process of the queueing netwaknulation within a certain time interval, it can be possibl
(TO transition withTI MERO and COUNTER places).TI MERO to select model parameters in such a manner that they meet
place andTO transition constitute a clock-like structure thassumed time restrictions. Additionally, the parametéreal
produces tokens (requests) according to random, expaitigntilnternet system can be used to fit parameters of the construct
distributed frequency. These tokens are accumulated inna fomodel.
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Fig. 3. TCPNs based queueing system model: a) main pageoft}dnd cluster subpage and c) back-eeotiister subpage

IV. EXAMPLE SYSTEM MODEL WITH FRONT-END
CLUSTER AND BACK-END REPLICATION

The worked out modeling and analysis methodology was
1 used for construction and evaluation of several detailedeiso

of architectures of distributed Internet systems. The el

of the models were executed with use of performance analysis
tools for TCPN nets [13]. CSIM [11] simulating environment
and experiments on real Internet system were used for TCPNs
simulations evaluation. The overview of typical TCPNs lohse
Internet system models analyzed so far can be found in [8]. In

the remaining part of the paper one example detailed model
will be discussed: "front-end cluster and back-end clusfi¢n
replication”.

A. Model description

The queueing model of the example system is introduced
in fig. 5. It consists of two cluster layers of servers. bebe
the number of homogeneous servers in the first Brid the
second cluster layer respectively. Customer requestsemte s
to the chosen node of front-end cluster withA probability.
Then they are placed in the queue to get service. The service
in the service unit (processor) can be suspend many times, if
for example the requests need the database access. When the

b) T ' ) :PACKSB->INPUT_PACKS
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Fig. 4. Sample system response time history: a) system dedaand b)

system unbalanced

database access occures, requests are sent to back-end laye
Any request can also be removed followipEMOVE path.

In case of sending to the database, a requests steers dtself t
service in one of back-end nodes witli B probability. The
service in the database service unit may be suspend if access
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Front-end cluster Back-end cluster and TABLE |
nodes replication nodes THE VALUE OF PROBABILITIES FOR MODEL
Probability | Probability
- values for

FO Q7 1 model [%]
PS Q1 1 pREMOVE 30
pLEAVE 30
pDB 55
pREP 10

Input |

database replication, is described on fig. 6b. The example
shown contains two nodes of databa&s=Z) and its most
essential properties are as following:

« the possibility of directing tokens to any node (the
location of replication),
« the return of tokens at the beginning of the layer,

« the realization of data synchronisation in individual loca
Fig. 5. Queueing model with cluster in front-end layer anglication in tions
back-end layer :

pLEAVE

Qutput
pPREMOVE

B. Experimental and simulating model verification

to the input/output subsystem of the database storageenlevic-rhree example_ cases (conflgurat|ons) of consu_je_red model

is necessary. Requests are returned to the database selRIE used to derive the architecture features. Individaaés

unit after the storage device is served. This operation @n pean as follows:

repeated many times. After finishing servicing in the back- * case 1-A=2, B=2,

end layer, requests are returned to front-end sernebB)  * case 2-A=4, B=2,

Requests can visit back-end layer during processing many Ccase 3-A=4, B=4.

times. After finish servicing in front-end server requests a Experimental environment and the CSIM packet were used

sent to the customepEAVE). to verify proposed TCPN models. The experimental system
If the necessity of the database replication appears thensisted of a net segment (100Mb/s), set of computers (Pen-

requests are sent to next database n@iREP). Unless none tium 4, 2.8 GHz, 256 MB RAM) with Linux operating system

of these two situations appear the requests are send te frgkernel 2.4.22) and Apache2 software (for WWW servers) as

end layer pDB). Replication can also cause resignation frorwell as MySQL, version 4.0.15 (for database servers) [8].

transaction. Both the replication and the rejection ofiréad The verification model was written by using CSIM sim-

transaction are modeled in simplistic way as delivery ok tasilator. This is a process oriented discreet event simuiatio

to the next location of replication. package used with C or C++ compilers [11]. It provides
In this model: libraries that a program written can be used in order to madel

« PS_QL_Ais AqueuePS modeling element that processe§YStem and to simulate it. The models created by using CSIM
in front-end layer, [8] were based on presented queue models (fig. 5) (similarly

. PS_Q_Bis B queuePS modeling element that processe&S TCPN models).

in back-end layer, As a result we obtained the evaluated TCPNs based model
« FIFO_@_B is B queueFI FO modeling device that of the Internet system discussed. The model made it possible
to predict response time of the system developed. Average
error between TCPN and CSIM models amounts to (tab.
I1) 9,5 % for response time. The comparison of results for
TCPN models and experiments gave the following errors for
individual model cases (tab. Ill) 14,9 %. In compare with

stores data in back-end layer.
Tab. | includes the probabilities values for Internet resisie
distribution for considered model. The parameters assufored
discussed model are as follows:

¢ exte_rnal I_oad, experimental environment the average error of simulatan f
« the identical parameters of queues, response time amounted to 15,1 % for TCPN and 14,1 % for
« request distribution probabilities, CSIM respectively. In case of experiments (tab. ) these i

« the number of nodes in experimental environment. e |ack of compare for case 3 because of number of nodes
In fig. 6a the main page (superior model level) of TCP laboratory environment.
model that corresponds to the queueing model discussed _
above was presented. It makes it possible to transfer tokénsPerformance analysis
from back-end layer back to front-end layer. It models the In fig. 7 the queue lengths for the model (cases 2 and 3)
possibility of multiple tokens transfer to the server dislege were shown. These cases differ from each other by a number
and replication. A subpage, which models back-end layer fof nodes in corresponding layers. Values of queue lengths
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Fig. 6. TCPNs based queueing system model with cluster im-fad layer and replication in back-end layer: a) main paygb) back-endtluster subpage
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TABLE II
LAYERS RESPONSE TIME FOR CPNMODEL AND CSIM MODEL
Case 2
Load Layer TCPN CSIM Error [%] 0 w w w
[req./s] Model [ms] Model [ms] 80 L 521 dueue fengh ]
Case 1
100 | frontend | 49 50 2.0 °r
100 back-end | 567 598 -5.5 g or
300 | front-end | 701 743 5.9 g sl 1
300 back-end | 813 798 1.8 3 a0l i
500 | front-end | 1001 1109 1.8 §
500 | back-end| 1050 1083 31 or 1
Case 2 20 - ]
100 front-end | 75 73 2.7 10 1
100 back-end | 1083 867 19.9 0 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ s
300 front-end 79 85 76 0 10000 20000 30000 40000 50000 60000 70000 80000 90000100000
300 | back-end| 1144 989 135 a) Time (seconds)
500 front-end | 1042 1191 -14.3 Case 2
500 back-end | 965 950 -9.8 200
Case 3 180 -
100 front-end | 210 282 -34.2 160 |
100 | back-end| 308 290 5.8 140 |
=
300 front-end | 454 472 -3.9 g’ 120 -
300 back-end | 545 499 8.4 T 100l
500 | front-end | 512 595 -16.2 S ol
500 back-end| 520 384 52 2 o
40
TABLE IIl
LAYERS RESPONSE TIME FOR CPNS MODEL AND FOR EXPERIMENTAL 201
REFERENCE SYSTEM 0 : : : : : : :
0 10000 20000 30000 40000 50000 60000 70000 80000 90000100000
Load Layer TCPN Experiments | Error [%] b) Time (seconds)
[req./s] Model [ms] [ms] Case 3
Case 1 3 PSdZ 1queue Ieﬁgth
100 | front-end | 49 36 26.5 -
100 back-end| 567 409 27.5 251 1
300 front-end | 701 579 17.4
300 | back-end| 813 648 20.3 g 7 1
500 | front-end [ 1001 921 8.0 3 el |
500 back-end | 1050 973 7.3 S'I ’
Case 2 2 .l
100 front-end | 75 65 13.3
100 | back-end| 1083 791 26.9 o0s | |
300 front-end | 79 79 0.0
300 back-end | 1144 910 20.4 0 : : ‘ : s : s :
0 10000 20000 30000 40000 50000 60000 70000 80000 90000100000
500 front-end | 1042 975 6.4 C) Time (seconds)
500 | back-end| 965 925 6.9
Case 3
2 PSd¢_2 deue Ieﬁgth R
in second layer were presented in charts (case 2—model for
. . 15 bl
A=4, B=2): PSQ@_1 (fig. 7a) andPSQ_2 (fig. 7b). Values o
of corresponding queue lengths for second layer in case 3 ¢
(A=4, B=4) were presented in chartBSQ@_1 (fig. 7¢) and N1 1
PSQ2_2 (fig. 7d). Charts of both cases follow assumptions &
. ['%
presented above and the same load. Queue lengths in case 2 0s |
are significantly longer than in case 3. It is easy to see bsnefi '
of enlarging number of nodes in back-end layer.
The performance pI’OblemS were n0t|Ced durlng the d|S' 0 0 10000 20600 30000 40600 50000 60600 70500 80600 90000100000

tributed Internet systems analysis. Results of responseiti- d) Time (seconds)

dividual layers analysis (tab. I1) illustrates behaviobserved

by system customer. The growth of workload generally irkig. 7. PS queues lengths history in back-end layer: a), byése 2 and
creases response time of the system. It was noticed thaséhe @ d) for case 3

of clustering and nodes replication reduce the response tim
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In case of workload by more than 200 requests per secondur future research will focus on modeling and analyzing
the system having the case 1 structure is overloaded. Baekother structures of distributed Internet systems ushmy t
end layer becomes the system bottleneck. By the adequstéware tool developed. It will be also significant to demon
modification of the number of computers in the second laystrate compatibility of the models with the real systemsPNC
the overload condition under 200 request per second has bésatures such as tokens distinction will be of more extensiv
overcame. The presented performance analysis methodologg. We will also make an attempt to create queueing model
makes it possible to detect early performance problems@andsystems with defined token classes and consider a possibilit
counteract them. to use state space analysis of TCPN net to determine pregerti
V. CONCLUSION of the system.
It is stil an open issue how to obtain an appropriate REFERENCES

distributed Internet system. The demonstrated reseasthtse [1] Meta Software CorporationDesign/CPN Reference Manual for X-

i Windows Meta Software, 1993.
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formalism to the development of a software tool that cdh Krakow, 2006. (In Polish)
support distributed Internet system design. The idea &frign  [3] K. JensenColoured Petri Nets, Basic Concepts, Analysis Methods and
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